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Abstract

The scientific community has been consistently working on the pervasive problem
of information leakage, uncovering numerous attack vectors, and proposing various
countermeasures. Despite these efforts, leakage incidents remain prevalent, as the
complexity of systems and protocols increases, and sophisticated modeling methods
become more accessible to adversaries. This work studies how information leakages
manifest in and impact interconnected systems and their users.

We first focus on online communications and investigate leakages in the Trans-
port Layer Security protocol (TLS). Using modern machine learning models, we
show that an eavesdropping adversary can efficiently exploit meta-information (e.g.,
packet size) not protected by the TLS’ encryption to launch fingerprinting attacks
at an unprecedented scale even under non-optimal conditions. We then turn our
attention to ultrasonic communications, and discuss their security shortcomings and
how adversaries could exploit them to compromise anonymity network users (even
though they aim to offer a greater level of privacy compared to TLS).

Following up on these, we delve into physical layer leakages that concern a
wide array of (networked) systems such as servers, embedded nodes, Tor relays, and
hardware cryptocurrency wallets. We revisit location-based side-channel attacks and
develop an exploitation neural network. Our model demonstrates the capabilities
of a modern adversary but also presents an inexpensive tool to be used by auditors
for detecting such leakages early on during the development cycle. Subsequently,
we investigate techniques that further minimize the impact of leakages found in
production components. Our proposed system design distributes both the custody of
secrets and the cryptographic operation execution across several components, thus

making the exploitation of leaks difficult.



Impact Statement

The problems addressed in this thesis, as well as the analyses, results, and tools we
present herein, advance the state-of-the-art in areas of systems security and privacy.
Moreover, researchers and industry practitioners will be able to use and adapt our
techniques to secure their systems at various stages of manufacturing and operational
lifecycle. The contents of this thesis have been published in conference proceedings
and in open access repositories.

Our work on webpage fingerprinting provides novel insights on the privacy
properties of the Transport Layer Protocol and shows that eavesdropping adversaries
can reliably infer the webpage loaded based on traffic patterns. This work has
been published as a preprint and has been presented at ScCAINet 20° (collocated
with the USENIX Security and Al Networking Summit). The visualization of the
embeddings produced by the deep neural network received an honourable mention
at the “Research Images Cross-Disciplinary Competition 2020 at UCLH

Our analysis of the ultrasonic communications ecosystem identified issues
affecting hundreds of Android applications, used by millions of users at the time.
Several frameworks modified their operation in line with our proposals. This work
was presented at the Privacy Enhancing Technologies Symposium (PETS 2017),
Black Hat EU 2016, RSA 2018 and several other venues and seminars. A non-
exhaustive list of press coverage of this work can be found on the project’s website:
https://ubeacsec.org.

Our work on hardware leakages demonstrates that modern machine learning

techniques enable adversaries to launch significantly more accurate side-channel

Uhttps://www.grad.ucl.ac.uk/comp/2019-2020/research-images-competition/


https://ubeacsec.org
https://www.grad.ucl.ac.uk/comp/2019-2020/research-images-competition/

Impact Statement 5

attacks that can reliably extract keys from high-performance embedded processors.
It was presented at the 25th Annual International Conference on the Theory and
Application of Cryptology and Information Security (Asiacrypt 2019) in Kobe,
Japan.

Finally, our trojan-resilient design, Myst, is one of the first practical system ar-
chitectures that can mitigate low-level attacks (e.g., hardware trojans, side-channels)
with only a small performance overhead. This work was presented at the ACM Con-
ference on Computer and Communications Security (CCS 2017) and various other
industrial and academic venues such as Defcon 25 in Las Vegas, US. Our prototype
is currently used in production by Enigma Bridge and was a finalist in the CSAW
Applied Research Contest 2018. Together with our work on location leakages, Myst
introduces a new design approach that aims to break the detection-evasion cycle
between manufacturers and adversaries. As part of this project, we also released
the first open-source cryptographic library for Java Cards and presented it at Black-
Hat US in 2017. This work, as well as our study of the ultrasonic communication

ecosystem, were conducted as part of the Panoramix research project.
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Chapter 1

Introduction

This thesis studies information leakage in interconnected systems, a pervasive prob-
lem that has been the subject of a large body of research on exploitation techniques

and their corresponding mitigation approaches.

In 1937, the US Navy set up a complex arc of receivers (spanning from Philip-
pines through Samoa, Midway, and Hawaii to Alaska) to track the movements
of Japanese warships through their encrypted radio transmissions [1]. While the
Japanese encryption cipher had not been broken yet [2], leakages enabled the allies
to still extract valuable information. Using a network of sensitive antennas, US
Navy officers would first find the direction at which a signal was the strongest and
then use triangulation techniques to pinpoint the transmitter’s location on the map.
Successive measurements were used to extract information about the course and
speed of warships, while the communication patterns revealed the lines of command
(by ascertaining which radios talked to which) and impending military operations

(through unusual spikes in the transmission volume).

In modern systems and protocols, information leakages take various forms
and can occur for a wide range of reasons. One of the most well-studied areas are
hardware side-channel attacks [3, 4,15, 6l 7, 8|], where the adversary extracts sensitive
information (e.g., secret/private keys) from a chip by measuring and analysing its
physical parameters (e.g., power consumption, electromagnetic emanations, oper-
ation latency). Through the analysis of those (noisy) measurements, the adversary

deduces parts of the secret key or other sensitive information stored in the chip.
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Such attacks pose a risk to several systems (cryptocurrency hardware wallets, TLS
nodes, Internet-of-Things devices, anonymity network nodes) that need to retain their

security properties even when the adversary has physical access to their hardware.

Besides physical leakages, eavesdropping adversaries may exploit leakages
on the communication protocol layer. For example, fingerprinting attacks against
anonymity networks (e.g., the Tor anonymity network [9, 10, 11]]) that analyze the
size, direction and inter-arrival times of the encrypted packets. Such attacks allow
adversaries to infer the websites visited by the user, even if the underlying encryption

scheme remains secure.

Overall, this work studies several types of leakages that occur when information
or secrets are transmitted (Chapters {] and [5), processed (Chapter [6)) and stored
(Chapter [7). We investigate how the advances in machine learning enable adver-
saries to attain very high accuracy in extracting sensitive information in various
scenarios [12,13]] and launch fingerprinting attacks at an unprecedented scale [14]].
Moreover, we show how the inter-connectivity of modern systems increases the risk
for leakages as adversaries may exploit one application or platform to breach the
security properties of another [15]]. Finally, we expand on the idea of resilience to
breaches and introduce a novel architecture for high-assurance systems that goes

beyond the detect-evasion arms race [13].

1.1 Thesis Organization

In Chapter 2| we introduce fundamental concepts and ideas related to information
leakage, machine learning and communication channels, as well as provide the
background on techniques used later on. Related works are discussed in Chapter 3]

while additional papers are introduced in the chapters when relevant.

Chapter [] investigates whether machine learning models could enable adver-
saries to launch very accurate and large-scale traffic fingerprinting attacks. Such
attacks enable adversaries to infer the websites or webpages loaded by users of the
Transport Layer Security protocol or anonymity networks [16,/17,|18,|19, 20, 21}

22, 23|]. We find that not only adversaries can achieve high inference accuracy but
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that attacks are possible at an unprecedented scale even under non-optimal (for the
adversary) assumptions. We thus revisit some of the main assumptions in past works
and propose three realistic scenarios simulating non-optimal fingerprinting condi-
tions. Then, we introduce an adaptive fingerprinting adversary and experimentally
evaluate its accuracy and operation. Our experiments show that adaptive adversaries
can uncover the webpage visited by a user among several thousand potential pages,
even under considerable distributional shift (e.g., the webpage contents change sig-
nificantly over time). Such adversaries could infer the products a user browses on
shopping websites or log the browsing habits of state dissidents on online forums

and encyclopedias.

We then investigate the real-world uses of the ultrasonic communications chan-
nel, analyze Android apps and examine their privacy and security characteristics
(Chapter[5). We find that tracking techniques based on ultrasounds are susceptible
to various information leakage attacks and expose to risks other unrelated privacy-
sensitive applications that co-exist on the user’s devices. In particular, we show that
1) an eavesdropping adversary could use beacon spoofing techniques to acquire sen-
sitive information about a user, and 2) ultrasound cross-device tracking deployments
can be abused to perform stealthy deanonymization attacks (e.g., to unmask users
who browse the Internet through anonymity networks such as Tor). To curb those
risks, we introduce two immediately deployable defense mechanisms that enable
practitioners, researchers and everyday users to filter out ultrasonic emanations. Our
Chrome browser extension and our patch for Android’s permissions system allow
for the suppression of the frequencies falling within the ultrasonic spectrum, thus
preventing any unauthorized information transmission. Moreover, we discuss how
the standardization of the channel and flexible OS-level APIs can both simplify app

development and abuse.

Chapter [6] revisits the location side-channel and, given the fairly uncharted
nature of such leakages, works to broaden the state-of-the-art on modeling and
exploitation. Recent works have shown that near-field microprobes have the capacity

to isolate small regions of a chip surface and enable precise measurements with high
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spatial resolution. Being able to distinguish the activity of small regions has given
rise to location-based side-channel attacks, which exploit the spatial dependencies
of cryptographic algorithms in order to recover the secret key. Our work performs
the first successful location-based attack on the Static Random-Access Memory
(SRAM) of a modern ARM Cortex-M4 chip and investigates the effectiveness of
neural network classifiers in distinguishing accesses to SRAM regions of varying
size (in the context of single-shot attacks). Our results show that such machine
learning models are capable of achieving high classification accuracy and suggest
that the security of cryptographic implementations that may demonstrate location
dependencies (e.g., RSA/ECC with large memory footprint, AES with lookup tables)

needs to be carefully examined.

Finally, Chapter /| proposes Myst, a practical high-assurance design, that uses
commercial off-the-shelf (COTS) hardware, and provides strong leakage-tolerance
guarantees, even in the presence of multiple compromised components. The key
idea is to combine protective-redundancy with modern threshold cryptographic
techniques to achieve tolerance to (intentional and unintentional) errors that could
be exploited by an adversary to extract sensitive information from the system. To
evaluate our design, we build a Hardware Security Module that provides the highest
level of assurance possible with COTS components. Specifically, we employ more
than one hundred COTS secure cryptographic coprocessors, verified to FIPS140-2
Level 4 tamper-resistance standards, and use them to realize high-confidentiality
random number generation, key derivation, public key decryption and signing. Our
experiments show a reasonable computational overhead (less than 1% for both
Decryption and Signing) and an exponential increase in compromises as more ICs
are added. This design takes a step in a different direction from the bulk of works in
leakage-prevention, as it focuses on how critical systems could become resilient to
compromised components. Myst can be also combined with any countermeasures
that are available in the individual hardware components (e.g., masking), thus further

minimizing the likelihood of successful attacks.
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1.2 Publications & Works done in collaboration

In this section, we provide an overview of the research works comprising this report

and outline the author’s contributions.

Vasilios Mavroudis, Shuang Hao, Yanick Fratantonio, Federico Maggi, Christo-
pher Kruegel, and Giovanni Vigna. On the Privacy and Security of the Ultrasound
Ecosystem. Proceedings on Privacy Enhancing Technologies, 2017(2):95-112,
2017

To the best of our knowledge, this is the first study that was published on the ultra-
sonic communications ecosystem. It examines the different encoding techniques
used in ultrasonic communications along with existing and future use cases of the
technology. We introduce a number of novel attacks that abuse this newly established
channel to breach the users’ privacy and implement a series of countermeasures for
end-users. The author designed and implemented all the attacks and defenses pre-
sented in this paper, with the exception of the Android patch that was conceived and
implemented by Yanick Fratantonio. The original idea for the study was contributed
by Federico Maggi. The software was released under the Apache 2.0 open-source

license and is available at https://github.com/ubeacsec.

Vasilios Mavroudis and Jamie Hayes. Adaptive Traffic Fingerprinting: Large-

scale Inference under Realistic Assumptions. 2020

This paper examines the adversarial assumptions made by past works on traffic
fingerprinting and proposes additional parameters that should be considered when
evaluating a fingerprinting methodology. The author was the primary investigator of
this work and was responsible for compiling the three fingerprinting scenarios as well
as the design and implementation of the fingerprinting adversary. The experiments

were designed collaboratively with Jamie Hayes and implemented by the author.
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Christos Andrikos, Lejla Batina, Lukasz Chmielewski, Liran Lerman, Vasil-
10s Mavroudis, Kostas Papagiannopoulos, Guilherme Perin, Giorgos Rassias,
and Alberto Sonnino. Location, location, location: Revisiting modeling and
exploitation for location-based side channel leakages. In Advances in Cryp-
tology - ASIACRYPT 2019 - 25th International Conference on the Theory and
Application of Cryptology and Information Security, Kobe, Japan, December
8-12, 2019, Proceedings, Part 111, volume 11923 of Lecture Notes in Computer
Science, pages 285-314. Springer, 2019

This work revisits the location side-channel and examines novel exploitation tech-
niques that outperform the current state-of-the-art. This project was conceived and
led by Kostas Papagiannopoulos. The author handled the raw data (i.e., timeseries)
collected from the microprobes, and compiled them into 2D matrices to be processed
by the neural networks classifiers. Alberto Sonnino and the author, designed and
executed a series of inference experiments with pre-trained neural networks on the
ARM Cortex-M4’s SRAM. Moreover, the author designed, trained and evaluated the

custom neural network classifier based on convolutional layers.

Vasilios Mavroudis, Andrea Cerulli, Petr Svenda, Dan Cvrcek, Dusan Klinec,
and George Danezis. A Touch of Evil: High-Assurance Cryptographic Hardware
from Untrusted Components. In Proceedings of the 2017 ACM SIGSAC Confer-
ence on Computer and Communications Security, CCS 2017, Dallas, TX, USA,
pages 15831600, 2017

This work proposes a novel and practical high-assurance system architecture that re-
tains its security properties in the presence of several malicious or faulty components.
The author led the effort of designing and implementing the cryptographic protocols,
prepared the performance and scalability experiments and processed the results.
George Danezis had the original idea and direction of the project, and contributed

in the protocol design. Petr Svenda and Dusan Klinec worked on debugging and



1.3. Other works 20

optimizing the JavaCard implementations to further improve our experimental results.
Dan Cvrcek built our hardware prototype and provisioned the smartcards before
the experiments. Andrea Cerulli contributed the security proof for our threshold

signature scheme.

1.3 Other works

This section lists works that are not part of this thesis and were published by the au-
thor either individually or in collaboration with others. While not all the publications
listed here are related to the problem of information leakage, many of them investi-
gate relevant topics. Our research on market manipulation [24, 25, 26] is inspired
by past works on the effects of information leakages on the market efficiency [27]
and study how sophisticated traders exploit infrastructure inefficiencies to gain an
informational advantage. Moreover, [28]] proposed a privacy-preserving scheme that
aims to improve the state of the art on data privacy and non-interactive publicly

verifiable computations.

Vasilios Mavroudis, Karl Wiist, Aritra Dhar, Kari Kostiainen, and Srdjan Capkun.
Snappy: Fast On-chain Payments with Practical Collaterals. In 27th Annual Network
and Distributed System Security Symposium, NDSS 2020, San Diego, California,
USA. The Internet Society, 2020

Vasilios Mavroudis and Petr Svenda. JCMathLib:Wrapper Cryptographic Library
for Transparent and Certifiable JavaCard Applets. In Proceedings of the 1st In-
ternational Workshop on lightweight and Incremental Cybersecurity Certification,
CyberCert 2020, all-digital. IEEE, 2020

Vasilios Mavroudis and Hayden Melton. Libra: Fair Order-Matching for Electronic
Financial Exchanges. In Proceedings of the 1st ACM Conference on Advances
in Financial Technologies, AFT 2019, Zurich, Switzerland, pages 156—168. ACM,
2019

Vasilios Mavroudis. Bounded Temporal Fairness for FIFO Financial Markets. In

Proceedings of the 26th International Workshop on Security Protocols. Springer,
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2019

Vasilios Mavroudis. Market manipulation as a security problem: Attacks and
defenses. In Proceedings of the 12th European Workshop on Systems Security,
pages 1-6, 2019

Vasilios Mavroudis and Michael Veale. Eavesdropping whilst you’re shopping:
Balancing personalisation and privacy in connected retail spaces. In Living in the

Internet of Things: Cybersecurity of the loT, pages 1-10. IET, 2018

Alexander Hicks, Vasilios Mavroudis, Mustafa Al-Bassam, Sarah Meiklejohn, and
Steven J. Murdoch. VAMS: Verifiable Auditing of Access to Confidential Data.
CoRR, abs/1805.04772, 2018

1.4 Responsible Disclosure & Ethics

In some of our works, we identified vulnerable or compromised production systems.
In all such cases, we provided all the available information to the operators of the
affected systems and worked with them to ensure that the problems had been patched
before we publicly communicated our findings. We did not acquire or handle any
user information, and all our experiments used data from publicly available sources

that did not contain sensitive or personal information.



Chapter 2

Definitions & Preliminaries

Information leakage can be broadly defined as [|32]]:

“The exposure of sensitive information to an actor that is

not explicitly authorized to have access to that information.”

While the above definition is generic and agnostic to the individual characteristics
of the underlying system or protocol, leakages are better understood when studied
within the context of the system or protocol affected. In fact, most works adopt
definitions of leakage specific to the systems and protocols considered. For exam-
ple, [33] studies the exposure of sensitive user data and introduces a metric that
quantifies leakage by estimating it through the loss of privacy. In the same con-
text, [34] uses differential privacy which defines and bounds leakage with regard to
parameters € and 0. Studies on hardware side-channel attacks focus on protecting a
secret encryption key and thus define leakage as key bits recovered or the number
of possible key candidates [35]]. In the context of finance, information leakage is
often considered to be the early exposure of information that can be exploited by a
receiving trader, and not the release of the information in general [27].

We now provide the background on various technologies that are core to the

systems and protocols we evaluate in later chapters.

2.1 User Tracking

Every time a user visits a website or other online resource, their behaviour provides

highly specific information about their interests and needs. This information is
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collected and analysed by advertisers who can then tailor their content accordingly.

2.1.1 Profiling

Behavioral targeting is a common practice in the advertisement industry, where the
user’s past activity is used to build a personalized profile on the user’s interests.
This profile, along with demographic data (e.g., gender, location), is then utilized
by ad networks to better target their campaigns. A common way this information
is passed on to advertisers is through real-time bidding (RTB) auctions where ad
buyers compete for advertising inventory on a per-impression basis and decide
their bids depending on the specific characteristics of the users (e.g., jewelry ads
may have different prices depending on the user’s gender) [36]]. Since 2011, more
than 80% of the North-American advertisers have switched to RTB for buying ad
impressions [37]. Not surprisingly, this fine-grained data collection comes also with
various privacy implications, and even though the data are not directly provided to
the ad buyers, it has been shown that leakage of user profile information is hard to

prevent 36} 38, 39].

2.1.2 Ultrasound Tracking Frameworks

Ultrasound tracking frameworks (e.g., [40, 41, |42, |43, 44]) are software compo-
nents released by tracking service providers. These frameworks enable applications
(e.g., an Android app) to perform user/device tracking using ultrasonic beacons
(see Section [2.2)). They are usually provided as libraries and are incorporated in
the app owned by the client (e.g., supermarket loyalty apps). Such libraries expose
proprietary methods needed for uBeacon-related operations (e.g., discovery, trans-
mission demodulation, correctness verification) and almost always require access to

the device’s microphone.

2.2 Ultrasonic Beacons

Ultrasound beacons (i.e., uBeacons) are high-frequency audio tags that can be emitted
and captured by most commercial speakers and microphones but are not audible by
humans. These beacons encode a small sequence of characters and symbols, which

in most cases serves as an identifier for fetching content from an external server or
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Figure 2.1: Spectrum plot of a uBeacon encoding five symbols using the MFSK frequency
modulation scheme.

for pairing two devices together. Currently, there is no commonly accepted standard
or specification, and thus each company uses its own beacon encoding format and
communication protocol. As a result, there are multiple incompatible frameworks,
providing varying levels of security. From a technical perspective, an ultrasound
beacon has a duration of only few seconds but the exact encoding method varies
greatly depending on the requirements of the application (e.g., range of transmission,
volume of information to be sent) and the vendor.

One of the most commonly used modulation techniques is Multiple frequency-
shift keying (MFSK) that divides the spectrum between 18,000 Hz and
20,000 Hz in smaller chunks and assigns each one of them to a symbol (e.g., a char-
acter). Parameter M determines the size of the alphabet. For instance, for a chunk
size of M = 26 (75Hz), a tone in 18,000 Hz could correspond to character ‘A’, while
one at tone in 18,075 Hz to character ‘B’ (see also Figure [2.1). Another parameter is
the duration of each tone (i.e., symbol duration time), with many applications opting
for a period of one second per symbol. Besides these, vendors often also incorporate
some built-in error-prevention features. For example, many vendors use a set prefix

to signal the beginning of a new uBeacon and disallow subsequent occurrences of the
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same character. To decode an MFSK uBeacon, frameworks apply a fast Fourier trans-
form and Goertzel’s algorithm to each incoming signal. This process distinguishes
the individual frequencies and retrieves the original characters/symbols [47]. It is
computationally lightweight and can be performed on mobile devices with limited
computational resources. In advertisement applications, the extracted sequence is
then submitted to the company’s backend and the corresponding resource (e.g., ad)

is fetched over the Internet.

2.3 Internet Communications

A very large percentage of modern communications is conducted over the Internet
with tens of thousands petabytes being transferred on a monthly basis. As a result,
Internet communications have been the subject of an abundance of research works
and a prime target for malicious parties that seek to breach the security or the privacy
of the users. To prevent such attacks several protocols and systems have been

established over the years.

2.3.1 The Transport Layer Security Protocol

The Transport Layer Security (TLS) protocol is a cryptographic protocol that is com-
monly used to establish secure two-party communication channels on the Internet.
It is utilized in a wide range of applications such as web browsing, email, instant
messaging and voice over IP, and employs end-to-end encryption between the two
parties to protect the integrity and the confidentiality of the transmitted data. The
two participants first negotiate the ciphersuite’s parameters and then perform an
one-time handshake to generate the cryptographic keys that will be used to protect
the contents of their communication. Following a successful handshake, all the data
exchanged is encrypted. To prevent man-in-the-middle attacks a client accessing a
TLS-enabled server verifies the identity of the server through a public-key certificate
issued by a trusted certification authority. For a detailed analysis of the TLS protocol
please refer to [48] 49,150, |51]. As the TLS specifications have undergone various
changes over the years, we focus on the latest two versions of TLS: 1.2 [52] and

1.3 [50].
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2.3.2 Fingerprinting Attacks

As Internet protocols matured, it became increasingly harder for adversaries to launch
successful attacks against the underlying encryption schemes at a reasonable cost.
Instead, another class of attacks emerged. Fingerprinting attacks aim to exfiltrate
sensitive information from a given encrypted traffic stream by exploiting pattern in

the encrypted data.

The majority of past works in the area has focused on website fingerprinting that
targets users routing their traffic through anonymity networks (e.g., the Tor anonymity
network) [23, |16, 17, 19, |20]. Such works aim to uncover the website visited by
the user from a pool of possible websites that are of interest to the eavesdropping

adversary.

Webpage fingerprinting is orthogonal to that goal as it aims to identify the
specific page accessed by the user. Such attacks can be launched against both
anonymity networks and standard end-to-end encryption protocols such as TLS
(e.g., [53,/54]). So far, webpage fingerprinting has not received much attention in the
literature, despite the fact that the Tor user-base is only a fraction of the total number

of TLS users (see Section [3.1).

From a technical perspective, both adversaries exploit the leakages occuring
through the various data-transmission patterns (i.e., byte counts, sender and recipient)
to uniquely identify a loaded website or a webpage. However, webpage fingerprinting
presents additional challenges, as websites tend to reuse the same template/theme
in all their pages. Thus, webpages belonging to the same website exhibit only
partially unique transmission patterns (i.e., reduced leakage volume), with the only
differentiating factor being the content of each page. This limits the amount of
useful identifying information one can extract from the traffic stream. In contrast,
in website fingerprinting, the whole stream can be uniquely-identifying as websites

usually use different themes/template.



2.4. Dimensionality Reduction 27
2.4 Dimensionality Reduction

We now review a class of techniques commonly used to transform data from a
high-dimensional space into low-dimensional representations. Traditional clustering
algorithms such as k-means [55]], Gaussian mixture models [56], and DBSCAN [57]
operate on hand-crafted features designed to expose data structure and similarity.
However, as the data dimensionality grows, uncovering the structure and designing
reliable similarity metrics becomes a more difficult task. Transforming the data to a

lower-dimension representation that retains structure is therefore an appealing goal.

Guo et al. [58] argue that the scope of shallow techniques for structure-
preserving dimensionality reduction such as Principle Component Analysis (PCA)
is limited. To counter this problem, a more recent line of work [59} 58, 60, 61] has
focused on applying deep learning methods for dimensionality reduction upon which
clustering can be applied. Broadly, deep learning-based clustering algorithms fall
into two categories: (1) learning a lower-dimensional representation of the data and
then applying clustering, and (2) jointly accomplish feature learning and clustering
by defining an objective in a self-learning manner. One of the most widely used
techniques is Stacked AutoEncoders (SAE) [61} (62, 63} 64, 59] which fall into the
former category. For instance, Alom and Taha [65]] used a SAE to learn a lower-
dimensional data embedding and then use k-means clustering for intrusion detection.
The drawback of SAE is that they often require layer-wise pretraining which can

make their deployment expensive as a large number of training samples is required.

2.5 Neural Networks

Neural networks and stochastic gradient descent (SGD) are the core work horses
behind the “deep learning revolution” [66, 67]. Given access to data, X with a label
set Y, the goal of supervised machine learning is to learn the conditional distribution
p(Y|X). Neural networks define a parameterized function f,, : X — Y that when
trained with SGD attempts to approximate the conditional p(Y|X). A neural network
is a composition of one or more layers of artificial neurons (i.e., perceptrons) such

that given an input x, to layer i, the input to layer i + 1 is given by:
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where w; denotes the model weights that govern the strength of a connection between
two neurons, b; is a bias vector, and o is a non-linear activation function. Popular
choices of non-linear activation functions are ReLU(x) = max(0, x) and the sigmoid
function. The final layer can be interpreted as a probability vector by applying the
softmax function to outputs (sometimes referred to as logits). Given an input x,
logits f,,(x), where f,,(x); is the logit value of the k" class, and true label y, a loss
function outputs a scalar based on how strongly an input would be assigned the true
class label. The most common loss function to use in supervised neural network
training is the log-loss defined as —ylog(fi,(x)y).

Model weights are then updated based on %; averaging this loss
over batches of inputs, computing the derivative with respect to model weights, and
updating these weights in the opposite direction to this derivative is what is known as
SGD and has produced state-of-the-art results on classification problems in a large

number of fields [67, |68]].

2.5.1 Convolutional Networks

Convolutional Neural Networks (CNNs) are defined as a mathematical workflow
composed of a combination of convolutional, nonlinear, pooling (downsampling),

and fully connected layers:

1. Convolutional layers: During the forward phase, input data are convoluted with
some filters (features) to produce feature maps depicting where the features
are actually located. During the backward phase, filter weights are readjusted

(learned) so as to minimize a chosen loss function.

2. Pooling layers: The feature maps are downsized to reduce computational

complexity and increase model robustness.
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Figure 2.2: A basic convolutional neural network architecture, also featuring pooling, non-
linear and fully connected layers.

3. Nonlinear layers: Nonlinear functions are invoked to provide normalization.
Thus, scores generated by previous layers are converted to a probability distri-

bution over the classes or are set to zero if they are negative.

4. Fully connected layers: Usually the final layers of the entire stack; a classic
multi-layer perceptron that implements a voting scheme during the forward
phase, while during the backward phase the weights are readjusted (learned)

by minimizing a loss function.

Figure[2.2]depicts a sample CNN with the above basic layers. The key difference
between CNNs and typical deep forward networks is that in CNNs, dimensionality
reduction is an immediate result of the training process. Considering two or more
inputs of high dimensionality, CNNs are able to learn the voting weights of the
fully connected layers, as well as the features (filters) on the convolutional ones
through back propagation. Due to their high performance, CNNs are one of the most
well-studied neural network architectures and in many cases have been shown to

outperform prior works in various problem domains [[69]]. [[69]

2.5.2 Low-dimensional Embeddings

Neural network embeddings are learned representations of discrete variables
(e.g., words or sequences of words) as continuous vectors in a low-dimensional
space [70,71]]. Such representations significantly reduce the dimensionality of the
input data, while they retain most of its information content. Embedding techniques
are commonly used in recommendation systems as the reduction in the feature space
makes learning easier. Similar benefits have been also observed in the context of

classification, where the accuracy of a classifier and the volume of the training
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data needed, depend heavily on the dimensionality of the input space [72,[73]]. Be-
sides these, dimensionality reduction can also provide additional application-specific

advantages e.g., enhance the robustness of the classifier to perturbations [[74} 75].



Chapter 3

Related Works

This section discusses prior works on research areas relevant to our contributions.
As outlined in Chapter 2] the literature on information leakages is fragmented across
several research areas as its definition varies depending on the specificities of each
case. Additional research works, related to our findings, methodologies and the

security of the schemes used are also presented in later chapters.

3.1 Traffic Fingerprinting

The literature on Internet traffic fingerprinting is very elaborate and covers several
different manifestations depending on the context. Several works attempt to identify
the browser/app or infer characteristics of the setup (e.g., operating system) used by
the user [76, 77,78, 79]. Such techniques are usually used to either identify malware
initiating TLS connections or to keep track of various traffic and application trends
on the Internet. For example, one of the most recent works in the area, [80] uses 8
billion unlabeled TLS sessions from several countries to identify popular enterprise
TLS applications. This line of research does not aim to exploit any of the leakages
present. In fact, many of these works argue that their techniques do not pose a threat
to the end-users’ privacy.

To the best of our knowledge, Cheng et al. [81]] were the first to focus on
privacy leakages on SSL 3.0 and introduced webpage fingerprinting in 1998. Their
methodology was validated through a series of simulations on three small datasets,

assuming static content. Mistry et al. [21] is another early work in the area which
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manages to fingerprint a small scale website (<100 pages) by observing the transfer
sizes of SSL packets. Following up on these works, Sun et al. [82] proposed a Jaccard-
coefficient-based similarity metric between observed and collected encrypted traffic
traces. This technique achieved a low false positive rate, however, their results
were based on traffic from websites. Moreover, Danezis et al. [[53]] outlines a small-
scale experiment on a static dataset (the exact size of the dataset is not reported),
while Bissias et al. [22] and Cai et al. [23]] propose improvements on the existing
fingerprinting methodologies and verify their results on small (<100 webpages),
static datasets too. Miller et al. [54] is one of the most recent works in the area. They
use a dataset of webpages from various different websites and train and test their
model on subsets of the whole set (up to 500 webpages each). They achieve a 90%
accuracy on a top-15 adversary. They provide no experiments on larger websites
or setups that would show how their technique could handle distributional shift.
Finally, Dubin et al. [83]] studies traces from video streaming services and proposes
a technique that reaches 95% classification accuracy on a dataset of 100 Youtube

videos.

Various insights used in webpage fingerprinting papers were motivated by works
on website fingerprinting attacks against the Tor anonymity network [9]]. Such attacks
focus on inferring the website that the user has visited but not the specific webpage
loaded [16} /17, /18, 19, 20]. Previous works on Tor-based website fingerprinting
have employed standard machine learning techniques for classification such as k-
NN [16]], Support Vector Machines [17]], random forests [19], and more recently
neural networks [18}, 20]. Overall, the state of the art in website fingerprinting is
considerably more advanced compared to that of webpage fingerprinting with some
works being able to fingerprint up to 3,000 separate classes [20]. However, to our
knowledge, [84] is the only past work (both in website and webpage fingerprinting)
that considers the problems of distributional shift and operational-cost and proposes
a model that exhibits some adaptability. The main limitations of these works are: 1)
they use the machine learning model for both feature extraction and classification,

and 2) they test their techniques on sets of up to 100 classes. The former entails
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that some form of retraining is still needed every time a webpage/website changes
considerably, while the latter does not provide a reliable indication on the scalability

of the technique to larger sets.

3.2 Audio Channels

It has been known for several years that audible and inaudible audio can be used
for data transmission [[85]. In fact, there are open-source implementations of soft-
ware modems [86]] and TCP/IP networking stacks [87]] specifically tailored to the
characteristics of the audio medium. Security research has focused primarily on
the ultrasonic part of the audio spectrum (due to it being imperceptible by humans)
and various studies have shown its capacity to operate as a low-cost covert or side

channel [88, 89,90, 91,92, 93].

For example, [94] introduces an optimized modulation technique for ultrasonic
frequencies that provides reasonable bandwidth and allows for inter- and intra-device
communication. A noticeable side-effect of such channels are audible “clicks” that
occur due to the sudden frequency changes. However, the authors in [94] manage to
eliminate this effect too, making the channel completely imperceptible by humans.
Petracca et al. [95]] focus on modern mobile devices and conclude that a wide range of
attacks that use audio as a covert channel are possible due to the lack of fine-grained
access control. The authors demonstrate that a malicious app can use the phone’s
speaker to issue commands that would be picked up and blindly executed by other
benign applications on the same phone through the microphone. For example, the app
can trigger and control voice-activated apps (e.g., “OK Google, play some music” or
“browse on evil.com”). In a similar vein, they show that the microphone can be also
abused by malicious applications that eavesdrop sensitive information (e.g., while a
screen-reading, text-to-speech application is “reading” a user’s confidential email).
In chapter[5 we also find that vulnerabilities in multi-application environments can

adversely affect the security of other co-hosted applications.

Besides security research, audio channels have also found other uses in the

industry. One instance is Intrasonics [96]], a technology, which exploits the natural
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echo filtering of the human brain to encode data in inaudible echo sequences.

3.3 Hardware Side-channels

In 2002, D. Agrawal et al. demonstrated that electromagnetic (EM) emanations
can be used to retrieve information from cryptographic devices where the power
side-channel is unavailable [3]]. This work spawned a whole new branch of research
on side-channel attacks, while much later served as the basis for location-based
exploitation techniques. For example, the work of Sugawara et al. [97]] demonstrates
the presence of location-based leakage in an Application-specific integrated circuit
(ASIC). In particular, they show that the power consumption of the chip’s SRAM
conveys information about the memory address that is being accessed. They refer to
this effect as “geometric” leakage since it relates to the memory layout. Similarly,
Andrikos et al. [98] performed preliminary analyses using the EM-based location
leakage exhibited at the SRAM of an ARM Cortex-M4. The work of Heyszl et al. [99]
manages to recover a secret scalar by exploiting the spatial dependencies of the
double-and-add-always algorithm for elliptic curve cryptography. The experiments
were carried out on a decapsulated FPGA, using near-field microprobes that identify
the accessed register. Schlosser et al. [100] use the photonic side-channel in order
to recover the exact SRAM location that is accessed during the activation of an
AES Sbox lookup table. This location information can assist in key recovery, thus
even cases of photonic emission analysis can be classified as location-based leakage.
Moreover, countermeasures such as RSM [101] rely on rotating lookup tables to
mask the data. Location-based leakage can identify which lookup table is currently

under use and potentially weaken masking.

We distinguish between “location leakage” and “localized leakage”. The former
arises when knowledge of a component’s (e.g., register, memory region) placement
assists the recovery of the key. The latter occurs when the adversary is able to
focus on analyzing the leakage of only a specific (usually small) region of the
chip. For example, recovering the memory address accessed during an Sbox lookup

implies a location leakage. Being able to measure the leakage right on top of a
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processor’s register file implies that the adversary is capturing localized leakage.
Note that capturing localized leakage can be useful for data-based attacks as well as
for location-based attacks. The works of Unterstein et al. [[102], Immler et al. [[103]]
and Specht et al. [[104} 105} 106] acquire localized leakage via a microprobe in order
to improve the signal-to-noise ratio of their data-dependent leakage. The work of
Heyszl et al. [99] uses the same technique in order to improve the signal-to-noise

ratio of their location-dependent leakage.

For clarity, we also distinguish between “location leakage” and “address leak-
age” [107]. Address leakage refers to leakages that occur through addressing mech-
anisms (e.g. the leakage of the control logic of a storage unit). Such leakages can
be observed even far from the storage unit itself (e.g., at memory buses or at the
CPU). In contrast, location leakages encapsulate both address-related and spatial
effects. In location leakages, the leakage is caused by the address leakage as well as
the leakage of the unit itself, which is often observed near it. We refer to the latter as
“spatial leakage”. For example, accessing a table in memory requires indexing and
memory addressing in the CPU (address leakage). In addition, accessing causes the
memory itself to be activated (spatial leakage). In most cases, the adversary is able
to observe both types of leakage but it is often hard to distinguish the exact origin of

the emanations measured.

3.4 Malicious circuitry

Malicious circuitry has been the subject of a large number of works with numerous
new attacks and exploitation techniques being proposed in the last decade. For
instance, the authors in [[108] design two hardware trojans and implement a proof-
of-concept attack against the PRINCE cipher [[109]. The novelty of their attacks
is that they use dopant polarity changes (first introduced in [110]), to create a
hard-to-detect fault-injection attack backdoor. [[111] also introduces a hardware
trojan attacking RSA applications. In this attack, the adversary is able to use power
supply fluctuations to trigger the trojan, which then leaks bits of the key through

a signature. Another hard to detect class of trojans (inserted by fabrication-time
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attackers) was introduced by Yang et al. in [[112]. Such trojans leverage analog
circuits and require only a single logic gate to launch their attack (e.g., switch the
CPU’s mode). Apart from these, evasive and stealthy triggering techniques have
been proposed in [113,|114}115,|116L 117].

Faulty components have been also reported in commercial and military hard-
ware [118} 119, 120} 121} 122} 123} 124} 125} 126} 127, 128} [129]]. In all these
cases, the errors were eventually attributed to honest design or fabrication mistakes
but the systems were left vulnerable to leakages regardless. One instance of weak
cryptographic hardware exploitation is introduced in [[130]]. In that work, Bernstein
et al. study the random number generators used in smart cards and discover various
malfunctioning pieces. For example, this attack allowed them to break 184 public
keys used in “Citizen Digital Certificates” by Taiwanese citizens. Similarly, [[131]
uncovered several smart card chips with leaky cryptographic algorithm implementa-

tions.

To address the aforementioned threats, different approaches have been proposed.
The most common ones attempt to either detect malicious circuitry or prevent its
insertion. Detection techniques aim to determine whether any hardware trojans
exist in a given circuit and involve a wide range of methods such as side-channel
analysis [[132,/133],/134,|135]], logic testing [[136], and trust verification [[137,/138,|139,
140]]. On the other hand, prevention techniques aim to either impede the introduction
of trojans or make such circuitry easier to detect. Common prevention methods
involve split manufacturing [[141,|142,143] which tries to minimize the circuit/design

exposure to the adversary, logic obfuscation [[144] and runtime monitoring [145,/146].

Other works consider verifiable computation architectures (such as [[147]]) to
provide guarantees for the correctness of the computation on untrusted platforms.
However, they come with a significant overhead and do not address the secure
handling of secrets or the protection from side-channel attacks. The use of multi-
party computation protocols to distribute trust between untrusted manufacturers
during the fabrication process has been theoretically discussed in [148, 149]]. Finally,

a smaller body of work attempts to tackle the even harder problem of inferring
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additional information about the malicious circuitry (e.g., its triggers, payload, exact

location) [[132}(133]].

3.5 Fault-Tolerant Systems

Component redundancy and diversification are both key concepts of N-variant sys-
tems that aim to achieve high tolerance [[150] against non-intentional faults. Such
a system is the Triple-Triple Redundant 777 Primary Flight Computer [[151} 152]
that replicates all its computations in three processors and then performs a majority
voting to determine the final result. The applications of N-variance in adversarial
scenarios have been studied in only a few works that focused mainly on software
attacks. In particular, [[153]] introduces a method for memory safety by generating
randomized system copies which result in disjoint exploitation sets. This method
can effectively thwart buffer overflow attacks. Similarly, [[154] proposes a N-variant
design that also aims to generate disjoint exploitation sets. Unfortunately, these meth-
ods can only protect against (potentially exploitable) unintentional errors and are not
effective against fabrication-time attacks. Heterogeneous architectures with commer-
cial off-the-shelf components have been also proposed in [[155} [156]. However, the
proposed designs provide protection against integrity attacks but not leakages as the

computations are simply replicated between the different components of the system.

Another relevant line of work studies fault-tolerance in decentralized systems
and the ability of the participating nodes to reach an agreement under specific
latency and responsiveness assumptions. Notable problems in the area are state
machine replication (SMR) [157, (158,159} 160] and reaching consensus [161, 162]
in the presence of byzantine (BFT) [163] or fail-safe failures. Interestingly, solving
consensus and SMR is not equally expensive (computationally) in all cases [[164].
Those problems are considered under three types of timing models (synchronous,
partially synchronous [1635]] and asynchronous [166]) depending on the latency of
delivering messages between the participating nodes. The asynchronous model is
typically more challenging, in particular due to results such as the FLP theorem [|167,

168]] showing that it is not possible to guarantee the termination of a deterministic
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protocol if at least one process may have a crash failure. In contrast, the same

problem has solutions under the synchronous assumption [[163]].



Chapter 4

Internet Communications

This chapter studies leakages in the Transport Layer Security (TLS) protocol [52,50],
one of the most widespread protocols used by billions of people to protect the
confidentiality and integrity of Internet communications. While TLS has been
deployed in various applications (e.g., email, voice-over-IP, instant messaging), we
focus on its primary use as part of the Hypertext Transfer Protocol Secure (HTTPS).
In particular, we investigate whether encrypted traffic from TLS 1.2 and 1.3 leaks
sufficient information for an adversary to attack the privacy of web users at a large-

scale.

4.1 Introduction

The Internet has grown to host 1.2 billion websites and serves 161.3 Exabytes of
traffic per month [169, 170, 171]. As a result, the security and privacy properties
of communications over the Internet have been studied extensively, and various
protocols and standards have been established. An abundance of works focused on
the cryptanalysis of these protocols, improving their security significantly over time.
In this chapter, we go beyond cipher cryptanalysis and study traffic fingerprinting, a
class of attacks that exploit leakages in the traffic encryption protocols and extract
sensitive information about the users or the contents of their communication. Unlike
cryptanalytic attacks, traffic fingerprinting does not assume any flaws of the encryp-
tion scheme but instead uses patterns and meta-data leaked by the traffic stream

itself.
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Figure 4.1: Illustration of a webpage fingerprinting scenario where the user loads a website
through a TLS tunnel while an adversary eavesdrops on the encrypted traffic for
surveillance or censorship purposes. Such a passive adversary can be someone
sniffing traffic on a local wireless connection, an Internet router or the victim’s
Internet service provider.

Traffic fingerprinting is one of the most well-studied types of attacks against
anonymity networks [23} 164 17, 19} 20} 18} 84} 172, [173]], where eavesdropping
adversaries attempt to distinguish the websites visited by users. These adversaries
extract features from the encrypted data exchanged between a targeted user and
the entry node of the anonymity network without any assumptions of flaws on the
network’s encryption. For example, neural networks have been shown to be able
to fingerprint websites based only on the sequence of packet lengths transmitted by

each party and their respective direction [ 18, 84, 172].

Despite the fact that the TLS protocol is used by several billions of users, the
literature on webpage fingerprinting is sparse and aged compared to that on website
fingerprinting. This chapter extends the considerably smaller body of work on
fingerprinting attacks against TLS [81,[53} 22} 23|52, 54]]. Fingerprinting adversaries
against TLS have a different goal as they aim to uncover the specific webpage loaded
by the user and not just its parent website. The latter would be trivial as TLS versions
1.2 and 1.3 reveal the IP address of the website visited by the user. However, TLS
conceals the requested webpage by encrypting all transmitted data as well as the
webpage path.

Nonetheless, both lines of research (webpage and website fingerprinting) share
a mostly common methodology when evaluating techniques. In particular, they
adopt scenarios that study the performance of the proposed fingerprinting model

under the worse-case scenario for the user (optimal for the adversary conditions).
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This is a common practice in the security literature as the accuracy of the model
serves as a privacy upper-bound that the user can reliably assume under all possible
circumstances. However, optimal fingerprinting scenarios are not always reliable
indicators of a model’s practicality. For example, a fingerprinting model that has a
very high classification accuracy under some very specific optimal conditions is not

guaranteed to remain as performant in other more realistic settings.

This leaves a gap in the literature on fingerprinting attacks and raises doubts
about the degree of threat they pose [54, [76]. For example, despite the fact that
webpage fingerprinting attacks are a known problem, generic claims about “privacy”
on TLS appear in several specifications and industry documents [174, 175, 176,
177,178, 179,52]. Moreover, the TLS 1.2 Request for Comments (RFC) explicitly

includes “privacy” in the primary goals of the protocol [52] but does not provide a

definition for it:

“The primary goal of the TLS protocol is to provide privacy and

data integrity between two communicating applications.”

Similarly, privacy is also mentioned in a variety of articles and technical re-
ports [[174|175,(176, 177,178, 179]]. While TLS provides some “privacy” compared
to plaintext communications, it cannot be assumed to reliably protect the user’s
browsing habits from sophisticated eavesdropping adversaries. On the other hand,
the constrained scenarios considered in the literature ([53| (22} 23] 52}, |54]) do not
provide strong evidence that those attacks are practical and scale to larger websites,

while they could potentially provide a false sense of privacy to Internet users.

In this chapter, we revisit those assumptions and argue that fingerprinting models
should be also evaluated under non-ideal conditions. We compile a list of important
factors that can directly affect the performance of a model and, consequently, its
practicality. This list is not exhaustive but it includes some of the main difficulties
faced by passive adversaries in modern deployments (e.g., large number of webpages,
fast-changing contents). We then outline the basic properties that a fingerprinting

adversary should have in order to be practical and argue that most of the existing
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fingerprinting techniques fail to meet one or more of them. This is because those
models were designed to operate optimally under static, non-changing conditions
(e.g., constant webpage/website contents) and provide no adaptation mechanisms.
Thus, an adversary has to constantly retrain the model in order to keep up with any

form of distributional shift.

To evaluate if a realistic and performant adversary is possible, we use adaptive
fingerprinting and study it under various adverse scenarios. This technique allows
for rapid and inexpensive adaptation to distributional shift without the need for
retraining. Our results show that it performs very well on static settings and that it
retains similar levels of accuracy in scenarios where the fingerprinting targets evolve
over time. Moreover, we find that neither TLS 1.2 and TLS 1.3 can reliably provide
privacy in the presence of webpage fingerprinting adversaries, even in the case of
websites with thousands of pages. Thus, users can rely on the TLS protocol to protect
their credit card numbers and other private information (e.g., medical results) but
not their browsing habits (e.g., eBay product pages, frequently visited subreddit

webpages, online encyclopedias).

Besides attacks, fingerprinting techniques have also found applications in mal-
ware detection in network settings [180, (76, 77,181, 182]. Network administrators
employ fingerprinting techniques to identify malware, based on the TLS channels
it establishes with its remote command & control servers (e.g., botnets using Twit-
ter profiles to receive commands from their controllers [[183,|184, 185, |186, 78]).
In the rest of this chapter, we focus on surveillance scenarios due to the ramifica-
tions of such leakages to the privacy of individuals. However, we believe that our
results could inform advancements in malware detection too. Overall, this chap-
ter revisits the adversarial setting adopted in the fingerprinting attacks literature,
discusses various new practicality factors and argues for scenarios that consider
non-optimal fingerprinting conditions. While fingerprinting in such settings is more
difficult, it allows for more reliable conclusions with regards to the practicality and

the performance of the proposed models.

Adaptive fingerprinting can reliably classify thousands of webpages, has low
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overhead and is robust to various forms of distributional shift (e.g., content, website,
and TLS protocol version changes). Based on it, we show how an adversary can train
their model only once and through a rapid and inexpensive adaptation procedure
fingerprint webpages/classes that were not included in the original training set. Our
findings indicate that the TLS protocol cannot provide privacy with regard to the
users’ browsing habits even in the case of large websites. Moreover, we demonstrate
that fingerprinting attacks can be effective on websites with thousands of webpages,

regardless of the website’s details and the protocol version used (TLS 1.2 or 1.3).

4.2 Adversarial Setup

In this section, we introduce the threat model, the attack scenarios and the practicality

constraints that we will consider in the rest of this chapter.

4.2.1 Threat Model

We assume a polynomially-bound passive adversary that can capture (but not tamper
with) the packets exchanged between the client and the server. Such adversaries
are used in the majority of the works on traffic fingerprinting [16, 17,18} (172,84,
23,119,120, 173]]. The client communicates with a server over an encrypted channel
established through TLS while the adversary intercepts some or all of the packets
exchanged. For instance, the adversary may reside on the same home network, an in-
termediate Internet traffic router or the victim’s Internet service provider (Figure 4.1
The goal of the adversary is to infer the specific webpage visited by the user (e.g.,
Wikipedia lemma, eBay product page). As neither TLS 1.2 nor 1.3 conceal the IP
address of the webserver, we assume that the adversary is aware of the website that
the user is Visitinﬂ The above threat model is in line with the adversarial setup

outlined in the specifications of the TLS protocol versions 1.2 and 1.3 [52} 50]:

'Even though an IP address may correspond to many websites (i.e., multihosting), this is nei-
ther guaranteed (e.g., large websites have dedicated servers) nor provides a provably large/secure
anonymity set.
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4.2.2 Realistic Fingerprinting Scenarios

We now focus on fingerprinting scenarios that provide a realistic representation
of the conditions under which an adversary has to operate. While this may make
it harder to design and implement effective attacks, it enables us to draw reliable
conclusions about the capabilities of the adversary in real settings. In particular,
we focus on three aspects of such scenarios: 1) Number of classes (e.g., webpages,
websites), 2) Distributional shift (e.g., content updates), and 3) Shared resources

(e.g., common HTML theme, shared images).

Number of classes

Past works on webpage fingerprinting considered scenarios where the user is as-
sumed to visit a fixed set of known webpages while the adversary aims to infer
which webpage was loaded [23, 81, |53} 22]. Unfortunately, their experiments were
conducted on datasets of up to 500 webpages. Such datasets have been criticized
as being unrealistically small [18] and led to doubts about the practicality of the
proposed attacks, especially as many modern websites comprise of several hundred
or even thousands of unique webpages. In comparison, recent works on website
fingerprinting evaluated their proposed techniques to significantly larger sets (a few
thousand websites) and showed that adversaries achieve a high performance under
ideal conditions [18,[20]. Overall, we argue that fingerprinting techniques should be

evaluated in at least one scenario with a moderate or large number of classes.

Distributional Shift

Another common assumption in past works on fingerprinting is static web-
page/website contents. While assuming content invariability may look reasonable
at first glance, it results in significant performance degradation in practice as pages
change [172]. A model that is trained to classify a set of pages (e.g., Wikipedia
articles, subreddits, eBay listings) will have to retain its accuracy as their contents
get updated. This can be achieved either by retraining the classification model

on the latest version of the webpages/websites or through other means. From an
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adversarial perspective, the cost of keeping up with the ever-changing contents is
directly connected to the practicality of the technique. For example, a model that
needs to be retrained each time one or more webpages get updated is likely to incur
large operational costs thus making the technique impractical, even if it achieves
high accuracy. Overall, the degree of tolerance to distributional shift and the cost
of adapting to changes are also important factors that must be considered when

evaluating a fingerprinting technique.

Shared Resources

While the previous two factors concerned both webpage and website fingerprinting,
webpage fingerprinting scenarios should also account for an additional parameter.
It is common for the pages of a website to share a HTML theme (e.g., the same
stylesheet, Javascript imports, background image files). This reduces the volume
of unique information transferred in each page load, thus making it harder for the

adversary to uniquely identify each webpage.

4.2.3 Practicality Considerations

We now introduce a list of requirements for a fingerprinting technique to be consid-

ered practical and realistic.

Accuracy & Scalability. An effective fingerprinting technique needs to provide high
inference accuracy for at least medium-sized and preferably large-sized websites
(with regards to their number of webpages). For example, a technique that achieves
80% accuracy on a set of 100 websites is not necessarily equally accurate when used
on larger sets.

Adaptability. As discussed in Section4.2.2] websites periodically add and remove
webpages, as well as update their contents. Practical fingerprinting techniques must
be resilient to such distributional shift and retain their accuracy [172]]. Moreover,
while adversaries may be able to cope with small page updates, it is not uncommon

for webpages to have most of their content gradually replaced (through small but
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frequent updates). This gradual process leads to a large distributional shift where
the current version of a page has a very small overlap with the version the model
was initially trained on. The practicality and the performance of a fingerprinting
technique depend on its ability to adapt to such changes (e.g., frequent retraining,

low generalization error) and the operational cost this entails.

Provisioning & Operational Costs. Making inferences from traffic traces should
come at a reasonable operational cost (i.e., in time and computational resources),
while provisioning the fingerprinting model may have a larger one-off cost. Mini-

mizing these costs results in more practical and easily-applicable models

Protocol-agnostic. While past works have focused on a specific protocol version, it
is advantageous for a practical adversary to be able to fingerprint webpages/websites
regardless of the underlying protocol version used by the user. For example, a
fingerprinting deployment that is tailored to only one protocol version of the TLS
protocol could potentially be temporarily circumvented by switching to a different
version (e.g., from TLS 1.2 to 1.3) or even to a different ciphersuite than the current
one. This is not a strict requirement (protocol-specific attacks can be also very
effective) but we consider this a desirable (albeit not necessary) feature for highly-

transferable models.

4.3 Adaptive Fingerprinting

Our proposed methodology allows adversaries to fingerprint webpages from non-
static, changing websites. The core components of our system (Figure are the
embedding neural network and the classification algorithm that attributes samples to
classes (i.e., traffic traces to webpages). Its operation comprises of three processes:
provisioning, fingerprinting, and adaptation.

The computationally demanding provisioning process takes place only once,
while the lightweight fingerprinting and the adaptation processes are executed it-
eratively throughout the lifecycle of the deployment. This is primarily possible
due to the generic nature of the embeddings generated as part of the mapping step

(Section |4.3.2)). The following sections provide the details of these operations.
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Figure 4.2: The eavesdropping adversary maintains a dataset of labeled traces from the
webpages they monitor. These traces are processed by the embedding neural
network and form the set of reference points. The reference points are then used
to classify the user’s traffic based on a proximity-based algorithm (e.g., k-nearest
neighbours). Optionally, the adversary can keep populating the dataset with
new reference points to stay up-to-date with the latest version of the webpages,
without the need to retrain the embedding model.

4.3.1 Provisioning

Before the system is usable, the embedding neural network that reduces the di-
mensionality of the input traffic traces needs to be trained. Our training process is

illustrated in Figure[4.4] and involves four steps.

Data Collection & Preprocessing.

Initially, the adversary compiles a list of webpages (preferably from the website(s) to
be fingerprinted) and then proceeds to repeatedly load each webpage several times.
For each visit, the network traffic between the client and the server is stored in a
packet capture file (pcap file) and placed in a library of raw traces.

Following the collection of the raw traffic traces, the adversary processes them
into sequences of integers (Figure [4.3)). Each sequence corresponds to one of the IP
addresses that transmitted data during the pageload and contains the byte-counts sent
by that IP address over time.

In particular, each time an IP addresses sends out traffic, the new byte-count
is appended to the corresponding sequence while the rest of the sequences are
appended with a zero-count element. This is done to preserve the relative order of
the transmissions. If an IP address sends more than one consecutive packets (i.e., no
traffic from other IP addresses is interleaved), the byte-counts of those packets are

aggregated and only their sum is appended.



4.3. Adaptive Fingerprinting 48

Sequences
IPlﬂso‘ 0 ‘ 0 ‘ ‘807‘
[Pafofssfo] ~ [o]
wo [0 T o]

Figure 4.3: Illustration of how a network traffic of a pageload (labelled “A”) is converted
into IP sequences. Large websites often load various parts of their pages (e.g.,
JavaScript files, images) from different servers (e.g., for load balancing). Thus,
each time the webpage is loaded, the client establishes TLS sessions with and
fetches content from several different servers. Each sequence corresponds to the
bytes sent by one of these servers while the first sequence always corresponds
to the user.

Unlike our approach, prior works on website fingerprinting represent the data
exchange as a single sequence where incoming packets are denoted by their byte-
count and a negative sign, while outgoing by the byte-count with a positive sign [17,
19, 20]. This is equivalent to using only two IP sequences, one for incoming and one
for outgoing traffic. The reduction in the number of sequences is because anonymity
networks (e.g., Tor) conceal the IP addresses involved in a pageload as all the traffic
is routed through an entry node of the network. In contract, TLS does not protect
the IP addresses of the servers involved in a page load (e.g., user’s client, main

Wikipedia server, servers for auxiliary JavaScript files and images).

Following this step, the sequences can be optionally guantized to eliminate
noisy artifacts (e.g., small differences in the byte counts). At the end of this process,
the adversary has a dataset of labeled traces (each trace is a set of IP sequences
corresponding to a single page load) that can be used to train the neural network

(leftmost block in Figure @.4).

Pair Generation

Given the dataset of labeled traces, the adversary generates positive and negative
pairs. Positive pairs comprise of two traces corresponding to the same webpage,
while negative pairs to different ones. The most straightforward strategy to generate

pairs is at random, while more advanced techniques have been also proposed in the
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Figure 4.4: To train the embedding model, we use a dataset of labeled traffic traces that
originate from the same website (e.g., Wikipedia). Using that set, we generate
pairs of traces from the same class and from different ones (i.e., positive and
negative pairs). These pairs are then used to iteratively train the model until
sufficient accuracy has been achieved.

relevant ML literature (e.g., Hard-Negatives, Semi-Hard-Negatives [187,|188, |189]).
The pairs are labeled based on the similarity of the samples (1 for similar, O for

different) and are then used to train the embedding model.

Training

In this step, we train the machine learning model to produce embeddings that are in
close proximity when the input traces originate from the same webpage, and far-apart
otherwise. Intuitively, the role of the embedding network is to extract robust features
that are less sensitive to artifacts (e.g., packet re-transmissions, non-deterministic
resource loading order) and map the samples in the embedding space (Figure d.2).
As outlined in Section[2.5.2] classification algorithms (e.g., k-nearest neighbours)
that rely on the distance between the samples (e.g., euclidean, cosine) perform
significantly better in low-dimensional spaces compared to when they operate on
the original high-dimensional feature space. The specific architecture of the neural
network and its training details depend on the needs of the adversary and the use

case.

Following the methodology outlined in [190, 191]], for every training pair, we
embed the two input sequences and compute the similarity of the two embeddings.
For positive pairs, the similarity must be approximately equal to 1, while for negative
pairs approximately equal to 0. To estimate the correctness of our model and update

the network parameters accordingly, we compute the contrastive loss [191] given by
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the formula:

Z(d,y) :yd2+(1 —y)max(margin—d,O)2 4.1

where d is the (euclidean) distance between the two embeddings e; and e;
(d = ||e1 — e2]]2), y is the known similarity label of the pair and the margin is a user
defined parameter used to improve the separation between the different classes in the
embedding space (i.e., dissimilar pairs should have a distance at least equal to the
margin). The training process is completed once sufficient performance has been
achieved and produces a model that can determine if two traffic sequences originate

from the same website based only on the leakages of the cryptographic protocol used.

Initialization

Following the training of the embedding model, the system is populated with data
that serve as reference points when classifying unlabeled traffic traces captured
by the adversary. The adversary compiles a list of the webpages they intend to
fingerprint, crawls them and and embeds the traffic sequences to generate a reference
set of labeled embeddings (steps 1 and 2 in Figure 4.2)). The reference set is then

stored and used every time an unlabeled traffic trace is classified.

4.3.2 Fingerprinting

Given an initialized deployment with a populated reference set, the adversary can

then proceed to fingerprint unlabeled samples captured from the user’s traffic.

Capturing and Mapping

Depending on the setup, the adversary may capture the user’s traffic at an Internet
service provider (ISP) level or may reside in the same network and thus capture the
traffic locally. Upon converting the packet capture into sequences, the adversary
uses the embedding model to map the unlabeled sequence into the embedding space
(step 3 in Figure #.2). As outlined in Section 2.5.2] the embeddings generated

for each sequence are continuous vectors that represent the packet exchange in
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a low-dimensional space. It should be noted that, while this step determines the
spatial proximity of the embeddings (based on their characteristics), the process is
completely label-agnostic. This provides greater flexibility to the whole system as
the embedding model does not need to be retrained if the labels change. In contrast,
the majority of past works perform both the feature-extraction and the classification
through the same model (e.g., convolutional neural networks [18]), thus fitting it
specifically to the labels seen during the training. This is an important difference
with past works as it minimizes the memorization of the specific characteristics of
the webpages in the training set. In Section [4.5] we examine how accurately the
embedding model can map sequences from webpages never seen during training.
Classifying

The adversary then classifies the embedding that corresponds to the user’s traffic
trace (step 4 in Figure .2). Intuitively, each captured sample is classified based
on the labeled traces (reference points) that are in its proximity in the embedding
space. The distance metric and the classification algorithm can be freely chosen by
the adversary. In most cases, the algorithm outputs a list of the most probable labels
for the examined sample and the frequency each one of them occurred (i.e., number

of samples in proximity with that label).

4.3.3 Adaptation

Besides the initialization and the fingerprinting processes, our methodology involves
an optional adaptation process. It provides a computationally lightweight process that
brings the deployment up to date with changing webpages and prevents performance
degradation [172].

Initially, the adversary crawls and identifies the webpages/websites that have
been updated. The adversary can sequentially visit the webpages or in cases of
larger websites, use techniques for monitoring and detecting changes in millions of
webpages that were originally developed for web-archiving purposes [[192, 193]

Given one such page, the adversary loads it, collects a traffic trace and finger-

prints it as outlined in the previous section. If the accuracy of the classifier is not
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adequate, the adversary crawls the page several times and updates the labeled traces
in the reference samples dataset. The decision to update the reference samples of a
particular class (in case the contents of the page have changed) can be taken based
on a user-defined accuracy threshold (e.g., maximum discrepancy from the accuracy
of the freshly-initialized deployment).

The main advantage of this process is that it does not require any retraining of
the model or of any other component of the system (unlike the majority of past works
on fingerprinting [16} |17, 19} 20, |18}, 53| |54, 23]]). Retraining a machine learning
model is a costly operation and would impede the scalability of the attack if it was to
be executed every time one of the thousands of pages/websites is updated. Instead,
adaptive fingerprinting enables the adversary to remain up to date with fast-changing

pages through a short sequence of inexpensive and low-complexity operations.

4.4 Datasets

To better understand the performance of fingerprinting adversaries under non-ideal
conditions, we evaluate our proposed fingerprinting technique on two datasets with
TLS traffic traces: one with traces from Wikipedia and the other with traces from
Github. We focus on TLS as webpage fingerprinting attacks can affect many more
users and have received little attention in the relevant literature. Moreover, webpage
fingerprinting presents some additional practicality challenges (compared to website
fingerprinting) that have not been studied thoroughly in the literature (e.g., the effect
of shared HTML templates across all the pages of a website).

To the best of our knowledge, there are other no publicly-available datasets of
that size with TLS traces, partially due to the little attention webpage fingerprinting
has received. As outlined in Section[4.1] our goal is to enable further research into
(adaptive) adversaries, scalability and webpage fingerprinting. For this purpose, we
will publicly release both our datasets as well as our trained models. However, in
order to limit potential abuse of our published data and models, we sought to crawl

websites that:

+ Do not have inherently sensitive contents (e.g., medical websites).
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« Explicitly allow crawling (e.g., “crawl-delay” directive is present in the

robots.txt).

+ Have a large number of pages with varying types of content under a common

HTML theme.

We identified Wikipedia and Github as services that fulfill the above require-

ments: Both websites have a large number of webpages that use the same theme
but the text and media contents varying significantly between the webpages. They
also explicitly permit crawling and their contents are generally not privacy-sensitive
(we removed entries on potentially sensitive topics). Targets such as Amazon, eBay
and Reddit do not permit crawling and public fingerprinting models trained on these
websites have a high abuse potential.
Technical Details. Each dataset contains (encrypted) traffic traces as they would be
captured by the eavesdropping adversary introduced in Section[4.2.1] We employed
100 Amazon EC2 instances distributed over five geographical regions (20 instances
in each region). We opted for the “t3.small” instance type, which features 2 GBs of
RAM and up to 5 Gbps network bandwidth.

The instances crawled a list of URLs, captured the generated traffic, stored it as
a pcap file and processed it into sequences of bytes (Figure 4.3). To automate the
crawling process, we used Python 3.7 with the Selenium automation framewor
To determine the browser to be used with selenium, we ran a small-scale experiment
that did not indicate significant differences in the captured traces between Chrome
and Firefox. However, instances using Firefox exhibited decreased stability. For
this reason and due to the substantial difference in their market shares, we opted to
use Google Chrome. The instances loaded the webpages strictly sequentially using
incognito mode. In addition to this, we made sure that there were no prefetched
resources, history or caches. No page loads took place in non-incognito browsing
mode to prevent artifacts in our traces from cached favicons [194].

Each instance ran only one crawling process that visited each URL on the

list sequentially in a random order. Before each visit, the crawler launched a Tcp-

Zhttps://selenium-python.readthedocs.io/
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dump [195] process and then proceeded to load the page with Google Chrome.
Upon waiting 10 seconds for the contents to fully load, the Tcpdump process was

terminated and the captured traces were stored on a pcap file.

The Wikipedia dataset. Our Wikipedia dataset (i.e., Wiki/9000) consists of encrypted
traffic traces from 19,000 distinct Wikipedia articles. We randomly chose 20,000
Wikipedia webpages and removed stub articles, articles on sensitive topics and
indexing pages. The remaining ~19,000 webpages where placed in a list to be used
by the crawlers. To diversify our traces, each crawler shuffled the list and visited
each article only once in a random order. The crawling process lasted approximately
three days and costed approximately $300, thus making it relatively inexpensive to

replicate our data collection and further extend the dataset.

Wikipedia uses TLS 1.2 and the page contents are usually loaded from two
servers (one for text content and another one for media resources). We examined
the contents of the Wikipedia articles crawled over the period these three days and
found only minor changes on some articles. In total, the resulting dataset contains
1,900,000 traffic traces (100 traces for each URL). Capturing 100 samples per class

is on the lower end and is consistent with in some recent works [84].

The Github dataset. For our second dataset (i.e., Github500), we chose Github as
it was one of the few websites that had deployed TLS 1.3 at the time of the data
collection and permits crawling of its pages. Moreover, it features a moderate number

of webpages (i.e., projects) all sharing a common HTML theme.

Github allows projects to display a README page with information on the
project as well as with installation and usage instructions. The overlaying Github
template is common for all the projects but the contents of each page are managed
by the project’s contributors. Such pages include text, images and sometimes videos.
Images and videos are stored either internally on Github or on external servers. Our
dataset was generated by visiting the top 500 Github project pageﬂ 1,000 times
each. Each crawler instance shuffled the list of URLs and then visited each Github

page 10 times over the span of several hours. We chose to use the top-500 projects,

3https://gitstar-ranking.com/repositories
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as actively maintained projects with substantial contributions almost always have a
detailed README page with information. In contrast, a random selection of pages
(similar to that of Wiki19000) gave us mostly README pages with either no or
minimal content (e.g., a single command line to compile the project).

Github uses TLS 1.3 and exhibits increased variability across various dimen-
sions. It employs a significantly distributed infrastructure and advanced load bal-
ancing techniques causing various discrepancies between subsequent pageloads of
the same page. Moreover, the number of servers involved is heavily dependent on
the contents of each project page (e.g., externally hosted images, scripts and media).
Due to this variability of the traffic patterns, we opted to collect 1,000 traces per class
(in line with [18]]). The dataset contains 500,000 traffic traces: 500 articles visited
in random order 10 times by 100 crawler instances. Similarly with Wikipedia, we
observed that Github project pages were not updated frequently (e.g., on an hourly

basis) nor radically as they mostly provide compilation and usage details.

4.5 Experimental Evaluation

In this Section, we evaluate our proposed methodology by deploying and testing its
performance on real data. We use three scenarios that simulate real-world finger-
printing setups with non-optimal conditions for the adversary. We focus on webpage
fingerprinting scenarios as such attacks 1) have been systematically overlooked in
the literature (cf. website fingerprinting attacks), 2) are more severe as they can
affect many more users (i.e., the number of Tor users compared to that of Web users)
and 3) pose a more pressing threat to the privacy of individuals. For example, a
website fingerprinting attack could infer that the user is visiting Wikipedia, while

webpage fingerprinting attacks uncover the exact article loaded.

4.5.1 Implementation & Parameterization

For the implementation of our neural network, we use the Python deep learning
library Keras [196]] as the front-end, and Tensorflow [[197] as the back-end. For the
data preprocessing and classification algorithm, we use Numpy [198]] and Scipy [199],

respectively.
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Parameter Value(s)
Input layer 30 LSTM units

# hidden fully connected layers 4 layers

Size of hidden fully connected layers 100 to 2000 neurons
Activation for hidden layers ReLU [202]

Size of output layer 32 neurons
Activation for output Leaky ReL.U [203]
Optimizer Stochastic Gradient Descent [|68]
Dropout 0.1

Learning rate 0.001

Batch Size 512 pairs

Distance Metric Euclidean distance
Contrastive Loss Margin 10

Table 4.1: The hyperparameters (top half) and the training parameters (bottom half) of our
embedding neural network.

As outlined in Section 4.3] we use contrastive loss [191]] to train our model
on both positive and negative pairs. The margin of the loss function was set to be
10 and was determined through grid search ([200, |201]]) among smaller and larger
values. To measure the proximity of the traffic embeddings, we use the euclidean
distance. The sizes of the hidden layers and the dimensionality of the produced
embeddings were determined through grid search (see Tabled.1)). The architecture
of the embedding model and its hyperparameters were chosen carefully so as to
maximize the fingerprinting performance and accuracy. However, as explained in the
intro, past works have already shown that modern machine learning techniques can
achieve a very high accuracy [16, 19, 18]]. Thus, our focus is not to outperform all
previous works but to study whether an adversary can retain such a high performance
in a considerably larger scale while simultaneously alleviating the need for static

targets.

For our classifier, we used the k-nearest neighbours algorithm with k = 250 for
the first three experiments. We were able to achieve better classification results by

adjusting the k parameter depending on the testing set but k = 250 produced consis-
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tently good results regardless of the number of classes. An advantage of maintaining
the same configuration across all three of our experiments on webpage fingerprinting
is that we can compare our findings more reliably. In the four experiment, due to
the small dataset sizes we opted for k = 10. In all our experiments, we report the

average performance of 10 runs of the testing phase.

4.5.2 Experiment 1: Static Webpage Classification

In this experiment, we assume an adversary that aims to fingerprint the pages of a
small- or medium-sized website where all the pages share the same HTML template.
This first experiment studies the performance of our proposed technique against a
website with mostly-static webpages and a moderate percentage of shared content
(the HTML template and the graphics).

Using our methodology from Section 4.3 we train the adversary’s embedding
model on pairs of samples from our Wikipedia dataset. In particular, we use Set A
(Figure [4.5) that includes 90 samples for each of the 6,000 distinct webpages/classes
included in that Set. Upon completing the training phase, we deploy the model and
use it to classify the samples in set B (Figure {.5)). The samples in set B originate
from the same 6,000 classes but correspond to traffic traces that were not used during
the training phase (i.e., not included in Set A). During the classification phase, we
use set A as the adversary’s labeled sequences corpus (~90 samples per class) and
then use the trained model to classify the remaining ~10 samples per class from set
B (60,000 samples in total).

To better study the performance of our model, we run our recognition task on
different versions of Sets A and B containing 500, 1,000, 3,000 and 6,000 classes
respectively. As seen in Figure .6] out of a pool of 500 possible classes/articles, a
top-3 adversary (i.e., the adversary is allowed to guess up to three classes) is able
to correctly identify the Wikipedia article visited in more than >90% of the cases.
Moreover, top-1 adversaries have 58% probability of correctly labeling the encrypted
traffic trace, while top-10 adversaries are always able to correctly identify the page

loaded. In comparison, [54] reported a top-15 adversary with accuracy up to 90%.
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Figure 4.5: For experiments 1 and 2, we use our Wikipedia dataset. The dataset is split into
four smaller sets, both across its classes and its samples. Experiment 1 trains
the embedding model on Set A and then validates the accuracy of the produced
embeddings on previously-unseen samples from the same classes (Set B). In
contrast, Experiment 2 reuses the trained model from Exp. 1 (trained on set A)
to embed samples from Set C as reference points. Experiment 2 uses Set D as
its fest set. Note that the classes in Sets C and D are not represented in sets A
and B and vice versa. Moreover, no samples are shared between the Sets (e.g.,
no sequence from Set A is included in B, C or D).
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Figure 4.6: We evaluated the accuracy of the model in sets that required the adversary to
attribute an encrypted traffic trace to a specific class from a set of 500, 1,000,
3,000 and 6,000 possible Wikipedia articles. For each class, we collected 100
samples, with 90 being used as reference points and the remaining 10 being
classified by the model.
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The top-15 adversary from [54] has been the state-of-the-art so far as later works did
not report superior performance on datasets or similar size. Moving on to larger sets,
we evaluate the classification accuracy of our model in slices of Sets A and B with
1000, 3000 and 6000 classes (Figure .5). In the scenario of 1000 classes, a top-1
adversary is able to correctly classify previously unseen samples with 50% accuracy,
while in larger sets with 3000 and 6000 classes the same adversary achieves 35%
accuracy. In the 1000- and the 3000-classes scenarios, the top-10 adversaries are
able to correctly classify more than 90% of the samples. In the 6000-classes case, a
top-20 adversary also achieved above-90% accuracy. In other words, an adversary
who is allowed to choose 20 out of the 6000 labels (0.3% of the possible labels) has
on average > 90% likelihood of correctly inferring the page visited by the user. In
this and the following experiment, the classification of a single example in the testing
phase required <2 seconds. Adversaries that need to improve the performance
further can easily parallelize the mapping and classification steps.

Overall, we demonstrated that adaptive fingerprinting adversaries are scalable
and can classify with high accuracy samples originating from a large pool of potential
webpages. This result extends past works ([53,|54]]) on webpage fingerprinting that
presented adversaries capable of classifying up to 500 pages but did not evaluate
on webpages with significant content overlap. We conclude that attacks against
webpages/websites that share part of their content are realistic and can be launched

even by adversaries with limited resources.

4.5.3 Experiment 2: Adaptability & Cross-class Transferability

One of the goals of our methodology is to investigate whether an adversary can
retain their classification accuracy even in cases of distributional shift (e.g., content
changes, addition of new classes) at a minimal cost. Such a characteristic would
significantly exacerbate the severity of fingerprinting attacks as it would make it
practical to fingerprint a dynamic set of webpages where classes are added, changed
and removed. Our fingerprinting methodology decouples these two tasks and allows

the “encoding” model to remain class-agnostic, thus avoiding the need for any
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costly retraining. Instead, the adversary can easily adapt to changes in the set
of webpages/websites or the contents of the webpages by updating the reference

samples in the corpus of labeled traces.

To simulate a scenario of extreme distributional shift, we design an experiment
where the adversary is classifying a set of articles that is completely disjoint from the
set that the model was trained on. This is the worst-case scenario for an adversary
who classifies samples from a set of webpages that is completely disjoint to the set
the training samples originated from. Such a difference between the training set
and the testing set can occur in cases where the pages change drastically. For that
purpose, we reuse the model trained in Experiment 1 (on Set A) to embed samples in
Sets C and D. As shown in Figure[d.5] Set A does not overlap with Sets C (and D) as
the former contains samples from 6,000 classes while the latter contain samples from
13,000 different classes. We consider our testing set to comprise Sets C and D, where
Set C populates the adversary’s dataset of reference samples and Set D contains the
samples that need to be classified. As in Experiment 1, we investigate the accuracy
of the model for slices of Sets C and D with different numbers of classes i.e., 500,

1,000, 3,000, 6,000, 13,000.

As seen in Figure the classification accuracy of the adversary remains
almost identical to the accuracy achieved with sets of the same size in Experiment 1
(i.e., without distributional shift). A top-1 adversary achieves 58% accuracy in the
500-classes set and a top-3 adversary ~90% accuracy. Similarly, a top-1 adversary
achieves almost 50% accuracy in the 1000-classes set and a top-4 adversary almost

~90% accuracy.

This shows that the embedding model is learning the general leakage charac-
teristics of TLS streams rather than simply memorizing patterns that apply only
to specific pairs of samples or classes from the training set. For example, through
manual inspection of the traffic traces collected, we observed that the transmission
patterns of two samples from the same class can differ significantly. In one of them,
the images were downloaded in multiple consecutive chunks of fixed length, while

in the other they were fetched as a whole. Despite these differences, the model was
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Figure 4.7: Accuracy of our fingerprinting model for varying numbers of classes (Wikipedia
articles) that were never encountered during training. The model was trained on
a fixed set of 6000 Wikipedia articles and evaluated on a completely disjoint set
of articles whose size ranged from 500 to 13,000 classes. For each class, our
dataset included 100 samples, with 90 being used as reference points and the
remaining 10 being classified by the adversary.

correctly embedding the two samples in relative proximity.

Moreover, the adversary performs considerably well in even larger sets of new
classes. In particular, a top-10 adversary achieved an accuracy of 90%, 80% and
70% in Sets with 3000, 6000, and 13000 classes respectively. This shows that our
fingerprinting methodology can be reliably used to embed and classify samples from

classes that were never encountered during training.

As seen in Figure 4.7] the adversary needs to increase their number of guesses
(i.e., parameter n of a top-n adversary) as the number of classes increases in order
for them to maintain the same level of accuracy (e.g., 90%). This is due to the
increasing number of collisions between cross-class samples in the embeddings
space. Intuitively, as the number of classes increases, the number of samples who
are erroneously mapped in proximity to another class increases as well. However, as
seen in Table4.2] n increases slower than the number of classes. This implies that
while the absolute number of collisions increases with the number of classes, the

increase in collisions has a sublinear relationship with the increase of the number
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Table 4.2: As the number of classes increases the accuracy of the embeddings decreases
as cross-class collisions become more likely. Thus, adversaries need to increase
parameter n to maintain the same level of accuracy. However, as seen in the
rightmost column 7 has a sublinear relationship with the number of classes.

#Classes Top-n Accuracy pepoe:%

500 3 89% 0.6%
1000 4 89% 0.4%
3000 10 90% 0.33%
6000 20 92% 0.33%

13000 30 89% 0.23%

of classes. In other words, for any percent increase in the number of classes the

adversary needs to increase their n by less than 1%.

4.5.4 Experiment 3: Sensitivity to Website themes and TLS ver-
sions

In this experiment, we examine the learning characteristics of our adaptive finger-
printing adversary. In particular, we evaluate 1) the effect of retaining multiple IP
sequences, and 2) the degree that the model can sustain distributional shift across

websites and TLS versions simultaneously.

As in Experiment 1, we train an embedding model on 6,000 Wikipedia arti-
cles (90 samples for each article) but we use it to classify traces from our Github
README dataset (500 webpages from the top 500 open-source projects, Sec-
tion 4.4). However, Wikipedia pageloads involve strictly 3 IP addressed (i.e., the
client’s browset, text server media server), while Github pages load resources from an
arbitrary number of servers. As our model operates on a fixed number of sequences,
we opted to represent the traffic as two sequences (i.e., traffic from and towards the
user’s browser). For this reason, we could not reuse our model from Experiment
1 (as it is trained to process three sequences) and had to retrain it to work on two
sequences. We then ran the recognition task again on the original Wikipedia dataset

(for a baseline) and on the Github dataset (both represented as two sequences).
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Figure 4.8: We trained our embedding model on two-sequence traffic traces from Wikipedia
(TLS 1.2) and used it to embed and classify traces collected from Github (TLS
1.3). The model performs considerably better when operating on traces from the
same website and with the same protocol version it was trained on. However, it
still retains some of its accuracy. This indicates that some leakage characteristics
are preserved even across very different setups.

Figure |4.8|illustrates the results of our experiment. We observe that the classifi-
cation accuracy in the Wikipedia-500 set is reduced compared to that in the previous
experiments where we used one sequence per IP. This shows that using just two
traffic sequences (one for incoming and one for outgoing traffic) results in some

information loss.

Moreover, the performance of the model on the three versions of the Github
dataset (i.e., Github 100, 250, 500) shows that adversaries are able to retain a
fair classification accuracy even in this case of extreme distributional shift across
multiple dimensions. This indicates that some leakage characteristics persist across
IP encoding, websites and protocol versions and can be exploited by sophisticated
adversaries. Nonetheless, the reduced accuracy between Wikipedia-500 and Github
hints that the embedding model is sensitive to at least one of the dimensions that

were affected by the distributional shift.
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4.5.5 Operational & Adaptation Costs

The above experiments study several aspects of modern fingerprinting attacks and
show that adaptive fingerprinting adversaries are scalable and accurate, even under
non-ideal conditions. We now discuss the costs of operating such a fingerprinting
deployment.

As seen in Experiment 2, the adversary can use the adaptation process (Sec-
tion[4.3.3) to swiftly swap the samples in the reference traces dataset with new ones
so as to keep up with content updates or to include additional webpages in the set.
This process does not involve any retraining as the embedding model can operate
on any traffic trace even if it originates from a class not encountered during train-
ing. This simplifies the adaptation process to only a few low-complexity operations
(i.e., collecting and embedding new samples) and enables the adversary to easily
compensate for any distributional shift. Moreover, the deployment and the operation
of the pipeline is inexpensive, as it requires only a small number of samples per
class (~100) and only one training session for the embedding model. Nevertheless,
the training of the model requires access to a computer with a capable Graphics
Processing Unit card. However, this is an one-off cost (provisioning phase) that can
be easily overcome with on-demand cloud computing resources.

In comparison, all past works on webpage fingerprinting assume a non-changing
target set and would require some form of retraining to keep up with changes in
the input distribution [53, 22, 23|, 54]]. While this cost may seem reasonable when
considering small, fixed target sets (< 500 webpages), it quickly grows (due to the
constant retraining required) when considering several hundreds or thousands of

changing pages.

4.5.6 Limitations & Open Challenges

Despite our best efforts, there are still aspects of our experimental evaluation that
do not faithfully emulate all the challenges faced by a fingerprinting adversary. To
begin with, the traffic traces were generated by our crawler and do not correspond
to pageloads by real users. This is a common practice in traffic analysis works as

the produced dataset is ensured to be diverse and balanced (e.g., all webpages are
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loaded as many times). However, the true pageload distribution of real users is
likely skewed with only a few webpages dominating the loads. Consequently, the
success of a fingerprinting adversary will depend mostly on their inference accuracy
on this small subset of frequently loaded webpages. In contrast, works that rely on
balanced datasets examine the average accuracy of the adversary which may deviate

significantly from the actual accuracy.

Moreover, all the traces were generated using the Chrome browser while in
practice the users may use various other browsers too. To our knowledge, this aspect
of webpage fingerprinting has not been studied. Interestingly, this factor is less
important in website fingerprinting, as the Tor browser is used by the vast majority of
the users. Additionally, our datasets do not include dynamically generated websites
that may partially alter the contents on each pageload, thus affecting the accuracy of

the embeddings.

Note also that we do not consider scenarios where the adversary has to classify
out-of-distribution samples (open-world scenarios in website fingerprinting). Such
scenarios are very common in website fingerprinting evaluations as the users can load
any website available on the whole world wide web (WWW). The adversary cannot
be assumed to have fingerprinted all WWW websites and thus needs to maintain a
separate class for traces from an unknown origin. In contrast, webpage fingerprinting
is concerned with websites that are practically finite. Thus, in many cases, it is
possible for an adversary to fingerprint all the pages of a website. For example,
Experiment 1 shows that an adversary could accurately fingerprint a website with up
to 6,000 pages. However, this requires that the adversary keeps track of all the pages
and updates their reference set each time a new one is added. This can become less
practical in cases of websites with millions of pages. Thus, it would be beneficial to
examine the performance of fingerprinting adversaries in scenarios with traces from

pages that do not belong to the reference set.
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4.6 Defenses

We now look into the space of potential defences against adaptive fingerprinting
adversaries and examine the applicability of solutions from the existing literature.
While introducing a new defence policy is beyond the scope of this chapter, our
findings allow us to rule out some approaches and draw attention on others that show

potential in thwarting such attacks.

One important observation is that adaptive fingerprinting attacks can affect both
the users of anonymity networks and the users of the TLS protocol (i.e., a very
large portion of the Internet users). However, the scope of potential defenses for
the TLS protocol is limited to only those countermeasures that have only a very
light impact on the bandwidth used. Intuitively, a protocol-level countermeasure
with a 10% bandwidth overhead, would result in an approximately equal increase in
the web-traffic bandwidth worldwide. For this reason, the majority of the defenses

proposed for Tor are not directly applicable to TLS.

In the rest of this section, we focus on defenses against webpage fingerprinting
attacks. This is due to the widespread adoption of the protocol and the limited
coverage that TLS fingerprinting countermeasures have received in the literature (cf.

fingerprinting defences for Tor).

As specified in Section |4.2.1] webpage fingerprinting aims to infer the specific
page visited by a user from a set of pages all of which belong to the same website.
This is a major difference to the website fingerprinting setup. In particular, each
website can be treated as a separate entity and thus the defenses can be deployed and
adjusted on a per-website basis. For example, a website with non privacy-sensitive
pages (e.g., a list of hardware drivers) could decide to not deploy any countermeasure
or optimize the deployment for low bandwidth impact (cf. for privacy). On the other

hand, a website with sensitive content could use a more conservative configuration.

Being able to configure the countermeasure on a per-website basis, allows us to
achieve protection without increasing the bandwidth overhead disproportionately.
In comparison, defenses for website fingerprinting attacks rely on a cross-website

anonymity set and thus require the deployment of the specific countermeasure by
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several websites in order to be effective.

Furthermore, each website could configure the selected countermeasure so as
to always guarantee a minimum anonymity set size (i.e., number of webpages that
are indistinguishable) depending on the sensitivity of its content. We expect that
smaller websites (< 500 webpages) could make all their pages indistinguishable at
a relatively low bandwidth cost, while websites with more pages (e.g., Wikipedia)
will have to split their content into smaller anonymity sets and aim for intraset
indistinguishability.

Finding the optimal countermeasure, its policy and its configuration is an open
problem that could be studied in future works. For example, a realization of such a
per-website policy could be to use padding so as to conceal the byte length of the
webpages loaded. This is approach conceals not only the length of each individual
transmitted packet but also prevents timing attacks (e.g., with additional dummy
packets). An advantage of this approach is that TLS already has this capability
and thus would not require any protocol changes [50, 204]. Moreover, given that
padding is a well-studied technique, we could draw useful lessons from prior works
in the area (e.g., Pironti et al. [205]] have shown that random-length padding is not

sufficiently effective).

4.7 Conclusions

The widespread adoption of encrypted communications (e.g., the TLS protocol on the
Internet) significantly reduced the scope of eavesdropping attacks and increased the
security of their Internet communications. However, it did not completely eliminate
the attacks that passive adversaries could launch. This chapter investigates how
leakages in the TLS protocol. can be exploited to launch webpage fingerprinting
attacks that target TLS traffic streams. It shows that sophisticated adversaries can
use embedding deep neural networks to infer the webpages loaded by the user and
for the first time demonstrates that they retain their accuracy under various types
of distributional shift. Based on these findings, we argue that leakages in TLS

is a pressing issue that has received disproportionately low attention. Especially,
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when considering the number of users that are exposed to such attacks and the
nature of the data that can be leaked (e.g., health information from users browsing
condition-specific articles on medical websites).

A common solution to the privacy shortcomings of the TLS protocol is to use
anonymity networks which offer greater privacy by concealing the users’ communi-
cation meta-data. In the following chapter, we show how leakages in a seemingly
unrelated channel can be exploited to launch attacks against even such networks. In
particular, Chapter 5| focuses on leakages affecting the ultrasonic communications
channel and discusses how adversaries can utilize them to either breach the privacy
of its users directly or to launch deanonymization campaigns against anonymity

networks.



Chapter 5

Ultrasonic Communications

In this chapter, we study the security of the ultrasonic communications channel and
discuss how its shortcomings could be exploited to attack its users and seemingly
unrelated anonymity protocols such as Tor.

In chapter 4] we investigated how an adversary can use embedding models
to analyse the leakage of the TLS protocol and breach the users’ privacy. Several
such fingerprinting attacks have also been proposed for the Tor anonymity network.
In fact, due to the emphasis Tor places on the users’ privacy, the majority of the
past fingerprinting works have focused exclusively on it. This chapter expands the
literature on Tor towards a different direction. Instead of exploiting leakages in
the protocol itself, we show how an adversary could exploit other communication
channels to launch side-channel attacks against Tor.

Overall, the contributions of this chapter are twofold: 1) we study the security
and privacy properties of the less-studied ultrasonic communications channel, and
2) showcase how leakages on one channel could be used as a side-channel to attack

protocols on another channel.

5.1 Introduction

The increasing number of personal devices (e.g., smartphones, laptops, wear-
ables) [206, 207] has created a new need for technologies that track the users across
their different devices. To meet the demand, a set of novel tracking techniques based

on ultrasounds has emerged.
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Such techniques use a specific part of the audio spectrum to transmit information
in the form of inaudible sound beacons and link devices that belong to the same
user. Most of the technologies in the market use near—ultrasoundﬂ with frequencies
between 18,000 Hz and 20,000 Hz, which are inaudible to humans and can be
handled by standard computer speakers and microphones. For simplicity, in the rest
of this thesis, we will refer to all sound waves with frequencies higher than or equal

to 18,000 Hz as ultrasounds.

One example of such an app is Google Cast [208] that uses ultrasounds to pair
the user’s smartphone to Google Chromecast devices, even if the devices are not
part of the same wireless network. Apps such as Lisnr [44], ShopKick [209] and
CopSonic [42] use ultrasonic beacons to track the in-store position of the customers’
smartphones, study their behavior and serve them with relevant information and ads.
Cross-device tracking solutions require an even more complex setup and capture
ultrasonic beacons embedded into online/TV content so as to identify the different

devices owned by a user and subsequently push targeted ads (e.g., SilverPush [210]).

We first explore the security and privacy implications of these technologies and
study the surrounding application ecosystem for information leakages. We uncover
various security shortcomings and show that malicious third parties can abuse ultra-
sound beacons to launch a wide range of attacks against end-users. More specifically,
we find that existing ultrasonic communication protocols allow eavesdroppers to
passively collect information on the online activities and interests of a victim user,
while active attackers can even alter the user’s profile maintained by the advertisers.
Additionally, we find that state-level adversaries can coerce tracking operators to
launch deanonymization campaigns against individual anonymity network users and
communities (e.g., Tor anonymity network). To mitigate these risks, we design and
develop an extension for the Chrome browser that selectively suppresses the frequen-
cies within the ultrasonic spectrum. Moreover, we release a patch for the Android
permission system that enables apps to request access only to the ultrasonic spectrum

(and not to audible frequencies), as well as allows the user to grant or revoke access

LCf. ultrasounds with frequencies higher than 20,000 Hz.
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to that part of the spectrum on a per application basis. Finally, we discuss the need
for standardization of the ultrasonic beacon format, and we envision a new operating
system-level (OS-level) application programming interface (API) (similar with the
Bluetooth low energy beacons [211}, 212} 213]] in Android) that implements in a
single, trusted location the functionality to detect and decode beacons.

Overall, we conduct a thorough study of the security and privacy aspects of
the ultrasound-based tracking ecosystem, identify two information leakage vectors
and showcase their severity. We find that the introduction of a new communication
channel increases the risk of leakages and that vulnerabilities in multi-application
platforms can even affect applications do not directly make use of the channel. We
also discuss potential countermeasures and argue that fine-grained permission control
along with protocol standardization can prevent leakages in emerging communication

channels without impacting their usability.

5.2 Ecosystem Overview

In this section, we study products that use the ultrasonic communications channel
and discuss their technical details and capabilities. We organize the discussion by
grouping the apps and the techniques used depending on their objective: 1) proximity

tracking, and 2) cross-device tracking.

5.2.1 Proximity Tracking

Proximity tracking aims to determine the precise (e.g., at the vegetables’ isle in
supermarket XYZ) or relative (e.g., two meters from the device emitting the beacons)
location of a user. It has found applications in device pairing and marketing [40, 41,
42,143, 144) 208, 214]. In a pairing scenario between two devices A and B, A encodes
a random PIN in an ultrasonic beacon and broadcasts it to all devices in proximity.
If device B is within the broadcast range, it captures the transmission, decodes it and
submit the PIN back to A through another channel (e.g., the Internet). This process
allows B to prove its relative physical proximity to A.

In marketing applications, ultrasounds are used track the customers’ in-store

behavior through their smartphones. Vendors often incentivise their customers (e.g.,
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through discounts) to install new beacon-receiving apps or simply incorporate beacon
capabilities in their already existing loyalty apps. Ultrasonic tracking is suitable
for various types of venues (e.g., casinos, museums, retail shops, airports) and
relies on a grid of beacon transmitters installed in the premises. As a visitor moves
around the space, their mobile device captures the location-specific beacons and
submits them to the operators’ backend. The backend processes the information and
pushes notifications relevant to the location of the visitor (e.g., discounts for products
in proximity). Compared to Wifi and Bluetooth solutions, ultrasound tracking
deployments have a considerably smaller cost as they do not require expensive
transmitters and can make use of the already existing audio infrastructure of the

venue.

5.2.1.1 Google Cast
Google Cast [208]] is an app developed by Google that reportedly utilizes ultrasound

beacons to facilitate device pairing between smartphones and Google Chromecast
devices [215]]. A Chromecast device is a digital media player that, among others,
enables mobile devices to stream content on a television or on an audio system. In
this case, ultrasound beacons are used to prove physical proximity to the device,
taking advantage of the inability of ultrasonic beacons to penetrate through walls.
Ultrasound-enabled pairing allows users to connect to a Google Chromast device
and stream their content even if their smartphone is not connected to the same Wifi
network. Any user in the vicinity of a Google Chromecast device can request to pair
with it through the Google Cast app. The device then responds by broadcasting an
ultrasonic beacon carrying a unique 4-digit sequence. The Cast app captures the
beacon through the smartphone’s microphone, decodes it and submits it back to
Google’s backend through the Internet [215]. The pairing process is always initiated

by the user and the device supports also alternative manual pairing methods.

5.2.1.2 Lisnr framework
The Lisnr framework [44] is another product that uses the ultrasonic part of the
spectrum for proximity marketing and location-specific content, and has been already

incorporated in various smartphone applications. For example, an American football
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team used the framework in its official app (with hundreds of thousands downloads)
to deliver content to fans in its home stadium [216| 217]]. Moreover, the “Made
in America Festival” Android App [218]] (also available for iPhone) used Lisnr to
stream real-time information to the event’s audience. In both cases, ultrasounds were
chosen as a convenient technology that makes use of the existing audio infrastructure
and requires no additional transmission equipment.

From a technical perspective, the Lisnr framework implements all the necessary
methods to capture ultrasonic beacons and fetches location-specific content from
the service provider. Upon execution, the app incorporating the framework runs
on the background and periodically accesses the device’s microphone to listen for
beacons. This is because the user is not expected to keep the app on the foreground
for the whole duration of the events (e.g., games, concerts). Once an ultrasonic
beacon is captured, the framework decodes it and extracts its content. If the content
is a message, the app displays it on the device’s screen. If the beacon encodes
a content identifier, the app fetches the corresponding data from the company’s
backend through the Internet. While the ultrasonic channel could be used to transmit
the data directly, its limited bandwidth and moderate transmission error rate make this
alternative impractical. For users that do not want to receive constant notifications,
some applications provide an option to deactivate the default listening behavior.
However, this is an application-specific feature and is not enforced by the Lisnr

framework.

5.2.1.3 Shopkick

Another real-world deployment using ultrasounds is the shopping application Shop-
kick [209] (available on Google Play Store). Shopkick aims to incentivise customers
to visit and purchase products from specific stores and brands. The app is listening
for ultrasonic beacons (i.e., walk-in tones) emitted by speakers installed in businesses
and stores cooperating with Shopkick [219]]. When a user visits a store, the app gets
activated and reward points are credited to the user’s account. These points can be

later spent by the user for discounts or products at a reduced price.

To realise this functionality, Shopkick has developed its own framework for
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ultrasonic communications. Shopkick uses beacons to encode the unique identifier
of the store and the precise in-store location. When the app captures a beacon, it
decodes the encapsulated identifiers, and submits them to the Shopkick servers,
along with the user’s details. Then, the company’s backend verifies the validity of the
“walk-in" and credits the user with the points. In contrast to the majority of the other
implementations, the user must manually launch the app to access the microphone
and start monitoring the spectrum for beacons. This is possible in this particular use
case because the customers are strongly incentivized to use the app but would likely

result in very low usage rates in scenarios where the users are not directly rewarded.

5.2.2 Cross-device Tracking

Cross-device tracking (XDT) aims to “follow” a user accross their different devices,
and is currently used by many major advertisement networks to track users across dif-
ferent platforms. These techniques provide various degrees of precision, depending
on the use case and the user identification method used. For instance, probabilistic
XDT techniques are used in cases where the identification method does not guarantee
high accuracy (e.g., when user fingerprinting techniques are used) and thus there is a
degree of uncertainty regarding the set of devices owned by the user. On the other
hand, deterministic XDT techniques achieve much higher precision but are often
cumbersome. For example, deterministic techniques may require users to sign in to
the advertiser’s service from all the devices they own (e.g., “Sign in with Facebook™).

Ultrasound cross-device tracking (uXDT) is also classified as deterministic but
has considerably fewer requirements compared to other deterministic techniques.
Figure illustrates the actors participating in the ultrasound-based mobile adver-
tising ecosystem and their interactions during an example tracking scenario. At
first, the advertising client sets up a new advertising campaign and provides the ads
to the uXDT provider along with the profile of the users to be targeted (@). The
advertising client may be a company or an individual that is interested in promoting
their services or products (e.g., a supermarket chain), while the uXDT provider is
the vendor providing the infrastructure for user-tracking. The uXDT provider then

generates a unique inaudible ultrasonic beacon b and associates it with the client’s



5.2. Ecosystem Overview 75

uxbT

service provider Content provider User’s device
Generate @4
beacon 9 Beacon — e Beacon
= - = =
/
/ + Content
///
/ A H

/ Beacon e ’

/

: ) 4

@ Ack of beacon reception o

+ Fetch targeted ads UXDT devic

Targeted ads Ol

___billing
@
Jusluo)

-
@ @ <55+ Ads
A

e Purchase ($5S)

End User
Advertising Client

Figure 5.1: The interactions between the actors of the mobile advertising ecosystem during
a beacon-enabled cross-device tracking scenario.

campaign (). b is then forwarded to the content provider () chosen by the client
(e.g., TV station, news website, media portal), who then embeds it in its content
(®). When a user accesses that content, b is emitted and captured by any of the
uXDT-enabled devices in proximity (e.g., the user’s smartphone) (®). Those devices
then report b to the backend of the uXDT service provider and receive ads that
are targeted to the user’s interests (®). The uXDT device displays those ads (@)
prompting the user to visit the advertising client’s store (©).

uXDT is one of the most advanced uses of ultrasonic beacons, as it requires both
sophisticated infrastructure (e.g., profiling algorithms processing millions of sub-
missions) and a network of publishers who incorporate beacons in their ads/content.
Thus, only a few companies are able to provide uXDT services. Additionally, the
use of uXDT techniques is a controversial topic (e.g., [220,221]) and is common

for companies to not publicize the details of their tracking deployment.

5.2.2.1 SilverPush uXDT framework

One of the most widespread uXDT frameworks was developed by SilverPush and in
April 2015 was tracking more than 18 million devices [221]. To study the operation
of the framework, we reversed-engineered the History GK application [222] (an app

incorporating the SilverPush uXDT framework), as neither the source code nor their
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MAC address Google account ID

Figure 5.2: Example of an insecure, non-standardized tracking implementation: The frame-
work collects sensitive information on the user (e.g., Google account ID, phone
number, geolocation, the device’s MAC address) and submits them over a
plaintext HTTP connection to the tracking service provider’s servers.

uBeacon specifications were made public.

The framework runs in the background and monitors the spectrum for ultrasonic
beacons (every 20 seconds) though the device’s microphone. To assist in beacon
discovery, the app starts up automatically each time Android boots. When a uBeacon
is captured, its sequence is decoded, verified and then submitted to the company’s
backend. Each such submission contains the Android ID of the device and the beacon
sequence, and is performed through a plaintext HTTP connection. If there is no
access to the Internet at the time, the information is stored and reported later. When
the app is first executed, the framework extracts a wealth of identifiers including the
user’s phone number, longitude and latitude, the IMEI of the device, the Android
ID, and the Google account ID (email address) and reports them to the company’s
backend (Figure [5.2)). This information is used (1) to build and maintain the user’s
profile, (2) to display targeted ads, and (3) as filtering parameters for real-time

bidding auctions (e.g., targeting users in a specific city).

During the installation process, the user grants permission to the app to use
the microphone and to be launched at boot. However, the user is neither explicitly
notified that a uXDT framework is being installed, nor that the microphone will be
periodically active. We were not able to find any way for the user to disable the

tracking functionality, apart from completely uninstalling the app.
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5.3 Vulnerabilities & Attacks

This section examines different security and privacy shortcomings of the ultrasonic
communications ecosystem and investigates whether they can be exploited to leak or
corrupt user data. We first outline how an adversary can inject and replay beacons and
introduce the concept of bacon traps. We then outline how these simple constructs
can be utilized by sophisticated adversaries to realise more complicated attacks
(Table [5.1)). In all the scenarios considered, we assume that there is at least one
user that has an ultrasound-enabled app installed on their device (e.g., a game app

embedding a uXDT framework).

Beacon Injection & Replay. Due to the lack of authentication and replay-protection
mechanisms in many of the apps examined, the ultrasonic channel is prone to
injection and replay attacks. For instance, an adversary can trivially capture and
replay a uBeacon from an existing advertisement campaign to any uXDT-enabled
device. Capturing an ultrasonic beacon does not require any sophisticated equipment
and can be performed using the recorder app of most commercial smartphones.
Alternatively, the adversary can craft their own beacons and inject them to nearby
ultrasound-enabled devices. To emit a uBeacon, the adversary can use a commercial
smartphone, the audio infrastructure of a venue or any other device with speakers that
support frequencies up to 20,000 Hz. Beacon replays have been already reported in
production systems. For instance, users of the shopping application Shopkick [209]
(available on Google Play Store), soon after the deployment of the system, started
uploading collections of near-ultrasonic walk-in tones that other users could replay
from their computer speakers to get the reward points. Large-scale injection attacks
could also be used to influence TV analytics, where inaudible beacons are often
used to track user engagement and behavior. An adversary could replay the beacons
corresponding to a specific TV program to a large number of ultrasound-enabled
devices resulting in inaccurate measurements and results. Unfortunately, replay-
prevention mechanisms (e.g., monotonically increasing nonces) are impractical due

to the very limited bandwidth of the channel.

Beacon Traps. A beacon trap is a maliciously crafted resource (e.g., webpage)
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that an attacker uses to inject beacons into a user’s ultrasound-enabled device. The
advantage of beacon traps compared to plain beacon replay is that they do not
require physical proximity to the victim’s device. The attacker can use a small
snippet of code that, when loaded on a browser, automatically reproduces one or
more attacker-chosen ultrasonic beacons. For this technique to be effective, the
adversary needs to attach the snippet to a resource that is accessed by the user. For
example, an attacker could set up an innocuous-looking web page that, once visited,
would play the audio beacon in the background. An attacker could also use existing
cross-site scripting vulnerabilities present in third-party websites to emit beacons.
Alternatively, an attacker could inject beacon-playing JavaScript (or HTML) in the
users’ traffic by launching a man-in-the-middle attack or by setting up a (malicious)
Tor exit node [223], 224]]. As a last example, an attacker could also send beacon
through an audio message. Beacons emitted by traps are captured and handled by
ultrasound-enabled devices as valid beacons (e.g., a uXDT app would report the

beacon back to the uXDT backend).

Attack Goal Attacker capabilities
Unauthorized Audio Monitoring Monitor parts of the audio spectrum o Developer of an
abusing the user’s consent. ultrasound-enabled app, or

¢ Corrupt the source code of an
ultrasound-enabled app.

Deanonymization Retrieve the identity of anonymity ¢ Physical proximity or lure the
network users. user to a beacon trap.

¢ Gain access to PII collected by
the ultrasound service provider.

Profile Inference Collect information on a user’s o Access to network traffic.
interests and activities.

Profile Confluence Collect information on a user’s ¢ Physical proximity to the user.
interests and activities.

Profile Corruption Alter the user’s profile maintained ¢ Physical proximity to the user
by the service provider. or lure the user to a beacon trap.

Table 5.1: Types of attacks exploiting ultrasound-enabled tracking to leak and corrupt user
information.
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5.3.1 Unauthorized Audio Monitoring

Due to the granularity of the Android permission system, beacon discovery currently
requires full access to the device’s microphone (requesting access to a specific part
of the audio spectrum is not possible). Consequently, this practice violates the least
privilege principle as ultrasound-enabled apps gain also access to audible frequencies
which are not relevant to their operation.

This could be exploited by a malicious developer who may request access to
the microphone under the pretense that their app performs ultrasound pairing and
then update their app to monitor the audible spectrum too. Such practices are not
uncommon and researchers have found hundreds of malicious apps disguising as
benign apps [225} 226]. Moreover, while the initial version of the app may be benign,
a security breach in the development firm could allow third-party actors to exploit
the permission by stealthily pushing an eavesdropping update. While such a security
breach may occur in any app, the fact that the microphone permission has already
been granted, makes the attack much easier for the adversary as the users will not be
prompted for the permission again during the update.

Another side-effect of overprivileged apps is that benign vendors who use
ultrasound technologies risk to be perceived as “potentially malicious” by users.
Users are more concerned about their privacy after realizing that their decisions have
put them at risk of data exfiltration [227], and could, thus be more hesitant with apps
that require sensitive permissions such as access to the device’s microphone. This
could be further exacerbated by the wide discrepancies in the practices followed
by companies when it comes to informing the users and providing opt-out options.
In particular, our examination of ultrasound-enabled apps showed that in several
cases no notice or opt-out option is given to the user (apart from the mandatory

microphone permission request during installation).

5.3.2 Deanonymization
This attack enables an adversary to deanonymize one or more users of an anonymity
network (e.g., Tor, I2P, VPN). For example, a journalist could uncover the identity

of a whistleblower who uses the Tor anonymity network to leak highly confidential
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documents. To perform the attack, a malicious journalist would need to either be
in proximity to the whistleblower or lure them to visit a beacon trap (by social

engineering or other means).

Figure [5.3|shows the stages of the attack and how the different entities interact
within the ultrasound tracking deployment. First, the adversary A starts a campaign
with an ultrasound tracking provider and captures the inaudible beacon associated
with it (@). Then, A creates a beacon trap that emits the uBeacon (). An example of
a beacon trap can be seen in Figure 5.3 where the adversary incorporates the trap in a
hidden service targeting Tor users. Subsequently, the adversary lures the anonymous
user to visit the trap (). This step may involve social engineering or it may simply
be that the trap uses a resource that the user visits often (i.e., a watering-hole attack).
Alternatively, if the adversary is a Tor exit node operator, they can inject the source
code of the trap on the requested web pages without any need to interact with the
user. The process of becoming a Tor exit node is similar with that of a normal relay,

and does not require many resources or a lengthy reputation-building period.

In the next step, the victim uses their “anonymous” device to load the resource
(®). Once this happens, the beacon trap is triggered and the device starts to periodi-
cally emit the beacon from its speakers (®). The beacons are inaudible and thus the
user is completely oblivious to the fact that ultrasounds are being emitted and that a
deanonymization attack is being carried out. Simultaneously, any ultrasound-enabled
device in proximity (e.g., the user’s smartphone) is actively monitoring the spectrum
for ultrasonic beacons. Once it detects one, it verifies its validity and reports it (along
with a number of unique user/device identifiers) to the provider’s server, where the

data get stored (®).

Adversaries then seek to obtain the unique identifiers of the user who reported
their beacon at the specific time and day the beacon trap was triggered (@). State-
level adversaries (who are within Tor’s threat model) can achieve this through a
subpoena or a court order to the tracking service provider. Once the provider responds
with the information, the real identity of the user can be trivially uncovered. For

instance, uXDT frameworks often use the international mobile equipment identity
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Figure 5.3: Steps of a deanonymization attack against a user of an anonymity network.

(IMEI) number as unique device an identifier. An IMEI can be easily attributed to a
real person by the telecommunication operators [228, 229]. Moreover, uXDT service
providers often store multiple unique identifiers, which make it even easier for the
adversary to infer the identity of the user (e.g., the Google account name).

To practically validate our proposed attack and evaluate its effectiveness, we
conducted a proof of concept attack against a demo user. This enabled us verify that
a state-level adversary with access to the ultrasound service provider’s data could
indeed trap and deanonymize a Tor user. We hosted our beacon trap in malicious
hidden service under our own .onion domain and had our PoC victim load the
webpage using the Tor browser (version 6.0.1) configured with the default settings
(step @). We provided to the victim a smartphone with one uXDT-enabled app from
the Google Play store installed. However, since we didn’t want our experiments
to interfere with production systems, we redirected the traffic from the app to our
own server. This allowed us to accurately and safely conduct numerous experiments.
Figure[5.4|contains a visual representation of all the user information that our attacker
was able to extract during the attack. Upon retrieval of this information, the identity
of the previously-anonymous user has been fully uncovered.

The impact of the deanonymization attack is substantial as it relies on minimal

assumptions, which are compatible with the threat models of anonymity networks
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Figure 5.4: Screenshot of the proof-of-concept webpage upon a successful Tor deanonymiza-
tion. The proof-of-concept attack can extract the user’s location, ISP, phone
number, Google account ID, and other sensitive information, even though the
user is browsing through the Tor browser.

(e.g., Tor) [9]. Moreover, the majority of the ultrasound-enabled apps are vulnerable
to this attack as most of the existing frameworks report the uBeacons captured (often
along with user data) to an server operated by the service provider. We thus believe
that the deanonymization attack poses an immediate threat for the users of anonymity
networks and services and it is critical that mitigation measures are deployed by both

network operators and service providers.

5.3.3 Profile Inference

This attack is an adaptation for the ultrasound ecosystem of the attack introduced
in [39]]. The adversary exploits the lack of confidentiality and opt-out mechanisms
to collect sensitive information on the user’s online activities and interests. For
example, such an attack could enable a malicious employer to acquire information
on the online purchases and the shopping habits of their employees.

As in [39], we assume that the user operates in two or more environments
with different behavioral requirements and expected levels of privacy (e.g., a user
who uses a home computer and a workplace computer). There is a clear separation
between the activities the user carries out in each of these environments, while the
adversary is assumed to be present in only one of them (e.g., employer at work). We

also assume that the user owns a smartphone with an ultrasound-enabled app that is
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monitoring the ultrasonic spectrum for beacons. We recall that uXDT deployments
use ultrasonic beacons to push user-specific ads across their different devices (see
also Sections and [5.2). An advertising network may push ads on both the
smartphone and the home computer of a user, while searches and activities on the

home computer will affect the ads displayed on the smartphone (and vice versa).

Consequently, a user that carries their uXDT-enabled smartphone at work risks
having their work computer associated with their personal ad profile. The pro-
cesses is as follows: When browsing the Internet on the work computer, ultrasound-
enabled ads emit inaudible beacons that are captured by the user’s smartphone. The
uXDT framework on the phone then reports those beacons to the ultrasound service
provider’s backend and the user’s ad profile is updated based on their work-related
searches, purchases and activities. The advertiser can now push ads at the devices
of the user based on the overall user’s profile built based on their both home and
work activities. Depending on the ultrasound service provider’s configuration, it may
take several ads before a device is associated with an existing user profile, however,
the prolonged use and repeated uBeacon emissions from the work computer will
eventually lead to an association of the two devices (i.e., the user’s smartphone and

the work computer).

Once such a link has been established, the work computer will display ads
related to activities or searches the user conducted at their home computer or their
smartphone. This enables anyone with access to the local area network traffic (e.g.,
network administrator, employer) to launch a privacy attack and infer the user’s
interests profile. In particular, as shown in [39} 230, 231, 38|, even the analysis of
a small number of targeted ads suffices for an adversary to reliably infer the user’s
Google interest categories with very high accuracy. In a nutshell, the adversary
first removes the noise by filtering for contextual and location-specific ads and then
rebuilds the user’s profile by attributing each of the remaining ads to one broad
category (e.g., car rental, travel) [39, |38]. As we will see in Chapter 4} even if
all the advertising networks encrypted the transmitted data (e.g., TLS encryption),

sophisticated adversaries may be still able to make accurate inferences about the
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Figure 5.5: An adversary with physical proximity to a victim user could exploit the lack of
authentication and replay protection in ultrasonic beacons to infer sensitive user
information by reconstructing the user’s interests profile.

content loaded.

While this user interests leakage occurs due to a combination of factors, ul-
trasonic pairing techniques and cross-device tracking make it considerably harder
for the user to control the use of their personal information and maintain a clear

separation between their work and personal interests profiles.

5.3.4 Profile Confluence

As discussed in the previous section, an adversary with access to the network traffic
of a user can reconstruct the interests profile of the user by analysing their ad traffic.
While such profile inference attacks had been introduced in prior works [39], we
found that cross-device tracking made it especially hard for users to maintain their
home and work interests profiles separate. We now outline how an adversary without
access to the user’s traffic could also launch an interests inference attack by (1) being
periodically in proximity of the user and (2) exploiting the lack of authentication and
replay protection in ultrasonic beacons.

Figure [5.54) illustrates the passive version of the attack where the adversary
eavesdrops the uBeacons emitted by the work computer of a user with a uXDT-

enabled smartphone. As before, the user maintains a separation between the activities,
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online searches and purchases they conduct at home and at work, while the adversary
tries to infer the overall interests profile of the user. Every time the user comes across
an ultrasound-enabled ad, their work computer emits the corresponding uBeacon
which is captured by their smartphone (@). Then, the ultrasound tracking framework
running on the phone parses the beacon and reports it to the ultrasound service
provider (). Based on the beacons reported, the provider updates the user’s interest

profile and pushes targeted ads to the devices of the user (®).

Due to the lack of confidentiality and authentication mechanisms, an eaves-
dropping adversary can intercept the uBeacons emitted by the user’s work computer
(e.g., with another uXDT-enabled smartphone). Those beacons do not necessarily
contain sensitive information by themselves, as they are relevant to the work-related
activities of the user. However, by repeatedly capturing and submitting such beacons
the adversary can work towards 1) having their device associated with the user’s

profile and 2) gradually adapting their own profile to match that of the user.

In the former case, once the adversary’s device is classified by the cross-device
tracking service provider as belonging to the victim user, the adversary will start
receiving ads based on the overall interests profile of the user. In fact, it is com-
mon among vendors that utilize behavioral profiling methods to match identically
behaving users [232}233], 234]. This information suffices to reconstruct the interests

profile of the user [39, 38].

The latter scenario is relevant if the tracking service does not maintain a strict
list of devices per user but instead updates and queries an ad or product recommender
system. As both the user and the adversary repeatedly capture and submit (to the
ultrasound service provider’s backend) the same beacons, the recommender system
will, with increasing likelihood, start pushing ads to the adversary’s device influenced
by the interests and choices of the victim user. While the actual precision of this
variant of the attack depends on the technical details of the deployment (e.g., model
used, number of users, possible recommendations), several works on recommender

systems have shown that systems are prone to such attacks [235} 230, 231} 236].

To further increase the effectiveness of the above attack, the adversary may
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Figure 5.6: Operational steps of a profile corruption attack.

actively interfere with the submission of uBeacons by the victim (Figure [5.5b).
Initially, the adversary collects a large number of beacons from various sources (@)
and then replays them to the victim’s device (®). Ultrasonic beacons have not replay
protection and thus the victim’s device cannot distinguish them from those emitted
by valid sources. Simultaneously, the adversary submits the same beacons to the
ultrasound service provider’s backend server (®). This practice aims to artificially
increase the overlap between the interest profiles of the two actors thus making it
more likely that the two profiles will be linked and that the adversary would receive
recommendations influenced by personal activities of the victim (@).

While authentication, replay-prevention or confidentiality mechanisms could po-
tentially prevent the above attacks, the ultrasonic channel has very limited bandwidth

and thus it is common for vendors not support only basic integrity checks.

5.3.5 Profile Corruption

An adversary can exploit the lack of replay protection to influence the user interest
profiles maintained by the ultrasound service provider. For example, an attacker
equipped with a simple beacon-emitting device (e.g., a smartphone) in a crowded
venue can inject beacons to several ultrasound-enabled smartphones simultaneously,

thus influencing their interest profiles and the ads served to them en masse.

As seen in Figure 5.6 the adversary initially acquires one or more valid beacons.

To do this, they can set up an advertising campaign with an ultrasound service
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provider and capture the beacon associated with it (@). Alternatively, they can
record the beacons associated with existing campaigns ran by others. Then, the
adversary replays the captured beacons to the ultrasound-enabled devices of the
victim users (). This step of the attack can be realized in many ways, depending
on the goals of the adversary. For instance, the beacons can be replayed through the
adversary’s phone, the speakers of a venue, a computer or mobile device botnet or
by injecting JavaScript as a Tor exit node (as discussed also in Section [5.3.2). Once
the ultrasound-enabled devices of the users capture the beacons, they perform some
basic integrity checks and forward the beacon sequence to the ultrasound service

provider’s backend server (©).

Ultrasonic beacons have no replay protection and thus there is no way for the
devices to detect that the beacon is replayed. Upon reception, the ultrasound service
provider analyzes the uBeacon to determine the ad campaign it is associated with
and updates the user’s interest profile accordingly (@). As a result, an adversary can
pollute the user’s profile to include activities or interests that are unrelated to their
habits 237}, 238]]. The effectiveness of the attack can be further amplified by running
multiple beacon injection rounds. In some implementations, beacons also act as a
trigger for their corresponding ad to be displayed. This provides additional control to
the adversary who can now directly influence the ads shown to the user’s device. For
example, malicious parties could use this side-effect to launch targeted malvertising
campaigns [239, 240]]

As in previous attacks, the bandwidth constraints of the ultrasonic channel [94]
make it impractical to deploy on-channel authentication and/or replay-prevention
mechanisms. With this knowledge, solutions should be sought in other parts of the

ecosystem (e.g., smartphone’s operating system).

5.4 Information Flow Control Mechanisms

We now discuss potential solutions to the security and privacy issues identified
earlier, and evaluate their effectiveness and applicability. A jamming device emitting

ambient ultrasonic noise may appear as a straightforward way to prevent ultrasonic
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tracking but such a solution has several drawbacks (e.g., contributes to noise pol-
lution, impractical to carry at all times). Instead, we propose two immediately
deployable security mechanisms designed to mitigate the leakage risk for browser
and smartphone users, while still retaining any ultrasonic-related functionality (if
the user chooses so). Moreover, we propose a new OS-level API that would enable
developers to implement ultrasound-based mechanisms without having to request

full access to the microphone, thus abiding by the principle of least privilege.

5.4.1 Ultrasound-filtering Browser Extension

We develop an extension for the Google Chrome browser that filters out all ultra-
sounds from the audio output of the websites loaded by the user. Instead of simply
detecting beacons, the extension proactively prevents webpages from emitting in-
audible sounds and completely thwarts unsolicited attempts to stealthily broadcast
beacons (unless the user opts to allow the specific tab to emit ultrasounds).

From a technical perspective, the extension mediates all the audio outputs of
the page and filters out the frequencies that fall within the range used by inaudible
beacons. To do this, each time a new webpage is loaded, a JavaScript snippet is
inserted and executed in the page. The snippet uses the Web Audio API, which is
part of the HTMLS specification. This API models all the audio modules of the
page as AudioNodes. An AudioNode can be an audio source (e.g., an embedded
YouTube video), an audio destination (e.g., the speakers) or an audio processing
component (e.g., a low-pass filter). HTMLS also introduces the concept of audio
graphs, where different AudioNodes are linked together to create a path from the
audio source to the audio destination. This path can be arbitrarily long and may
include multiple filters that process the signal before it reaches the destination node.

Our extension uses the AudioNode’s linking capabilities and prepends a new
filter before the audio destination of the page. More specifically, upon execution,
the snippet generates a high-shelf filter AudioNode and sets its base frequency
and gain to 18kHz and -70db respectively. As a result, the filter attenuates all the
frequencies above 18kHz, while leaving lower frequencies unaltered. Subsequently,

the snippet identifies all the audio sources of the page and modifies the audio graph
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so that their signal passes through the high-shelf filter before it reaches the speakers.
From this point on, any audio played by the page is first sanitized by the high-shelf
filter and then forwarded to the system’s speakers. This procedure happens in real-
time and it has minimum impact on audible frequencies. Our extension provides
additional settings that allow the user to adjust the filter’s parameters so as to optimize

the coverage to their needs.

5.4.2 Android Ultrasound Permission

We now outline a modification to the Android OS that realises a filtering mechanism
for the Android permissions system used by the apps. In particular, we extend
Android and expose new functionality that allows users to selectively filter out high-
frequencies from the signal captured by the smartphone’s microphone. Our idea is
to provide two microphone permissions: one for accessing the audible part of the
spectrum and an additional one that allow access to the inaudible, high-frequency
(i.e., ultrasonic or near-ultrasonic) parts too. This separation forces apps to clearly
communicate their intention to capture inaudible emissions during the installation of
the app, thus ensuring that the user is informed.

To achieve this, we modify the Android OS and extend the existing permission
RECORD_AUDIO. An app that needs to record audio from the microphone can now
selectively request only for the RECORD_AUD IO permission, whereas an ultrasound-
enabled app will have to also request RECORD_ULTRASOUND_AUDIO that provides
access to the higher frequencies too.

Since the vast majority of apps does not require access to the high-frequency
parts of the spectrum, we believe that the any request for access to higher-frequencies
could indicate that a more careful inspection of that app (by the app store) is needed.

The implementation of this new permission requires the modification of two
Android Open Source Project (AOSP) parts. First, we define a new permission,
which is done by modifying an OS configuration ﬁleE] The second modification

relates to the AudioFlinger component. AudioFlinger is the main sound server in

In AOSP, the file is found under the following path:
./base/core/res/AndroidManifest.xml.
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Android: when an app wants to obtain a data read from the microphone, the app
communicates through the Binder Inter-process communication (IPC) mechanism
with the AudioFlinger component. This component, in turn, reads the data stream
from the kernel sound driver (e.g., ALSA, OSS, custom driver) and makes the content
accessible to the requesting app (again through the Binder IPC mechanism).

Our modification in the AudioFlinger component implements the following
logic. Consider an app that wants to acquire data from the microphone. If this app has
both the RECORD_AUDIO and the RECORD_ULTRASOUND_AUDIO permissions,
then the stream is not modified in any way. However, if the requesting app does not
request the RECORD_ULTRASOUND_AUDIO permission, our patched AudioFlinger
would filter out frequencies above a certain threshold. The filter implemented by our
current prototype is a standard low-pass filter that attenuates signals with frequencies
higher than the cutoff frequency (i.e., 18,000 Hz). Our current implementation filters
sound in the time domain and can operate in real-time as it only requires a few bytes
of extra memory. Furthermore, our patch is not invasive and comprises less than one

hundred lines of codes.

5.4.3 Standardization & uBeacon API

The countermeasures proposed above can significantly reduce the likelihood of
leakages giving end-users better control of their devices. However, such application-
agnostic filtering mechanisms can also potentially interfere with benign use cases.
For this reason, we argue for the standardization of an ultrasound beacon format and
envision a new OS-level API that implements in a single, trusted place the logic for
detecting, decoding and emitting uBeacons.

The first step towards this goal is to specify the format and structure of ultrasonic
beacons. Based on this specification, an API for handling uBeacons can be then
designed and implemented. Such an API should expose calls for: (1) uBeacon
discovery and capturing, (2) uBeacon decoding and integrity validation, and (3)
uBeacon generation and broadcasting. We note that a similar API for Bluetooth low
energy (BLE) beacons is already used in Android [211} 212, 213]].

From a technical perspective, such an API would require a privileged process
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(e.g., a system process on Android) that realises and exposes the relevant uBeacon
functionality. This would eliminate the need for apps to gain direct access to the
device’s microphone and would instead require access only to the relevant functions
of the API. Besides protecting end-users from eavesdropping developers, apps would
no longer need to request a security-sensitive permission (i.e., microphone access),
thus avoiding being labeled as “potentially malicious”. Moreover, such an API
would allow for a central point in the operating system that keeps track and monitors
all ultrasound-related activity (e.g., provide a full list of beacons captured). By
delegating the task of monitoring and capturing uBeacons to the operating system,
we improve the transparency of the ecosystem’s operations and ensure that the user

can easily enable and disable the channel.

In order to enforce the use of such an API, the ultrasonic spectrum must be
accessible only to privileged components of the system. To achieve this, the system
module handling the microphone should filter out ultrasonic frequencies by default
and the user should be able to grant access to that part of the spectrum on a per-app
basis. Our Android filtering countermeasure presented earlier, shows how such a

feature can be technically realised.

As third-party apps would never get direct access to any signal in the ultrasonic
spectrum (even when requesting the microphone permission), it would not be possible
for developers to use beacon formats that do not abide by the standard. If a non-
standard beacon is captured, the system’s parsing process will fail to decode it and
return an error. Such an API could prevent the attacks outlined in Section [5.3] as
it would allow users to keep the channel disabled permanently or during privacy-
sensitive tasks. This functionality can be easily exposed through a central switch,

similar to that of Bluetooth or Wifi.

5.5 Tracking the Ecosystem

To better understand the evolution of ultrasound-enabled frameworks and relevant
technologies over time, we now discuss developments that followed our initial study

of the ecosystem [15]]. Our initial study took place in 2016 when we identified
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several companies developing solutions based on ultrasonic beacons. Since then, we
kept track of the adoption of ultrasonic beacons and conducted periodic searches for
Android apps that use the SilverPush framework. In 2016, we identified approxi-
mately 100 Android apps that used the SilverPush framework, which was also in line
with the findings of other sources [241]]. The download counts for the most popular
of these apps ranged from several hundreds thousands to a few millions (e.g., [242]).
In subsequent searches, we observed that the number of applications incorporating
the specific framework declined. At this stage, the decline was likely due to both
the community backlash forcing developers to remove the framework from their
apps (243, 244, 245, 221]]. Moreover, Silverpush reportedly withdrew its product
from the US market and the framework steadily declined further in popularity in all
markets until it was discontinued in 2017. This was also indicative of a change in
the whole ecosystem as most companies moved from offering tracking products into

device pairing, payment products and indoor navigation.

On the standardization side, our proposal for more fine grained control over
the audio channel in Android has not been implemented. However, Android 11
introduced “one-time” permissions that make monitoring the audio spectrum on the
background considerably harder [246]]. In particular, the user has now the option
to grant a permission “Only while using the app” which allows apps to use the
microphone only while the app is in the foreground or has a foreground service that

18 visible to the user.

A detailed list of companies and frameworks participating in the ecosystem can
be found in [247]], where City Frequencies maintain an frequently updated report

(last updated May 2021).

5.6 Conclusions

This chapter evaluated the privacy and security aspects of the ultrasonic communi-
cations channel. In particular, we found that the lack of fine-grained permissions
in mobile devices, combined with poorly implemented communication protocols

can expose users to a series of privacy attacks. Such attacks range from leakage of
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sensitive user information to targeted deanonymization campaigns against anonymity
network users. Such networks aim to provide stronger privacy guarantees compared
to browsing over TLS, which we studied in Chapter 4, Despite this, they are also
vulnerable to fingerprinting attacks (Section [3.1]) and, as we saw in this chapter, side-
channel attacks where an adversary exploits one application or channel to breach the
security properties of another.

The latter attack vector is particularly difficult to address as the inter-
connectivity of modern systems and the multitude of apps hosted on a single device
make accurate threat modeling complex. In the case of ultrasonic communications,
many of the issues identified were due to the immaturity of the protocols and we
observed a self-correction in the ecosystem over time. Countermeasures at the
operating-system level (e.g., OS-controlled APIs) have the potential of mitigating
such leakages and their exploitation even if the app developers do not have access to
the channel directly. A similar approach was used in Bluetooth Low Energy where
the channel is managed exclusively by the OS.

In the following chapters, we move our focus on leakages that affect the physical
layers of the computing stack. Such leakages concern most devices that handle
sensitive keys including Internet servers and traffic relaying nodes. We first study
how modern machine learning techniques can contribute to the detection of leakages

in that context (Chapter[6]) and then investigate designs for leakage-tolerant systems

(Chapter [7).



Chapter 6

Hardware Side-Channels

In Chapters ] and 5 we treated networked devices as monolithic components that
could reliably protect secrets and information. On that basis, we examined the impact
of leakages in communication channels (e.g., ultrasonic communications, secure
connections through the Internet) and showed that security and privacy shortcomings
can be utilized by passive and active adversaries.

We now switch on to the physical layer and investigate leakages in intra-device
communication channels (e.g., buses) and low-level components. Such leakages
have the potential to affect critical devices such as web servers, embedded nodes,
hardware security modules, anonymity network relays, and hardware cryptocurrency
wallets

This chapter puts forward a side-channel exploitation model and evaluates its
efficiency against a commercial ARM core that is used in both commercial products
and academic works. As in chapter d, we find that the advancements in machine
learning have significantly enhanced the analysis capabilities of the adversaries and

alleviated the need for in-depth knowledge of the protocol or system.

6.1 Introduction

Side-channel analysis enables adversaries to leak sensitive information by monitor-
ing and analyzing the physical characteristics and emanations of a cryptographic
implementation. Usually, physical observables (e.g., power consumption, electro-

magnetic emissions) of a device [248, 249] are closely related to the data accessed,
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stored or processed. Such data-based leakages compromise the device’s security
and may allow an adversary to infer the secret key or other confidential information

the device stores or operates on.

In this chapter, we focus on location-based leakages that exploit the electromag-
netic (EM) emanations which occur when certain chip components such as registers,
memory regions, storage units and their respective addressing mechanisms (control
logic, buses) access stored data. The power of the EM side-channel potentially
conveys information about the location of the accessed component, i.e. it can reveal
the particular register or memory address that has been accessed, regardless of the
data stored in it. In cases, where there is dependence between the secret key and
the location of the activated component, a side-channel adversary can exploit it to

recover the key or other sensitive information.

Unlike the well-established power and electromagnetic data leakage mod-
els [250, 251]], high-resolution EM-based location leakage remains less explored.
The main reason is the semi-invasive nature of location attacks (often requiring
chemical decapsulation), the time-consuming chip surface scanning and the lengthy
measurement procedures involved. We argue that such attacks are increasingly
relevant as they allow adversaries to circumvent established leakage protection

mechanisms [252, 253]] at a moderate, or even low, cost.

Overall, this chapter performs the first practical location-based attack on the
SRAM of a modern ARM Cortex-M4 and investigates its degree of vulnerability to
such leakages. We introduce a cipher-agnostic adversary that can make high-accuracy
inferences on the SRAM regions accessed during the execution of a cryptographic
algorithm. Our model allows countermeasure designers to gauge the amount of
experimental work an adversary would need to breach the device, as well as identify
certain security hazards and fine-tune their protection mechanisms. We find that
a sophisticated adversary can distinguish consecutive SRAM regions of varying
byte-length with high accuracy, which indicates that EM location-based leakages are
potent enough to compromise the security of AES implementations that use SRAM

lookup tables. While the adversary may not be always able to fully recover the secret
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key, they can significantly reduce the number of key candidates.

6.2 Threat Model

We assume a secure chip that stores sensitive information or secrets in its memory and
an adversary who aims to extract as many bits, as possible. For example, for a device
that implements a key-dependent cipher operation using lookup tables [254, 255],
the adversary aims to infer which parts of the table were active and in which order, so
as to recover the key. Such lookup tables (LUTs) are commonly used to implement

the substitution-boxes for symmetric key algorithms (e.g., AES, DES).

The adversary has full physical access to the chip, and is capable of passive (e.g.,
measurements through microprobes) and semi-invasive (e.g., die etching) attacks
with an upper equipment cost of ~$30,000. This cost is moderate as power analysis
attacks that exfiltrate information based on the chip’s power consumption (e.g., [256])
require up to ~$5,000. We do not consider high-cost invasive attacks (e.g., Focused
Ion Beam) [257]. Such a scenario is relevant to various adversarial settings such as
key extraction attacks against cryptocurrency hardware wallets [258]], Internet-of-
Things devices [259], embedded TLS deployments [260] and confiscated anonymity

network nodes.

Moreover, the adversary can execute instructions that involve memory accesses
but cannot use them to retrieve information through any channel other than the EM
emanations of the chip. Importantly, the adversary is able to calibrate their equipment
and optimize their attacks (e.g., build a leakage template) on the same chip they
intent to breach. This is a common assumption in the side-channel attacks literature
(e.g., [261]) as it considers the worst-case scenario for the defender (i.e., best-case

for the adversary).

In practice, most adversaries will not be able to build their profiles on the same
physical chip they aim to attack but will be able to obtain another instance of the
exact same chip model. It is thus likely that the accuracy of the adversary’s leakage
templates will be reduced due to the (minor) physical differences between the two

chips. However, from the defender’s perspective, these physical differences cannot
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provide reliable protection as they are mere artifacts of the fabrication process. As
a result, it is common practice to assume perfect template transferability between
chips of the same model, even if it is not always the case. The problem of template

transferability across different chips has been studied in other past works [262].

6.3 Experimental Setup & Dataset

Our measurement setup consists of a Riscure Pinata board EI featuring a decapsulated
STM32F4171G System on Chip (SoC) by ST. The STM32F417IG embeds an ARM
32-bit Cortex-M4 CPU clocked at 168 MHz fabricated using 90 nm technology and
features 1,024 KB of Flash and 196 KB of RAM.

The Cortex-M4 core is commonly used in works investigating side-channel
attacks [263}, 264, 265, [266] as well as implementation of classic and post-quantum
algorithms. For example, the official implementations of SIKE [267,, 268] and
the pgm4 [269] post-quantum cryptography software library target this family
of micro-controllers. Besides these, Cortex-M4 has found application in various
other use cases involving key management such as a cryptocurrency hardware wal-
let [270} 258, |271], Internet of Things cryptography [259] and TLS deployments on
constrained ARM processors [260]. While our experiments are conducted only on
the STM32F4171G SoC, our findings likely transfer to other SoCs from the same
family or even SoCs from other manufacturers.

The decapsulated chip surface (roughly 6 mm? ~ 2.4 mmx 2.4 mm) is scanned
using an ICR HH 100-27 Langer microprobe with diameter of 100 um (approxi-
mately 0.03 mm?). The decapsulated SoC on the Pinata board is shown in Figure
and the Langer microprobe in Figure 6.2

The scan is performed on a rectangular grid of dimension 300, resulting in
300 x 300 measurement spots. The near-field probe is moved over the chip surface
with the assistance of an XYZ-table with positioning accuracy of 50 um. At every
spot of the scan grid, a single measurement is performed, using a sampling rate of

1 Gsample/sec while traversing the memory sequentially. This process resulted in

Uhttps://www.riscure.com/product/pinata-training-target
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Figure 6.1: The modified Riscure Pinata board with the decapsulated STM32F417IG SoC.

Figure 6.2: For our measurements, we used the ICR HH 100-27 Langer microprobe with a
diameter of 100 um.



6.3. Experimental Setup & Dataset 99

Figure 6.3: The surface of the chip after removing the plastic layer. For comparison, the
approximate area of the microprobe we used for our measurements is illustrated
as a red circle (0.03 mm?).

approximately 170,000 samples per spot on the grid. Overall, a single measurement
on a specific spot of the grid produces a trace with 170,000. When probing the chip,
the adversary performs 300 x 300 measurements which produce as many traces.

Due to the complex and non-homogeneous nature of modern chips, several
types of EM emissions are present on the surface, most of which are unrelated to the
SRAM location. In this particular case study, the signals of interest were observed in
amplitudes of roughly 70 mV, so we set the oscilloscope voltage range accordingly.
In addition, several device peripherals (such as USB communication) have been
disabled in order to reduce interference. The decapsulated surface where the scan is
performed is visible in Figure [6.3| with the approximate microprobe area overlaid (in
red) for comparison.

We consider the spatial leakage emitted by the ARM Cortex-M4 SRAM, while
accessing an AES lookup table (LUT) of 256 bytes and excluding any data-based
leakages. The processor uses a 32-bit architecture, thus the 256-byte lookup table
uses 64 words (4 bytes each) which are stored consecutively in the SRAM. The
adversary aims to distinguish accesses to different LUT regions (consisting of one
or more words). Being able to infer which LUT/SRAM region was accessed can
substantially reduce the number of AES key candidates. For instance, an adversary
may template separately the leakage of all 64 words in order to reduce the possible
AES key candidates from 256 to 4. Alternatively, they can partition the LUT to two
regions (words O until 31 and words 32 until 63), profile both regions and recover

the activated 128-byte region and reduce the AES key candidates from 256 to 128.
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We fix the data in all accessed memory positions to value zero in order to
prevent any data-dependent leakage, and perform sequential accesses to the SRAM.
We opt to access the SRAM using ARM assembly instead of a higher-level language
in order to avoid compiler-induced optimizations that could alter the side-channel

behavior.

In the rest of this chapter, we use the terms “location leakage” and “spatial
leakage” interchangeably. They include leakage from both the unit itself (e.g.,
accesses cause the memory to be activated) and the addressing mechanisms involved
(e.g. leakage from the control logic of a storage unit). The adversary is usually able

to measure both types of leakage but is unable distinguish between them.

6.4 Leakage Detection

Based on the dataset we compiled, we now investigate whether ARM Cortex-M4
exhibits leakage patterns. While the mere detection of EM leakages does not nec-
essarily imply that an adversary can launch a successful region inference attack, it
provides useful information to security auditors regarding the leakage characteristics

of the device.

For our analysis, we partition our samples into two classes: The first 85,000
samples collected for each spot on the grip are labelled as class 1 and the remaining
85,000 as class 2. Intuitively, class 1 correspond to accesses in the first 2047 words
in the SRAM, while class 2 to accesses from word 2048 until word 4096. In total,
each class corresponds to 8 KB of SRAM.

We average the leakage samples from class 1 and class 2 for every position

: : 7 1 85k 7J 7 1 170k 7J
on the gI‘ld (x,y) by computing Letasst = ijzl l)g,y and leja550 = mzj‘:gsk l)g,y

respectively, and compute the difference of means ;4551 — leiass2- We, then, perform
a Welch t-test with significance level of 0.1% for every spot on the grid. The t-test
enables us to determine if location-based leakages are present.

The results are shown in Figure 6.4} which is cropped to show the specific part of
the chip surface that exhibits significant differences. We observe two regions at close

proximity (yellow and blue), where the yellow ones indicates positive difference
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Figure 6.4: Distinguishing two 8 KB regions of the SRAM with the difference-of-means.
The yellow region indicates stronger leakage from class 1 while the blue region
from class 2.

between class 1 and 2, while the blue region negative difference between class 1 and
2. To investigate this further, we performed additional chemical etching on the chip

surface in order to remove the top metal layer (Figure [6.5).

The different regions (yellow, blue) shown in Figure [6.4] are observed directly
above the chip area enclosed by the red rectangle of Figure [6.5] Interestingly, after
the removal of the top metal layer, we see that the red rectangular region contains
large continuous chip components, possibly indicating that SRAM circuitry is present
at this location. This hypothesis is corroborated by the following fact: when we
perform the difference-of-means test for 4 KB regions, the yellow and blue regions
shrink, indicating that the leakage area is proportional to the memory size that is

being activated.

The expected surface area of an SRAM component can be approximated as

nm- apijt
a =

e

where m is the number of bits in the memory region, ay;, is the area of a single-bit
memory cell and e is the array layout efficiency (usually around 70%) [272]. The
value of a;; ranges from 60042 to 100042, where A is equal to half the feature

size, (i.e. for the current device-under-test A = 0.5 * 90 nm) thus the area of a 32-bit
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Figure 6.5: Chip surface of the STM32F4171G after removing the top metal layer. The red
rectangular region corresponds to the difference-of-means plot of Figure[6.4] i.e.
it shows the location where the highest differences were observed.

word is between 55 and 92 um?. Likewise, an 8 KB region of the ARM Cortex-M4
amounts to an area of between 0.12 and 0.19 mm?, depending on the fabrication
process. Notably, this area estimation is quite close to the area of the yellow or the
blue region of Figure[6.4] (approximately half of the red rectangle). Similar spatial
characteristics have been observed by Heyszl et al. in the context of FPGA
registers.

Thus, our findings suggest that 1) there are leaky regions in close proximity,
and 2) the area of leaky regions is approximately proportional to the memory size
that we activate. In the following section, we follow up on these observations and
investigate whether classification models can be used to exploit spatial leakages and

infer the memory regions accessed.

6.5 Leakage Exploitation

In Section[6.4} we conducted a preliminary investigation that indicated the existence
of EM leakage in our decapsulated ARM Cortex M4 die. We now attempt to infer
the memory regions that were accessed so as to evaluate whether an adversary could

exploit the identified EM leakages to extract secrets from the SRAM.
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Works on side-channel attacks often assume that EM leakages follow a multi-
variate normal distribution and build their inference templates accordingly. We follow
an alternative approach and employ distribution-agnostic techniques which have been
recently shown to produce very promising results [273, 274,275,276, 277,278, 279].
We introduce two adversaries that use neural networks to analyse the spatial leakages
of the die, and we evaluate their performance under the security assumptions outlined
in Section In both experiments, we attempt to determine whether accessing
different SRAM regions in a modern ARM-based device produces distinguishable
signals. In other words, we examine the device’s susceptibility to location-based
attacks during key-dependent memory lookups, similar to AES LUT (i.e., look-up
table). We formulate this as a classification task, where the adversary determines
which class (i.e., memory region) a given EM snapshot belongs to.

As outlined in Section we collected ~170,000 EM measurements for each
of the 300 x 300 spots on the chip. We treat this dataset as 170,000 snapshots of the
chip’s emanations captured while the adversary traversed all the memory positions
sequentially (similar to the datasets from Magnetic Resonance Imaging [280]). We,
then, get versions of our dataset with varying granularity by gradually splitting the
256 bytes of the AES LUT into classes. In particular, we prepare datasets with 2, 4,
8, 16, 32, 64, 128, and 256 partitions (of 128, 64, 32, 16, 8, 4, 2, and 1 bytes each,
respectively). Each dataset is then split into training, validation and test sets with a
40-30-30 ratio. The first two sets are used for configuring and training our models,
while the testing set is used for evaluating the actual performance of the adversary

on data they have not encountered during training.

6.5.1 Transfer Learning

Before developing and customizing our own model, we evaluate the performance
of existing, state-of-the-art pre-trained neural networks. Pre-trained models are
usually large networks that have been trained for several weeks over vast datasets.
As a result, their first layers tend to learn very good, generic discriminative features.
Transfer Learning [281] is a set of techniques that, given such a pre-trained network,

repurposes its last few layers for another similar (but not necessarily identical) task.
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The objectives of our spacial identification task appear to be very close to
those of standard image classification, while our data is formulated as 300x300
grid snapshots, which makes them compatible with the input format of several
computer vision classification networks. We thus approach this as a contextual image
classification problem where the EM emanations of pixels in proximity are related.

For this first attempt at region inference, we use several state-of-the-art networks,
namely Oxford VGG16 and VGG19 [282], Microsoft ResNet50 [283]], Google
InceptionV3 [284]] and Google InceptionResNetV2 [285]]. It should be noted that the
input format of these networks is often RGB images, while our 300x 300 heatmaps
resemble single-channel, grayscale images. To address this and recreate the three
color channels that the original networks were trained for, we experiment with two
techniques; (1) we assemble triplets of randomly chosen heatmaps, and (2) we
recreate the three color channels by replicating the heatmaps of the samples three
times.

We first re-train the pretrained models for our specific tasks and then use them to
classify samples they have not encountered before. In accordance with the standard
transfer learning methodology, during the re-training we freeze the first few layers of
the networks to preserve the generic features these layers represent.

Despite various attempts and multiple hours of training, none of the aforemen-
tioned models achieved high classification accuracy. We attribute this to the nature
of our task that, despite our initial intuition, may require a substantially different set
of features. In particular, the features extracted by the pretrained models may not be

useful for our task as they were primarily generated for computer vision tasks.

6.5.2 Convolutional Neural Networks

We now evaluate the performance of a custom model that uses a convolutional
neural network (CNN) to infer the activated regions of a 256-byte, data-independent
lookup table on the ARM Cortex-M4. The architecture of our neural network and the
model’s hyperparameters were determined through trial and error on the training and
validation sets, while the test set was used to evaluate the accuracy of the final model

(Figure [6.6)). Our network is relatively small and features only three convolutional
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Parameter Value(s)

Input layer Convolutional layer: filters 8 and kernel size (3,3)
# hidden convolutional layers 2 layers: filters 4 and kernel size (4,4)

# hidden fully connected layers 2 layers: 1024 and 512 neurons

Activation for hidden layers ReLU [202]

Size of output layer # memory regions

Activation for output Softmax

Optimizer Adam Stochastic Optimizer [286]
Dropout 0.1

Learning rate 0.0001

Batch Size 512 pairs

Table 6.1: The hyperparameters (top half) and the training parameters (bottom half) of our
leakage-classification neural network.

layers, followed by three dense layers. After each layer, we use a Relu activation
unit with the exception of the final classification layer that uses softmax activation.
Table [6.1] lists the hyperparameters and the parameters of our model.

The attack success rates for the test traces for 2, 4, 8, 16, 32, 64, 128, and
256 partitions are presented in Figure 6.6} the accuracy values are 98%, 97%, 95%,
92%, 87%, 19%, 64%, and 35%, respectively. We observe that the accuracy of the
adversary is significantly higher than the success rate of a randomly choosing adver-
sary (i.e., 50%, 25%, 12.5%, 6.25%, 3.125%, 1.56%, 0.78%, 0.39%), even in the
high granularity scenario with 256 partitions. We conclude that the STM32F4171G
SoC (ARM Cortex-M4) is vulnerable to location-leakage attacks and that sophisti-
cated adversaries can substantially reduce the security level of LUT-based cipher
implementations unless appropriate countermeasures are deployed (e.g., address

randomization).

6.6 Conclusions

This chapter revisited the important, yet often overlooked, problem of location-based
leakages. Our findings demonstrate that modern STM32F4171G (ARM Cortex-M4)
dies are vulnerable to location-based attacks when operating on secrets and show

that an adversary can launch high-accuracy inference attacks using convolutional
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Figure 6.6: The blue line illustrates the testing accuracy of our leakage exploitation model
and the orange line denotes the success rate of a randomly guessing adversary.

deep neural networks. Consequently, such attacks should be considered in the threat
model of systems (e.g., cryptocurrency hardware wallets, embedded TLS-enabled
servers) that rely on this core with sensitive tasks such as key management. Moreover,
the success of the deep neural network in this task is also in line with the results
of Chapter ] where we used deep neural networks to exploit leakages in the TLS
protocol. In both cases, the attacks outperform past models, are low or moderate in
cost and do not require deep knowledge of the chip or the protocol to calibrate and
fine-tune.

From a defense perspective, our leakage modeling technique is suitable for
countermeasure designers and auditors who need to inexpensively gauge the amount
of experimental work an adversary would need to breach a device. Designers can
also use ML-based adversaries to fine-tune their protection mechanisms, provide
customized security, avoid lengthy design-evaluation cycles and capture certain
security hazards at an early stage. This allows for the time-consuming and expensive
leakage certification of the physical device to be performed at a later stage, once

any obvious defects have been already addressed. Chapter /| further expands on
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the space of possible defenses but opts for a less explored direction. Instead of
trying to detect or prevent leakages, we study designs that tolerate (i.e., retain their
security properties) leakages occurring due to vulnerable hardware components or

inter-component channels.



Chapter 7

Leakage-tolerant Systems

In the previous chapters, we discussed how adversaries can exploit intra- and inter-
device leakages to exfiltrate secrets and information. Chapters [ and [f] revisited
known problem areas, while Chapter [5| studied leakages in an emerging communica-
tions channel. Our findings highlight the impact leakages can have on end-users and
the need for robust countermeasures.

Following up on these, this chapter discusses defenses and, more specifically,
leakage-resilient system designs. Such designs complement classic leakage preven-
tion and detection techniques and alleviate the requirement for all of the system’s
components to be leakage-free. Consequently, a system can retain its security prop-
erties even when some of its core components are intentionally or unintentionally
leaky. This is particularly relevant to complex systems where it is hard or expensive

to validate the security of all of their components.

7.1 Introduction

In this chapter, we introduce Myst, a novel approach to the problem of building
trustworthy cryptographic hardware. Instead of attempting to detect or prevent
hardware trojans and errors, our proposed architecture enables a critical system
comprised of untrusted hardware components to retain its security properties, as long
as at least one of them is not compromised, even if benign and malicious components

are indistinguishable.

Many critical systems rely on high-integrity hardware to carry out sensitive
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security tasks (e.g., key generation and storage, digital signature issuance, code
signing) and to provide a protection layer against leakages and security breaches.
Such systems typically handle data for banking, communications, military, space
and other applications. In most cases, they use Hardware Security Modules, Trusted
Platform Modules and/or Cryptographic Accelerators that are designed and fabricated
under strict specifications to ensure that the final system will be both secure and

reliable.

However, manufacturers are not always able to strictly oversee all parts of their
components’ supply chains [287, 288, 289|]. For example, it is increasingly common
for components to be manufactured in overseas foundries as the constant reduction
in transistor size makes integrated circuit (IC) fabrication an expensive process for
many IC designers [290, 291, [292]. While vendors are still able to conduct some
quality control and audits of the outsourced manufacturing, those processes are not
as rigorous as those of in-house production lines. For this reason, vendors conduct
a wide array of post-fabrication tests on the finished components to find potential

faults before they are used in their products.

Post-fabrication tests are very effective in detecting common defects but do
not provide equally strong guarantees for security-related errors. For instance, in
past incidents, cryptoprocessors with defective RNG modules and hardware cipher
implementations have made it into production [293] 294]], mainstream processors
were found vulnerable to memory leakages [295} 296,296,297, 298] and smart card
chips featured leaky cryptographic algorithm implementations [[131]. Similarly, the
Intel Software Guard Extensions [299, 300, 301] failed to protect the contents of the
enclave’s memory, while critical security vulnerabilities have been also reported in
military [[118}|119], networking [120} 121] and various other applications [[122} |123]
1241 125]).

Besides unintentional defects, parts of the IC’s supply chain could be also
exposed to attacks from malicious insiders [302, 303, 287, |304]. A large body of
research works has introduced various types of hardware trojans (HT) and back-

doors that demonstrate the extent of the problem and discuss potential countermea-
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sures [[113,|114, {115,116, /117,{111} {110, 109]. In particular, the relevant literature
spans across detection techniques and more proactive prevention measures against
leaky and/or malicious circuitry. Detection techniques aim to determine whether
any errors exist in a given circuit 132,133} 134, 135]], while prevention techniques
either impede the introduction of intentional errors or assist with their detection at a

later stage [305} 141,142,143, 146].

Unfortunately, fabrication-time countermeasures come at a high manufacturing
cost [306, 142, 141]], which contradicts the motives of fabrication outsourcing and
cannot be used by vendors that rely on commercial off-the-shelf (COTS) components.
Furthermore, in the literature new hardware trojans have been repeatedly able to
circumvent state of the art countermeasures [|142] triggering an arms race that
seems favorable to the attackers [307, 142]. For instance, ICs fabricated using split
manufacturing (one of the most promising and effective prevention techniques) can
be modified to include analog malicious components (e.g., capacitors) that allow for

remotely-controllable privilege escalation and evade all known defenses [112]].

Our key insight is that by combining established privacy-enhancing technolo-
gies with mature fault-tolerant system architectures, we can distribute the trust
between multiple components originating from non-overlapping supply chains, thus
reducing the likelihood of compromises. To achieve this, we deploy distributed
cryptographic schemes on top of an N-variant system architecture and build a trusted
platform that supports a wide-range of commonly used cryptographic operations
(e.g., random number and key generation, decryption, signing). This design draws
from protective-redundancy and component diversification [150], and is built on the
premise that a single adversary could compromise several components (e.g., a state
actor compromising the processors and communication controllers fabricated in a
country). However, unlike N-variant systems, instead of replicating the computations
on all processing units, Myst uses multi-party cryptographic schemes to distribute
the secrets so that the individual components hold only shares of the secrets (and not
the secrets themselves), at all times. Thus, as long as one of the components remains

honest, the secret cannot be reconstructed or leaked.
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Our proposed architecture is suitable for high-assurance system vendors who
design in-house but outsource the fabrication of some of their ICs and vendors who
rely exclusively on commercial components. The former category has increased
control over the IC design and could even combine our design with existing detec-
tion [136,|137,|138|] and prevention techniques [141, 142,143 144]. On the other
hand, vendors that use only COTS components have limited control over the ICs
themselves but can mitigate the risks by diversifying their suppliers (i.e., multiple
non-overlapping supply chains).

Overall, this chapter outlines how cryptographic schemes can be combined with
N-variant system architectures to build high-assurance systems and introduce a novel
distributed signing scheme based on Schnorr blind signatures. We demonstrate the
practicality of the proposed architecture by building a custom board featuring 120
highly tamper-resistant ICs, featuring secure variants of random number and key
generation, public key decryption and signing. Through a series of experiments, we
find that diversified system designs can achieve strong resilience to breaches while
remaining competitive in terms of throughput and latency. Our implementation is
based on (n,n) secret-sharing but can be easily generalised to (t,n) schemes. Follow
up works have further enriched both the list of cryptographic schemes supported but

also expanded the concept of component diversification [308].

7.2 Threat Model

We assume an adversary who is capable of introducing intentional errors (e.g., a
hardware trojan, a backdoor) to hardware components (e.g., integrated circuits). To
do that, the adversary needs to be able to breach at least one point of the component’s
supply chain. Consequently, given several components with non-overlapping supply
chains (e.g., manufactured at different fabrication facilities, locations and by different
vendors), for the adversary to compromise all of them, they need to breach at least

one point in every one of the chains involved.

Upon introducing the malicious circuitry, the component is assumed to be fully

controlled by the adversary with full access to the memory contents (e.g., private
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keys), the execution stack and every other functionality available (e.g., the operation
of the random number generator). The adversary is also able to remotely connect and
transfer data to and from the component. This can be done through a side-channel
(e.g., RF [309]], acoustic [310] or optical [311]] channels) or other means. They are
also able to exfiltrate information from the device’s buses and the channel controller,
as well as interfere with the communication between the different components.
We also assume that any component compromised by the adversary is completely
indistinguishable from benign/non-faulty ones.

For the development and the provisioning of the system, we assume a trusted
software developer that builds and signs the applications to be run on the proces-
sors. The integrity of the source code can be ensured though standard high-integrity
software development practices (e.g., security audits, public code repository trees,
deterministic builds). The system operator is trusted to choose components and
initialize the device so as to minimize the likelihood of compromises (e.g., compu-
tation quorums from diverse components). Finally, the users’ computers may be
compromised by the adversary and may submit malicious service requests to the

device or leak secrets stored there.

7.3 System Overview

We now introduce our proposed system which draws from fault-tolerant designs
and N-variant systems [312} [150]. It is illustrated in Figure and has three main
components: (1) the remote host, (2) the untrusted controller, and (3) the processing
integrated circuits. The design is based on the thesis that given a diverse set of k
components sourced from k untrusted suppliers, a trusted system can be built, as
long as at least one of them can be assumed to contain no errors. Alternatively, our
architecture can tolerate up to 100% compromised or defective components if it

holds that two or more non-colluding adversaries control them.

Processing ICs. The ICs form the core of Myst as they are collectively entrusted to
perform high-integrity computations and provide secure storage space. The ICs are

programmable processors or microprocessors. They have enough persistent memory
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Processing ICs IC Controller Host
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Figure 7.1: Overview of Myst’s design, featuring all the integral components and commu-
nication buses. The gray area represents the cryptographic device, featuring
several untrusted cryptographic processors (ICs). During the provisioning phase,
the operator configures the individual ICs. Thereafter, the users (Host) interact
with the device through the controller who coordinates and exposes all the
available cryptographic operations.

to store keys and they feature a secure random number generator. Protection against
physical tampering or side-channels is also desirable in most cases and mandated by
the industry standards and best practices for cryptographic hardware. For this reason,
our prototype (Section is comprised of components that verify to a high level
of tamper-resistance (i.e., FIPS140-2 Level 4) and expose a reliable random number
generator (i.e., FIPS140-2 Level 3). There must be two or more ICs, of which at
least one must be free of errors. We define this coalition of ICs as a quorum. The
exact number of ICs in a quorum is determined by the operator depending on the

degree of assurance needed (see also Subsections [7.3.2] and [7.6).

IC controller. The controller enables communication between the ICs and exposes
the device’s functionality to the users. It manages the bus used by the processing ICs
to communicate with each other and the interface that receives the users’ requests.

As a minimum, it should support the following communication modes:
% Unicast, IC-to-IC: an IC sends instructions to another IC (and receives its
response).

% Broadcast, IC-to-ICs: an IC broadcasts instructions to all other ICs (and

receives their responses).
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% Unicast, Host-to-1C: a remote client sends commands to a specific IC (and

receives its response).

% Broadcast, Host-to-ICs: a remote client broadcasts commands to all ICs (and

receive their responses).

The controller is also an IC and is also untrusted. Thus according to our threat
model (Section it may drop, modify or forge packets, in order to breach the

device’s integrity. It may also collude with one or more of the processing ICs.

Operator. The operator is responsible for setting up the system and configuring it.
They source the ICs and make sure the quorums are as diverse as possible. Moreover,
the operator determines the size of the quorums and sets the security parameters of
the cryptosystem (Section[7.4)). They are assumed to make a best effort to prevent

compromises and may also be the owner of the secrets stored in the device.

Remote Host. The remote host is controlled by the user(s) and is connected to the IC
controller. It allows users to submit requests and retrieve the results. The remote host
can be any kind of computer either in the local network or in a remote one. In order
for a request to be services by the processing ICs, the host must provide proof of its
authorization. For instance, the requests could be signed with a public key associated
with the user’s identity (e.g., certificate by a trusted CA). More specifically, each
request is comprised of the following information: 1) the operation requested, 2) any
input data, and 3) the authorization signature (see also Section . As, we will
discuss in Section [7.3.1)), a compromised host may allow an adversary to use the
device to perform cryptographic operations but would not enable the extraction of

any secrets.

Communication Channels. At the physical level, the processing ICs, the controller
and the users’ hosts are connected through buses and network interfaces. As dis-
cussed in Section the adversary is able to eavesdrop on the buses of the device
and tamper with their traffic (e.g., inject or modify packets). We use established cryp-
tographic mechanisms to ensure the integrity and confidentiality for the transmitted

data. All unicast and broadcast packets are signed using the sender IC’s certificate,
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so that their origin and integrity can be verified by the recipients. Moreover, in
cases where the confidentiality of the transmitted data needs to be protected, we use

end-to-end encryption between the communicating parties.

7.3.1 Access Control

Access Control (AC) is critical for all systems operating on confidential data. In
Myst, AC determines which hosts can submit service requests to the system, and
the quorums they can interact with. Despite the distributed architecture of Myst,
established AC techniques can be easily applied on a per-processor basis. Each IC
is provided with a list of public keys of the hosts/users who are allowed to submit
service requests. Optionally, this list may distinguish between hosts that have full
access to the system and hosts that may only perform a subset of the operations.
Once a request is received, the IC verifies the signature of the host and ensures that
the public key is in the AC’s list. The system’s operator is responsible for configuring
each quorum (i.e., size k, ICs participating) and initializing the processing ICs with
the AC list. For example, the list could be initialized and distributed during the
provisioning phase, and updated periodically when storing a secret or generating
a new key pair. This is a critical procedure, as if one of the hosts turns out to be
compromised, the device can be misused in order to either decrypt confidential
ciphertexts or sign statements chosen by the adversary. However, the private keys
stored in the quorum’s ICs will remain safe as there is no way for the adversary
to extract them (unless they use physical-tampering, which our prototype is also

resilient against, Section(/.5.1J).

7.3.2 Reliability Estimation

In the case of cryptographic hardware, in order for the operator to decide on the
threshold k and the quorum composition, an estimation of the likelihood of hardware
errors 1s needed. For this purpose, we introduce k-folerance, which, given ICs from

k supply chains, estimates the probability of their quorum being secure:

Prlerror]; (7.1

=

Pr[secure] =1 —
i=1
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where, k denotes the number of ICs in the quorum and Prlerror|; the probability
that IC i is defective. It is important to note, that this metric assumes that the compo-
nents have non-overlapping supply chains and thus the probabilities of introducing

errors are independent.

As there is no commonly accepted way of evaluating the likelihood of errors
for a supply chain, the specific values largely depend on the information and testing
capabilities the device’s vendor has at their disposal. For instance, hardware design-
ers that use split manufacturing [|141, |142, |143]] can estimate the probability of a

backdoored component using the k-security metric [|313].

On the other hand, COTS vendors cannot easily estimate the probability of a
compromised component, as the security level at the fabrication facility is not always
known. Despite that, it is still possible for them to achieve very high levels of error
and backdoor-tolerance by increasing the size of the quorums and sourcing ICs from

distinct facilities (i.e., minimizing the likelihood of overlapping supply chains).

7.4 Secure distributed protocols

In this section, we introduce a set of protocols that leverage the diversity of ICs
in Myst to realize standard cryptographic operations on sensitive keying material.
Our cryptosystem is comprised of a key generation operation (Section [7.4.1)), the
ElGamal [314] encryption operation (Section[7.4.2), distributed ElIGamal decryption
(Section [7.4.3)) and distributed Schnorr [315] signature issuance (Section[7.4.5)). For
operational purposes, we also introduce a key propagation protocol that enables
the distribution of secret shares between non-overlapping quorums (Section [/.4.6)).
These operations are realized using interactive secret-sharing protocols that rely
on standard cryptographic assumptions over elliptic curve groups. The security
guarantees of the protocols are those of secret-sharing schemes and are presented in
detail in Section

The ICs are initialized with the domain parameters T = (p,a,b,G,n,h) of the

elliptic curve to be used, where p is a prime specifying the finite field IF,, a and b
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are the curve coefficients, G is the base point of the curve with order n, and # is the
curve’s cofactor. This initialization procedure is further discussed in the Section|/.6.7

and must be completed prior to the execution of any protocol.

7.4.1 Distributed Key Pair Generation

The distributed key pair generation operation enables multiple ICs to collectively
generate a shared public and private key pair with shares distributed between all
participating ICs. More formally, a guorum Q of k processing ICs can collectively
generate: 1) a random secret x which is an element of a finite field, and 2) a public
value Y4, = x- G for a given elliptic curve point G. At the end of the protocol, each
IC in Q holds a share of the secret x, denoted as x; and the public value Y,4,. In the
presence of leaky processing ICs, none of the ICs have access to the full private key
at any point. Given the produced public key, the remote host and anyone else can
encrypt plaintexts or verify signatures produced by the device.

We opt for a threshold scheme that offers the maximum level of confidentiality
(t-of-t, k = t), shown in Figure However, there are numerous protocols that
allow for different thresholds, such as Pedersen’s VSS scheme [316,[317,318|]. The

importance of the security threshold is discussed in more detail in Section [7.6.4

Algorithm 7.4.1: TripletGen: Generation of a pair x; — ¥; along with the
corresponding zero-knowledge proof of knowledge (k;) of the discrete
logarithm x; of ¥;.

Input :The domain parameters A
Output : An element triplet (x;,Y;, k;)
1 x; < Rand(1)
2 Yi—x-G
3 ki < Sign, (V;)
4 return (x;,Y;, k;)

The execution of the protocol is triggered when an authorized host sends a
service request (@). Upon receiving the request, each member of Q runs Algo-
rithm[7.4.1|and generates a triplet consisting of: 1) a share x;, which is a randomly
sampled element from Z,, 2) an elliptic curve point ¥;, and 3) a zero-knowledge

proof of knowledge for the discrete logarithm x; of Y;, denoted k; (®). The proof-of-
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Figure 7.2: The interaction between the different participants during the execution of the
distributed key pair generation protocol.

knowledge component (k;) is necessary so as to prevent malicious processing ICs

from launching rogue key attacks [319].

Algorithm 7.4.2: ProofVerify: Checks Y;, against their respective proof-
of-knowledge k;.
Input :A list of the public key shares Y, and a list of the corresponding
proofs-of-knowledge K
Output : Bool: Success/Failure
1 forie {1, |Y|} do
if SignVerify(Y;, k;) # True then
| return False
return True

= W N

Then, the members perform a pairwise exchange of their ¥; shares and their
corresponding k; (). Once each member of the quorum receives shares from every
other member, it executes Algorithm[7.4.2]to verify the validity of the shares they
received (@). If one or more proofs-of-knowledge fail the verification, then the
member infers that an error (either intentional or unintentional) occurred and the

protocol is terminated. Otherwise, if all proofs are successfully verified, the member
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executes Algorithm (®) and reports it to the remote host (®). The host accepts

Ya4, as valid, if all the ¥,¢, received by all the ICs match.

Algorithm 7.4.3: ShareAggr: Aggregates elements in a set of shares
(e.g., Elliptic Curve points, field elements).
Input :Set of shares Q
Output : The aggregate of the shares g
1 g<+0
2 for g; € QO do
3| g« q+a
4 return g

7.4.1.1 Replacing ZKP with Commitments

The above protocol (Figure can be also realized using cryptographic commit-
ments instead of zero-knowledge proofs. In principle, the ZKP version is more
efficient as commitments require two rounds of communication i.e., one round where
everyone ‘“‘commits” to their public key share and another where all the parties
“open” their commitments. In contrast, zero-knowledge proofs enable the members
to broadcast their share Y; and prove knowledge of its discrete logarithm within a
single communication round.

Interestingly, in practice, a commitment-based protocol may have a lower ex-
ecution time than a ZKP-based protocol, despite the fact that the former involves
an additional round of communication. This is due to the complexity of the cryp-
tographic operations required by the ZKP and the bit length of the information
transmitted. Section details one such case and compares the runtimes and the
bit lengths of the two approaches.

To modify the protocol to use commitments (instead of zero-knowledge proofs),
we first need to adapt Algorithm to generate a commitment ¢; to Y;. This
commitment replaces the zero-knowledge proof k; in the triplet generated (Algo-
rithm [7.4.4). Then, each member shares the commitment ¢; with the rest of the
quorum’s members, while keeping the private key share x; secret. Once all the
commitments have been exchanged, an additional pairwise exchange is performed

for members to “open” their commitments by sharing Y;. The rest of the protocol



7.4. Secure distributed protocols 120

remains the same.

Algorithm 7.4.4: TripletGen: Generation of a pair x; — ¥; along with the
corresponding commitment (c;) to the share of the public key Y;.

Input :The domain parameters A
Output : An element triplet (x;,Y;, ¢;)
1 x; < Rand(A)
2 Yi—x-G
3 ¢; < Commit(Y;)
4 return (x;,Y;,¢;)

For example, in the IC use case, the signature k; in Algorithm could be
replaced by the SHA-256 digest of ¥;. Once the triplet has been generated, the IC
broadcasts its commitment c; to the rest of the quorum. It is important, however, that
at this step the ICs exchange only their commitments without revealing their share
of public key. Once each IC has received commitments from all the other members
of the quorum, it then broadcasts its share of the public key. If the commitments
received verify correctly with the shares of the public key, the IC continues the

execution as above, otherwise it reports an error to the host and aborts.

7.4.2 Encryption

For encryption, we use the Elliptic Curve ElGamal scheme (314, 320] (Algo-
rithm [7.4.5). This operation does not use the private key and thus there is no
need to perform it in a distributed manner. It can be performed directly on the host

or remotely by any party holding the public key.

Algorithm 7.4.5: Encrypts a plaintext using the agreed common public
key.
Input :The domain parameters 7', the plaintext m encoded as an element
of the group G, and the calculated public key Y.
Output : The ElGamal ciphertext tuple, (Cy, C2).
1 74— Rand(T)
2Ci+r-G
3C < m+r-Yog
4 return (C, ()




7.4. Secure distributed protocols 121

1Cq IC, 1Cy Host

T I R C
@l Ciphertext Broadcast 4
© | AC | | AC | | AC |

@l DecShare | | DecShare | | DecShare |

@ O rmrmrimrim i A 2.

@ | AggrDec |

<m>

Figure 7.3: The interaction between the different ICs during the execution of the distributed
decryption protocol.

7.4.3 Decryption

One of the fundamental cryptographic operations involving a private key is ciphertext
decryption. In settings where the key is held by a single authority, the decryption
process is straightforward but assumes that none of the components involved are
compromised. Myst alleviates this requirement by distributing the decryption process

between k distinct processing ICs that hold shares of the key (Figure[7.3)).

The protocol runs as follows: Initially, the host broadcasts the decryption
instruction along with the part of the ElGamal ciphertext C; to the processing ICs
(@). Upon reception, the ICs first verify that the request is signed by an authorized
user (M), and then execute Algorithm to generate their decryption shares A;
(®). Once the shares are generated, they are signed by their respective ICs, get
encrypted under the host’s public key and are sent back to the host (@). Once the
host receives k decryption shares, executes Algorithm to combine them and
retrieve the plaintext m (@).

It should be noted that during the decryption process, the plaintext is not revealed
to any other party except the host, and neither the secret key nor its shares ever leave

the honest ICs. An extension to the above protocol can also prevent malicious
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Algorithm 7.4.6: DecShare: Returns the decryption share for a given
ciphertext.
Input :A part of the ElGamal ciphertext (C}) and the IC’s key share x;.
Output : The decryption share A;, where i is the IC’s uid.
1 A+ —x;-Cj
2 return A;

Algorithm 7.4.7: AggrDec:Combines the decryption shares and returns

the plaintext for a given ciphertext.
Input :The ElGamal ciphertext C; and a set of decryption shares A.
Output : The plaintext m.

1 D+0

2 forA; € Ado

3 | D« D+A;

4 m<— (Cz + D)

5 return m

ICs from returning arbitrary decryption shares, by incorporating a non-interactive

zero-knowledge proof (ZKP) [|321] in the operation output.

7.4.4 Random String Generation

Another important application of secure hardware is the generation of a random
fixed-length bit-strings in the presence of active adversaries. The key property of
such systems is that errors (e.g., a hardware backdoor) should not introduce bias in
the generated bitstring. The implementation of such an operation is straightforward.
The remote host submits a request for randomness to all the processing ICs of the
quorum. Subsequently, each IC independently generates a random share b;, encrypts
it with the public key of the host, and signs the ciphertext with its private key. The
host receives all the shares, combines them to retrieve b and then uses an one way

function (e.g., SHA3-512 [322]) to convert b to a fixed length string.

7.4.5 Signing

To issue digital signatures, we introduce a multi-signature variant of the Schnorr
signature scheme [323]], which has also similarities with the construct in [324]]. This
scheme enables a quorum to collectively sign a single message (the private key

remains distributed across the different processing ICs) and allows for easy signature
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verification just with the aggregate public key (¥,¢¢). The main difference of our
setup with the majority of the related works on multisignatures (325,326, 327, 328,
324/,1329] is that we can rely on the host to act as an aggregation and storage point
(although not a trusted one). This reduces the communication complexity of our
protocol as it enables us to replace rounds of pairwise communication between the
processing ICs with simple unicast transmissions from all the ICs towards the host.

As discussed in Sections and[7.3.1] the host can be fully compromised by
the adversary. It is thus possible for an adversary to issue malicious service requests
(e.g., for decryption or document signing). Electronic authentication methods such
as multi-factor authentication could help reduce the risk of such breaches but this
goes beyond the scope of this chapter. In our current design the device has no way
of distinguishing between a honest host and a compromised one. However, even in
the case of a fully compromised host the adversary should not be able to extract any

secret shares from the processing ICs.

Algorithm 7.4.8: SigShare: Returns the signature share of the IC for a
given plaintext and index j.

Input :The digest of the plaintext to be signed H(m), the IC’s private key
of x; and secret s, an index j, and the aggregated random EC point
R;.
Output : The signature share tuple (o}, €;)
1 &) ¢ Hash(R;|[Hash(m)||)
2 rjj & PRF; ( ] )
3 0jj<Fij—Xi&jf mod n
4 return (Gij,ej)

Before the execution of the protocol, all k processing ICs cooperate to generate
a public key y (using the distributed key generation operation, Section [/.4.1)) and
each store securely their own share x;. Let PRF;(j) be a pseudorandom function
with key s that takes j as input and instantiates it as Hash(s||j). Each IC generates
a secret s for the PRF and stores it securely. Once these have been completed, the
signing protocol can be executed. The protocol is comprised of the caching and
signing phases.

In the caching phase (Figure [7.4)), the host queries each of the processing ICs
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for random group elements R;;, where i is the id of the IC and j a monotonically
increasing request counter (@). Upon receiving the request, each IC verifies that the
host is authorized and then applies the keyed pseudorandom function on the index
Jj to compute r; j = PRF;(j) (®). The IC then uses r; j to generate a group element

(i.e., an EC Point in our case) as such R;; = r; ;- G (®), and returns it to the host.

The host uses Algorithm[7.4.3|to compute the aggregate of the group elements
(R;) and stores it for future use (@). It should be noted that the storage cost for R; is
negligible: for each round the host stores only 65 Bytes or 129 Bytes depending on
the elliptic curve used (for R;) and the corresponding round index j. This allows the
host to run the caching phase multiple times in order to generate a list of random

elements that can be used later.

The signing phase (Figure [/.5)) starts with the host sending a Sign request to
all processing ICs (@). Such a request includes the hash of the plaintext Hash(m),
the index of the round j, and the random group element R; corresponding to the
round. Each IC first verifies that the host has the authorization to submit queries
(®) and that the specific j has not been already used (®). The latter check on j is
to prevent attacks that aim to either leak the private key or to allow the adversary
to craft new signatures from existing ones. If these checks are successful, the IC
executes Algorithm[7.4.8|and generates its signature share (®). The signature share
(0ij,€;) is then sent to the host (®). The host can combine all the shares o;; for the

same j using Algorithm [7.4.3|to recover o, thus obtaining the aggregate signature
(0),€j) (®).

The security proof of this protocol can be found in [[13]. To verify the produced

signature, a recipient of ((m, j), 0,€) can check if it holds that
€ == Hash(R||Hash(m)||j)

,where R=0-G+¢€-Y.
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Figure 7.4: The interaction between the different actors during the caching phase of the
distributed signing protocol.
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Figure 7.5: The interaction between the different actors when issuing a multi-signature
based on cached randomness.

7.4.6 Key Propagation

In cases where more than one quorum is available, it is useful to enable them all to

handle requests for the same public key. This is of particular importance for both the
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system’s scalability and availability, as we further discuss in Sections and[7.6.5]

respectively.

Once a quorum Q; has generated its public key Y (Section [7.4.1)), the operator
can specify another quorum Q» that is to be initialized with shares for Y. For this
purpose, each member g; of Q) splits its secret x; in |Q»| shares and distributes
them to the individual members of Q,. To do that g; follows the secret sharing
method shown in Algorithm [7.4.9]but any ¢-of-¢ secret sharing scheme proposed in
the literature [330, 331}, 316]] would do.

Algorithm 7.4.9: SecretShare: Returns a vector of shares from a secret.

Input :The domain parameters 7', a secret s which is to be shared, and
the number of shares k.

Output : A vector of shares v

1 for(i=0tok—2)do

2 | Vli] < Rand(T)

3 Wlk— 1]« (s —V[1] = Vs[2] — ... = Vs [k — 2])

4 return v

Once all members of Q, receive |Q;| shares, each one of them individually
combines them to retrieve their share of the secret xﬁ. To obtain xf, a member
simply aggregates the incoming shares modulo p (p was provided with the domain
parameters 7). An additional benefit of such a scheme is that it enables a device to

support quorums of varying sizes (i.e., |Q1] # |Q2|).

It should be also noted that the straightforward approach of having each member
of g1 send their share of x to a member of g, is insecure, as malicious members from

Q1 and Q> could then collude to reconstruct the public key.

7.5 Implementation

We now provide the implementation details of our Myst prototype. We first examine
the components and capabilities of our custom hardware platform and subsequently

we focus on the software of the untrusted ICs and the remote host.



7.5. Implementation 127

FPGA Server Host

Figure 7.6: Overview of the components of our custom high-assurance device.

7.5.1 Hardware Design & Implementation

For our prototype, we designed our own custom circuit board, which features 120
processing ICs (set to use 40 quorums of 3 smart cards from different manufacturers)
interconnected with dedicated buses with 1.2 Mbps bandwidth. The processing
ICs are JavaCards (version 3.0.1), loaded with a custom applet implementing the
protocols outlined in Section [7.4] JavaCard is a platform suitable for our purposes
as it provides good interoperability (i.e., applets are manufacturer-independent),
which contributes to IC-diversification and prevents lock-in to particular vendors.

Moreover, they are also resilient to leakages as:

+« They are tamper-resistant (FIPS140-2 Level 4, CC EAL4) and can withstand

attacks from adversaries with physical access to them [332]].

+ They feature secure (FIPS140-2 compliant) on-card random number genera-

tors.

« They offer cryptographic capabilities (e.g., Elliptic curve addition, multiplica-

tion) through a dedicated co-processor.
+ There are numerous independent fabrication facilities (see also Section[7.6).

In addition to these, they have secure and persistent on-card storage space, ideal
for storing key shares and protocol parameters.

The host is implemented using a computer that runs a python client application,
which submits the user requests (e.g., Ciphertext Decryption) to Myst using a
RESTful API exposed by the device. The incoming requests are handled by a Spring
server, which parses them, converts them to a sequence of low-level instructions and

then forwards these to the IC controller, through an 1Gbps TCP/UDP interface. The
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Figure 7.7: Myst’s smartcard board supports 120 ICs (60 on each side). Our configuration
splits them into 40 quorums of 3 diverse ICs each.

ICs controller is a programmable Artix-7 FPGA that listens for incoming instructions
and then routes them to the processing ICs, through separate physical connections.
We took special care that these buses offer high bandwidth (over 400kbps), to prevent
bottlenecks between the controller and the ICs even under extreme load. Once the
ICs return the results, the controller communicates them back to the server, that

subsequently forwards them to the host.

7.5.2 Software

We now implement the protocols of Section [7.4]and provide the necessary methods
for inter-component communication and system parameterization.

We develop and load the processing ICs with JavaCard applets realizing meth-
ods for card management, key generation, decryption, and signing. JavaCard is an
excellent platform for use cases that require high-integrity cryptographic computa-
tions. However, we still faced various challenges implementing the cryptographic
algorithms from Section [7.4] More specifically, the cards available in the market
do not support Big Integer or elliptic curve arithmetic operations, even though the
JavaCard API (as of version 2.2.2) specifies a BigNumber class. Moreover, the only
software-based Biglnteger library available (i.e., BigNatE[) is not maintained and
lacked essential operations. The only available option for developers that require
access to low-level primitives is to request access to the manufacturer-specific propri-

etary APIs that realize some of these operations (e.g., EC point addition). However,

Uhttps://ovchip.cs.ru.nl/OV-chip_2.0
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gaining access to these APIs often requires signing a non-disclosure agreement and
breaks the interoperability of the applet as the produced code will work with the
products of a single manufacturer. In our case, this would prevent us from using
cards from different manufacturers, thus reducing the diversity in the final quorum.

To overcome these limitations, we built a library that realises classes for Integers,
Big Numbers and Elliptic curve points as well as the corresponding arithmetic opera-
tions. Our functionality is based solely on the public JavaCard API and incorporates
various optimizations to utilize the cryptographic coprocessor as much as possible.
The current implementation is based on the NIST P-256 [333| 334 curve that pro-
vides at least 128 bits of security. However, it can also be easily adapted to support
other curves too. More information on the optimizations used can be found in [30].
The source code of the library has been publicly released at https://OpenCryptoJC.org
and the applet for Myst at https.//github.com/OpenCryptoProject/Myst.

7.5.3 Optimizations

Although JavaCard applets are compiled with a standard Java compiler, the computa-
tional limitations of the platform make common Java patterns (e.g., frequent array
reallocation due to resizing) prohibitively expensive. Instead, we use various other
optimization techniques to increase the speed and the side-channel attack resilience

of our applet [335]:

« Where possible, use hardware-accelerated cryptographic methods from the
JavaCard API instead of custom implementations interpreted by the JavaCard

virtual machine.

7
°o

Store the session data in the faster RAM-allocated arrays instead of the persis-

tent, but slower EEPROM/Flash.

% Use copy-free methods which minimize the transfer of data in memory, and
utilize native methods provided by the JCSystem class for array manipulation

like memory set, copy and erase.

R
**

Pre-allocate all cryptographic engines and key objects during the applet instal-

lation. No further allocation during the rest of the applet lifetime is performed.
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+« Additional cryptographic engines and key objects are used so as to minimize
the number of key scheduling and engine initializations for a particular key, as

these operations impose non-trivial overhead [335].

7.5.4 System States

Initially, the system is in an non-operational state, where the processing ICs do not
respond to user requests. To make it operational, a secure initialization process
has to be carried out. During the initialization, the processing ICs and the other
components described in|7.3|are loaded with verified application packages and the
domain parameters for the distributed protocols. Moreover, the ICs are provided
with their certificates, which they will later use to sign their packets and establish
secure communication channels.

Once the initialization process has been completed, the system switches to
an operational state and is available to serve user requests. Depending on the
configuration, the system may be brought back to an uninitialized state, in order
to load new software or change the protocol parameters. We further discuss the

importance of the initialization process in Section

7.6 Evaluation

In this section, we evaluate Myst by examining both its performance and its qualita-

tive properties.

7.6.1 Experimental Setup

All evaluations were performed using the setup illustrated in Figure The host is
a single machine with CentOS 7 (3.10.0 Linux kernel), featuring a 3.00GHz Intel(R)
Core 15-4590S CPU and 16GB of RAM. It uses a python client script to submit
service requests to Myst, through a 1 Gbps Ethernet interface. Upon reception, the
server uses the Java Spring framework [336] to parse and forward them to the Artix-7
FPGA, which subsequently routes them to the individual smart cards. In all our
experiments, we collect response-time measurements from both the host and the

Spring server. On average the round-trip from the host to the server takes Sms. In
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the rest of this chapter, we report the measurements from the host.

7.6.2 Performance Impact

This subsection evaluates the performance of our protocols and compares the through-
put and latency of our multi-IC prototype with that of a single-IC system. Moreover,

we examines the effect of our optimizations on the overall performance of the system.

Methodology. To better understand the overhead that the use of a distributed ar-
chitecture entails, we run experiments that measure the latency as the size of the
processing quorum grows. We sequentially submit 1,000 requests for each of the
supported cryptographic operations in quorum with sizes from one to ten ICs, and
measure the response latency on a per-operation basis. Simultaneously, to gain a
more in-depth understanding of the causes of latency, we benchmark the execution
time of each operation. For key generation measurements, we use the commitment-
based version of the protocol (Section[/.4.1.1) as it is considerably faster than the
zero-knowledge proof version. This is because the ECDSA signature verification has
an average runtime of 262 ms with the signature being 512 bits long, while SHA-256
takes only 110 ms and the digest is 256 bits.

Results. Figure[/.8|shows the average response time for performing key generation,
decryption and signing using quorums of different sizes. Decryption is the fastest
operation with 119 ms runtime that does not increase with the size of the quorum.
This is because the protocol has only a single communication round and does not
require interaction between the processing ICs. This highlights that decryption is
only CPU-bound and that the capacity of the prototype’s buses and network interfaces
does not pose a bottleneck. High-throughput decryption is of high importance in
applications such as secure key derivation in mix-network infrastructures [|337] that
heavily rely on decryption.

Similarly, the runtime for signature issuance (signing phase) remains constant
(~517ms) regardless of the quorum size. This is because our multi-signature protocol
does not require interaction between the processing ICs. The caching phase is not

included in Figure [7.8| and takes on average 169ms without being affected by the
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Figure 7.8: The average runtime of each distributed protocol, in relation to the quorum size
(i.e., a coalition of multiple ICs) size.

quorum size. In practice, the operator can execute thousands of caching rounds
when the device is idle (e.g., overnight) to pre-generate randomness for future
signatures. The runtime discrepancy between the decryption and signing protocols is
primarily due to the different operations required and the limited expressiveness of
the JavaCard API. In order to implement the signing protocol in JavaCards, we need
to make use of the general purpose processor of the card as certain operations are
not available natively.

The key generation protocol has a latency of ~650 ms for a single processing
IC and each additional IC results in an runtime increase of approximately 90 ms.
To better understand the causes of this latency, Figure[/.9|illustrates the runtime of
the low-level operations involved in the protocol. For small quorums, the cost of
key generation is dominated by the “INS_KEYGEN_INIT” operation that generates
a secret share, derives a public key share and initializes the arrays for storing the
shares from the other quorum members (624 ms). However, as the size of the

quorum grows, the operations that involve pairwaise communication between the
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Figure 7.9: Breakdown of the runtime for low-level instructions that comprise the key
generation operation, in relation to the quorum size. The horizontal reference
line represent the cost of using a single IC.

different ICs (i.e., “INS_KEYGEN_STORE_PUBKEY” for public key shares and
“INS_KEYGEN_STORE _HASH” for commitments) become significant. For instance,
in a quorum of 10 ICs the “INS_KEYGEN_STORE_PUBKEY” operation accounts
for nearly 50% of the protocol’s runtime. However, for smaller quorums of 3, the
impact on the runtime is merely 303ms, when compared to a single IC. The rest of

the low-level operations have a negligible cost regardless of the quorum’s size.

7.6.3 Scalability & Extensibility

This section examines how the throughput of our prototype grows as more processing
power (i.e., quorums) is added. The absence of bottlenecks in the system is important

to be able to provide high availability in production environments.

Methodology. To determine how efficiently our design scales in practice, we run a
series of experiments that measure our prototype’s throughput, for varying numbers

of processing quorums. As described in Section[7.5.1] our board supports up to 120
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processing ICs which can be divided into multiple quorums so as to serve requests
simultaneously. To benchmark the scalability of the system, on each instance of
the experiment, we submit 10,000 requests for each high-level operation supported
and measure the overall throughput. We fix the quorum size k to 3 and measure
the throughput of our prototype up to its maximum capacity of 40 quorums. For
simplicity, we assign each processing IC to only one quorum. However, it is also
technically possible for an IC to participate in more than one quorums and handle

shares from multiple keys.

Results. Figure [7.10] illustrates the throughput of the system (in operations per
second) for varying number of processing quorums. The maximum throughput is
3150ps/sec for decryption and 77 ops/sec for signing when all 40 quorums are used.
As the number of quorums grows, the decryption performance increases linearly at a
rate of ~9 ops/sec for every additional quorum. Similarly, every additional quorum
increases the throughput by ~1.9 ops/seq for signature issuance. This indicates that
the system is CPU-bound and that the communication channels between the ICs
and the host are not a bottleneck. Consequently, a system with this design is also
applicable to high-throughput use cases.

In cases, where a lower threshold is used (i.e., kK < t), we do not expect any
performance degradation as the communication complexity will remain the same.
However, this may result in some processing ICs being idle longer. This can be

alleviated by having processing ICs that server requests for more than one quorum.

7.6.4 Tolerance levels

Our proposed system design aims to prevent various forms of leakage by being
tolerant against both fabrication-time and design-time errors. In this section, we
examine the relationship between the system’s parameters and the tolerance levels
achieved depending on the error type (Table[7.1).

In practice, the threshold k and the size of the quorums ¢ express the trade-off
between confidentiality and robustness for each particular quorum. The relationship
between these two parameters determines how many ICs can cease to function before

the quorum fails: When k equals the number of processing ICs #, the secrets are safe
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Figure 7.10: The average system throughput in relation to the number of quorums (k = 3)
that serve requests simultaneously.

Parameters | Leakage Denial-of-Service IC Failures

Single IC 0 0 0
k=t t—1 0 n—1
k<t k—1 t—k (t—k)*n

Table 7.1: Number of defective processors that different setups can tolerate under three error
scenarios. The system is assumed to feature n identical quorums of size ¢ with a
secret-sharing threshold k.
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in the presence of t — 1 compromised and colluding ICs. On the other hand, a more
“relaxed” threshold (i.e., k < t) enables the quorum to remain fully functional unless
more than 7 — k ICs fail (maliciously or through wear). Alternatively, (k = 7)-systems
can withstand multiple ICs failing (due to wear) using the technique introduced in
Section This technique enables several quorums to handle requests for the
same public key, and thus even if multiple ICs (and consequently the quorums they
belong to) fail, the remaining quorums can still handle incoming requests for those
public keys. It should be noted that this technique provides robustness only in the
presence of faulty and defective ICs, but does not mitigate denial of service attacks.
This is because, all n quorums are identical (same manufacturer diversity) and thus a
malicious IC from a breached supply chain will participate in all of them. In contrast,
defective ICs will fail with a probability less than 1 (post-fabrication tests detect
ICs that fail 100% of the times) and thus at least some of the quorums will remain
functional.

From all the above, the security guarantees of Myst are determined by the
threshold k, the IC diversity and the number of quorums. In our prototype, we chose
to maximize resistance to leakage in the presence of r — 1 actively malicious ICs.
Malicious ICs launching denial-of-service attacks are easier to detect and replace,
compared to those subtly leaking secrets or weakening keys. In cases where increased
robustness and availability are paramount, the security level can be adjusted in favor

of redundancy using the appropriate threshold schemes [316].

7.6.5 Other Considerations

In this section, we discuss various qualitative properties of high-assurance systems.

7.6.6 Physical Security & Diversity

Smartcards form the core of our prototype and have multiple benefits that make them
a component suitable for leakage-tolerant systems. To begin with, they are designed
to operate in a hostile environment that is fully controlled by the adversary [332].
For this reason, they come with very high tamper-resistance (FIPS140-2, Level 4)

and secure storage capabilities that are constantly enhanced. Moreover, there are
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numerous manufacturers owning foundries (e.g., NXP semiconductors, ST Micro-
electronics, Samsung, Infineon, Athena), as well as various independent fabrication
facilities 338,339, (340, 341]. This allows the system operator or the manufacturer
to maintain a healthy fabrication and supply chain diversity for the quorums of their

device.

7.6.7 Code & Parameter Provisioning

Even if the hardware components have been perfectly diversified, the security of the
device can be compromised if the code deployed on the processing ICs during the
provisioning phase contain errors. This can occur if the code is faulty or backdoored,
and in cases where the party responsible for the provisioning suffers a security

breach.

We now discuss three approaches that can help alleviate this risk. First, we
can perform the provisioning step at the factory. This is a standard practice in the
telecommunications industry where sim cards are loaded with a predefined applet
before they are handed to the mobile network operator. This is in line with our
assumption that some of the foundries are honest and the adversary will have to
compromise all the fabrication facilities to successfully leak any secrets stored in
the device. Alternatively, we can use a trusted off-line provisioning facility that is
not under the control of an adversary. While this is a stronger assumption, such a
facility would need to only to guarantee high integrity, as no secrets are involved
in the provisioning step (secrets are generated within the ICs as part of protocols
executed later). Finally, the software development can be diversified too, with several

independent development vendors implementing and auditing the source code.

7.7 Myst Prototype Extensions

Our Myst prototype (as seen in Section can also be extended to use multiple
ICs boards, if higher throughput is needed. Figure depicts an instantiation with
240 ICs: two boards holding 120 ICs each (60 ICs on each side) and an Artix-7

FPGA to facilitate the inter-IC communication within each board.
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® |

Figure 7.11: Myst’s prototype with 240 JavaCards fitted into an 1U rack case.

7.8 Conclusions

This chapter introduced an alternative approach in system design, leveraging a
diverse set of untrusted hardware components to minimize the risk of leakages by
distributing trust between them. This design relaxes the common assumption that all
the components of high-assurance cryptographic hardware must be secure and free
from errors. For example, it can provide resilience to the location-based leakages
seen in Chapter[6] Additionally, die-level countermeasures remain applicable and
can be used in tandem to further increase the security of the final system. Overall,
while a single countermeasure cannot effectively protect from all possible types of
leakage, the diversification of a system’s components can help substantially in the
protection of the user’s information and secrets stored or processed in a device.
The HSM outlined in[7.5.1]is currently used in production by Enigmabridge [342]
343]] with the Myst schemes being also available to customers on request. Fi-
nally, further extends our design by diversifying also across cryptographic
schemes. The combined scheme will become applicable to cryptocurrency key
management once the Bitcoin blockchain introduces the Taproot

consensus update.
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Conclusions & Future Work

In this thesis, we studied information leakages with an emphasis on their impact
on networked and interconnected systems. We investigated their causes in different
contexts and contributed to a better overall understanding of the problem. We found
that a common cause of leakages, that traverses various layers of the computing
stack, is the lack of a formal specification of the protocol and/or of its security
properties. Chapters [] [5] and [6| demonstrated how this manifests into inaccurate
threat models that do not correctly represent all the information related to the security
of the protocol. Moreover, we found that even minor leakages can be easily exploited
by adversaries, thus making it very hard for complex, networked systems to remain
secure. Chapter [7]builds on this conclusion and proposes a leakage-resilient system

design that retains its security properties even in the presence of leakages.

We started our investigation from the TLS protocol, in chapter 4 Our examina-
tion of the specifications of the versions 1.2 and 1.3 [52, |50 uncovered that privacy
is not clearly defined, even though it is listed as one of the protocol’s primary goals.
This, coupled with generic claims for “privacy” on TLS by articles and technical
reports [[174, (175, (1764 177,178, 179,52] has led to confusion as to the properties
TLS can reliably provide. To better evaluate the level of privacy that a user should
expect in real-life, we designed and implemented an adversary that exploits patterns
in the encrypted TLS traffic stream to extract sensitive information about the user’s

activities.

Our experiments showed that adversaries have greatly benefited from the ad-



140

vancements in machine learning and can successfully launch large-scale attacks even
under non-optimal conditions. Overall, the TLS protocol cannot reliably provide
privacy with regards to the users’ browsing habits. However, low-overhead coun-
termeasures could potentially thwart the problem, without imposing an impractical
overhead on bandwidth. A promising direction is countermeasures that guarantee
a minimum anonymity set size that can be adjusted by webserver administrators

depending on the sensitivity of the contents of their website.

Unlike adversaries targeting static targets, adaptive adversaries use models that
learn equivalences in the traffic patterns without necessarily memorizing the specific
patterns exhibited by each targeted webpage or website. As a result, they are more
robust to changes in the page contents. However, this could potentially make them
more sensitive to changes in the infrastructure of the operator hosting the page
(e.g., use of CDNs). An investigation in this aspect of fingerprinting would shed
light into how infrastructural changes affect an attacker but more importantly study
how the centralization of hosting services (e.g., on Amazon EC2) could potentially
enhance the transferability of a model across unrelated websites. Moreover, while
experiments in our and past works provide a good indication of the capabilities of
passive adversaries, there are very few works on active fingerprinting attacks against
anonymity networks/websites [347,|[348|] and none (that we are aware of) against
TLS/webpages. Such adversaries are potentially more capable as they have more
actions at their disposal (e.g., trigger packet re-transmissions). It is thus a promising
direction for future works to also study the performance and characteristics of such

adversaries so as to reliably inform the selection of defenses.

In Chapter [5, we studied the ultrasonic communications channel and identi-
fied various security and privacy shortcomings. Unlike the TLS protocol, which
had a specification but failed to define privacy, there was no commonly accepted
specification for ultrasonic communication in the context of mobile devices. This
led to various security issues that could be exploited to either directly breach the
privacy of end-users or launch side-channel attacks against other applications and

channels. Interestingly, one of our attacks deanonymizes anonymity network users,
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even though such networks aim to provide greater privacy than standard Internet
protocols (e.g., TLS from Chapter [d). Looking into the underlying causes and the
evolution of the ecosystem over the years, we attribute the shortcomings primarily
to the vendors’ market competition in the early stages of the ecosystem that led to
hastly-designed and poorly-secured implementations. As an immediate remediation,
we introduced two user-applicable countermeasures and argued for finer-grained
permissions and a commonly-accepted specification for ultrasonic communications.
Recent changes in Android’s permission system and the introduction of the Nearby
Messages API helped on that front by 1) preventing apps from abusing user trust
(e.g., monitoring the ultrasonic spectrum on the background, and 2) enforcing good

practices.

In Chapter [0} we further expanded on how modern machine learning models
enhance the adversarial capabilities and showed how they can be used in a commer-
cial ARM core. Our experiments show that adversaries making use of convolutional
neural networks can attack implementations of AES LUT with high-accuracy, thus
reducing significantly the number of the key candidates. Such techniques provide a
straightforward and low-cost way for manufacturers and auditors to quickly gauge
the security of a given product. It is thus beneficial for the end customers as it reduces
the need for expensive manual experiments and allows vendors to: 1) identify certain

security hazards early on, and 2) better fine-tune their protection mechanisms.

Overall, based on the previous chapters and prior work, we argue that the
detection-evasion arms race in the context of leakages is significantly skewed against
the defender. Adversaries have access to very capable models that evolve rapidly,
while designers and operators have to go through expensive and cumbersome pro-
cesses to evaluate the security properties of a given system at a given time. Chapter|7]
introduces an alternative that is orthogonal to existing approaches for the preven-
tion and the detection of leakages. The proposed design assumes that some of the
system’s components may be vulnerable and attempts to reduce the trust placed on
each component individually. This requires some replication of components which

results in an (reasonable) additional cost but significantly enhances the resilience of
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the system to leakages and attacks overall. While prevention and detection measures
remain necessary, trust-distribution designs can serve as a final layer of protection
against leakages in cases where everything else fails.

A recurring theme in all our chapters is the need of system designers and
operators to reliably validate the security properties of their systems and products.
Currently, most systems and protocols come with a manually-derived proof or a
formal argument for their security. This practice is far from ideal as there have been
several cases where designs were found to be less secure than initially thought or even
completely flawed. Learning-based techniques could provide an alternative for the
estimation of the lower security bound of a system or protocol. For example, as seen
in Chapters [ and [6| machine learning has significantly enhanced the capabilities
of adversaries allowing for sophisticated attacks at a low cost. Based on these
observations, we believe that learning-based models should be further studied for
their potential to serve as security approximators. A promising direction could
involve reinforcement learning techniques that (provably) converge to the optimal
adversarial strategy, thus approximating the worst-case adversary for a given system.
Such a tool could allow for quick iterations on product designs, validation of the
correctness of analytical security proofs, and security audits of deployments and

system implementations.
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