
© 2021 The Author(s) Published by Oxford University Press on behalf of Royal Astronomical Society

O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T

MUSE spectroscopy of planetary nebulae with high adf 1

MUSE spectroscopy of planetary nebulae with high
abundance discrepancies
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ABSTRACT
We present MUSE deep integral-field unit spectroscopy of three planetary nebulae (PNe) with high
abundance discrepancy factors (ADF > 20): NGC 6778, M 1–42 and Hf 2–2. We have constructed
flux maps for more than 40 emission lines, and use them to build extinction, electron temperature
(Te), electron density (ne), and ionic abundances maps of a number of ionic species. The effects of
the contribution of recombination to the auroral [N ii] and [O ii] lines on Te and the abundance maps
of low-ionization species are evaluated using recombination diagnostics. As a result, low Te values
and a downward gradient of Te are found toward the inner zones of each PN. Spatially, this nearly
coincides with the increase of abundances of heavy elements measured using recombination lines in
the inner regions of PNe, and strongly supports the presence of two distinct gas phases: a cold and
metal-rich and a warm one with “normal” metal content. We have simultaneously constructed, for
the first time, the ADF maps of O+ and O2+ and found that they centrally peak for all three PNe
under study. We show that the main issue when trying to compute realistic abundances from either
ORLs or CELs is to estimate the relative contribution of each gas component to the H i emission,
and we present a method to evaluate it. It is also found that, for the studied high-ADF PNe, the
amount of oxygen in the cold and warm regions is of the same order.

Key words: planetary nebulae: general – stars: mass-loss – stars: winds, outflows –
binaries: close – ISM: abundances

1 INTRODUCTION

The abundance discrepancy problem is one of the major
unresolved questions in nebular astrophysics, having being
around for more than seventy years since Wyse (1942). In
photoionised nebulae—both H ii regions and planetary neb-
ulae (PNe)—optical recombination lines (ORLs) systemati-
cally yield larger chemical abundance values than collision-
ally excited lines (CELs). Solving this problem has obvious
implications for the measurement of the chemical content of
nearby and distant galaxies, because this is most often done
using emission from their ionised interstellar medium from
using CELs only. The discrepancy is generally parameterised
in terms of the abundance discrepancy factor (ADF), which

? E-mail: jogarcia@iac.es

for a given ion is defined as the ratio between ionic chem-
ical abundances derived from ORLs and CELs. The origin
of this discrepancy has been the subject of strong debate in
the past decades and several scenarios have been put for-
ward (see e.g. Garćıa-Rojas et al. 2019; Garćıa-Rojas 2020,
for details).

Garćıa-Rojas & Esteban (2007) proposed that the
source of the abundance discrepancies may be different
in H ii regions compared to PNe. In addition, detailed
studies of H ii regions showed that high-velocity gas flows
(Mesa-Delgado et al. 2009a,b) or the presence of high-
density clumps, such as protoplanetary discs (proplyds,
Tsamis et al. 2011; Mesa-Delgado et al. 2012), may have a
significant impact upon the abundance determinations using
CELs. Therefore, the hypothesis that several sources act to
produce the observed discrepancies has gained strength.
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In the case of PNe, several authors have proposed that
the abundance discrepancy can be explained by the pres-
ence of two different components of gas (Liu et al. 2000,
2001; Tsamis & Péquignot 2005; Liu et al. 2006; Yuan et al.
2011, e.g): a hot (∼10 000 K) gas with standard metallicity
where the CELs can be efficiently excited, and a much cooler
(∼1 000 K) H-poor gas component with a highly enhanced
content of heavy elements and almost no CEL emission, in
which the bulk of heavy-element ORLs is produced.

Liu et al. (2006) speculated that the large ADF found
in the PN Hf 2–2 may be the result of the common enve-
lope evolution of its known close binary central star. Indeed,
Corradi et al. (2015), Jones et al. (2016) and Wesson et al.
(2018) showed that the extremely large ADFs observed in
some PNe are associated with the presence of close binary
central stars.

Although the presence of two gas phases is not pre-
dicted by standard mass loss theories, several explanations
have been propounded. Some of them are naturally linked
to binarity, such as the hypothesis that the ORL-emitting
gas is a low temperature, metal-enhanced phase likely pro-
duced by multiple episodes of mass loss and even fallback
and reprocessing of the ejected material. This is supported
by the significantly low mass of the ionised gas measured in
PNe1 (Liu et al. 2006; Corradi et al. 2015). Other explana-
tions involve the presence of planetary debris that survived
the whole evolution of the central stars, or the tidal destruc-
tion, accretion and ejection of Jupiter-like planets (see the
discussion in Corradi et al. 2015). However, at this point it
is not possible to favour any scenario owing to the lack of
sufficient observational constraints.

To overcome this, several spectroscopic studies have
been carried out, finding that in many PNe the ORL-
emitting gas tends to concentrate at the central parts of
the nebula. This is mainly found in PNe with close bi-
nary central stars and high ADFs (e.g. Corradi et al. 2015;
Garćıa-Rojas et al. 2016; Jones et al. 2016; Wesson et al.
2018). However, this behaviour has also been seen in PNe
with low-to-moderate ADFs and no indication of binarity
(e.g. Garnett & Dinerstein 2001; Liu et al. 2001) and PNe
with relatively high ADFs but no known close binary central
star (e.g. M 1–42; Climent 2016; Garćıa-Rojas et al. 2017).
Garćıa-Rojas et al. (2016, 2017) obtained the first direct im-
ages of PNe (NGC 6778 and Abell 46) in the light of the O ii
ORLs using the tunable filters at the 10.4-m GTC telescope,
finding that the O ii λλ4649+50 ORL and the [O iii] λ5007
CEL emission did not coincide spatially, with the ORLs orig-
inating closer to the nebula’s core.

In this work, we aim to exploit the high spatial res-
olution capabilities of the MUSE 2D spectrograph to fur-
ther test these findings in three high-ADF PNe, namely
NGC 6778, Hf 2–2, and M 1–42. The former two have con-
firmed post-common envelope binary central stars.

Since the advent of integral field unit (IFU) spec-
troscopy, many authors have used this technique to study the
physical properties of PNe, probing their three-dimensional

1 Although it should be noted that all PNe, not just those with

extreme ADFs and/or close binary central stars, suffer from the
so-called “missing mass problem” (see Boffin & Jones 2019, for a

full discussion).

structure (Monteiro et al. 2013; Danehkar et al. 2013, 2014),
or specific nebular components such as low ionization struc-
tures (Danehkar et al. 2016) or halos (Monreal-Ibero et al.
2005). An extensive IFU survey of southern PNe using
the 2.3m ANU telescope at Siding Spring Observatory
(Ali et al. 2016; Basurah et al. 2016; Ali & Dopita 2017;
Dopita et al. 2017, 2018; Ali & Dopita 2019) has provided
valuable observational constraints on the physical structure
of PNe. However, only a handful of these studies have ad-
dressed in some way the abundance discrepancy problem
(Tsamis et al. 2008; Ali & Dopita 2019). Deeper studies of
PNe can be performed using MUSE at the 8.2-m Very
Large Telescope (VLT), as done by Walsh et al. (2016, 2018)
and Monreal-Ibero & Walsh (2020). These authors used the
nominal mode (MUSE–NOAO–N), which covers the wave-
length range 480 − 930 nm, and hence does not include the
recombination lines of the multiplet 1 of O ii at λ ' 465 nm.
In the present study, we instead use the MUSE extended
mode (WFM–NOAO–E), that covers the wavelength range
460−930 nm allowing the measure of these critical ORL lines.
For a review on the capabilities of MUSE for PNe studies
see Walsh & Monreal-Ibero (2020).

The structure of the paper is as follows: in Section 2 we
describe the observations and reduction processes. In Sec-
tion 3 we present the methods followed to construct the
emission line maps and describe how uncertainties in the
line fluxes are propagated. In Section 4 the extinction maps
are computed and discussed. In Section 5 we focus on the
analysis of physical conditions using several line diagnostics.
In Section 6 we give details on the ionic chemical abundance
determinations and the ionic abundance discrepancy factor.
We also discuss the chemical analysis and determination of
the ionization correction factors in the integrated spectra of
each object. Finally, in Sections 7 and 8 results and conclu-
sions are presented.

2 OBSERVATIONS AND DATA REDUCTION

Our targets were observed with the Multi Unit Spectroscopic
Explorer (MUSE) integral-field spectrograph (Bacon et al.
2010) on the Very Large Telescope (VLT), in seeing-limited
mode, on the night of 6 to 7 July 2016. The log of the ob-
servations is provided in Table 1. The sky conditions were
rather good with a seeing of around 1 arcsec and under thin
clouds. The instrument was used in its Wide Field Mode
with the natural seeing (WFM–NOAO) configuration. This
provides a nearly contiguous 1 arcmin2 field of view with
0.2-arcsec spatial sampling. In all cases, we used the ex-
tended mode of MUSE (WFM–NOAO–E), that covers the
wavelength range 460−930 nm with an effective spectral res-
olution that increases from R = 1609 at the bluest wave-
lengths to R = 3506 at the reddest wavelengths. The data
are available at the ESO Science Archive under Prog. ID
097.D–0241(A). For each object, observations were obtained
with dithering and a rotation of 90◦ between each exposure
to remove artefacts during data processing. Given that the
objects are extended we obtained two sky frames on each
sequence (see Table 1) to perform an adequate sky subtrac-
tion. A few short exposures were also taken to analyse the
strongest emission lines. The data reduction was done with
esorex, using the dedicated ESO pipeline (Weilbacher et al.
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NGC 6778

M 1-42

Hf 2-2

Figure 1. Composite RGB images of the MUSE field of view for
NGC 6778 (top panel), M 1–42 (middle panel) and Hf 2–2 (bottom

panel). [O iii] λ5007 emission is shown in blue, Hα in green and an
average of [N ii] λ6583 and [S ii] λ6731 in red. The white squares
represent the trimmed area of the data cubes that we study in

this paper: 30 arcsec2 (150×150 spaxels) for NGC 6778 and M 1–42
and 40 arcsec2 (200 × 200 spaxels) for Hf 2–2. In all panels, north

is up and east is to the left.

Table 1. Log of the MUSE observations.

UT Start n Exp Airm. Seeing

(s) (”)

Target: M 1–42 Mode: WFM–NOAO–E

2016-07-07 00:49:13.114 1/9 30.0 1.32 0.82

2016-07-07 00:51:36.457 2/9 60.0 1.31 0.99

2016-07-07 00:54:28.527 3/9 450.0 1.298 0.9
2016-07-07 01:03:18.209 4/9a 180.0 1.264 0.84

2016-07-07 01:08:13.358 5/9 450.0 1.246 0.85

2016-07-07 01:17:40.152 6/9 450.0 1.214 0.77
2016-07-07 01:26:31.242 7/9a 180.0 1.187 0.84

2016-07-07 01:31:30.920 8/9 450.0 1.173 0.85

2016-07-07 01:40:57.004 9/9 450.0 1.149 0.87

Target: NGC 6778 Mode: WFM–NOAO–E

2016-07-07 03:56:54.262 1/9 30.0 1.127 1.17

2016-07-07 03:59:04.483 2/9 120.0 1.124 0.89

2016-07-07 04:02:46.600 3/9 450.0 1.12 0.88
2016-07-07 04:11:44.399 4/9a 180.0 1.11 0.78

2016-07-07 04:16:35.484 5/9 450.0 1.105 0.82
2016-07-07 04:25:46.574 6/9 450.0 1.098 0.86

2016-07-07 04:34:44.604 7/9a 180.0 1.093 0.99

2016-07-07 04:39:34.461 8/9 450.0 1.09 1.37
2016-07-07 04:48:45.581 9/9 450.0 1.088 1.19

Target: Hf 2–2 Mode: WFM–NOAO–E

2016-07-07 05:05:07.675 1/9 30.0 1.024 0.88

2016-07-07 05:07:36.225 2/9 120.0 1.026 1.2
2016-07-07 05:11:34.044 3/9 1800.0 1.029 0.98

2016-07-07 05:43:05.639 4/9a 600.0 1.066 1.13

2016-07-07 05:55:17.824 5/9 1800.0 1.088 0.86
2016-07-07 06:27:18.454 6/9 1800.0 1.157 0.75

2016-07-07 06:58:49.237 7/9a 300.0 1.251 0.63

2016-07-07 07:05:57.674 8/9 1800.0 1.281 0.74
2016-07-07 07:37:59.288 9/9 1800.0 1.431 0.78

a Sky frames taken far enough away from the object to ensure

that there is no nebular contamination.

2014, 2020). For each individual frame the pipeline per-
forms bias subtraction, flat-fielding and slice-tracing, wave-
length calibration, geometric corrections, illumination cor-
rection using twilight sky flats, sky subtraction (telluric ab-
sorption/emission lines and continuum) making use of the
sky frames obtained between science exposures. In the fi-
nal steps of the reduction process, differential atmospheric
correction and flux calibration were performed.

In the nominal wavelength range of MUSE, second-
order contamination in the red is suppressed by a blue cut-
off filter that also avoids ghosts in that region. This is not
the case with the extended wavelength range that we use,
which extends down to 465 nm, in order to have access to
some important recombination lines. Thus, strong second-
order contamination may appear redwards of 790 nm, that
reaches levels of ' 12 per cent at wavelengths redder than
850 nm. For the reddest of our lines, we can assume that
this contamination is not significant as there is little contin-
uum in our nebulae and the chance that one emission line
in the blue superimposes on one in the red at exactly twice
its wavelength is minimal.

In this work we are mainly interested in the spatial dis-
tribution of the emission lines and the physical and chemical

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/advance-article/doi/10.1093/m
nras/stab3523/6449016 by U

niversity C
ollege London user on 08 D

ecem
ber 2021



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T
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properties in the inner zones of PNe. Therefore, we trimmed
the original data cubes to the central 30 arcsec (150 × 150
spaxels) for NGC 6778 and M 1–42 and the central 40 arcsec
(200× 200 spaxels) for Hf 2–2. In Fig. 1, we show RGB com-
posite images of the three PNe along with a box indicating
the extracted area for each data cube. The images clearly
show that the trimmed sections fully cover the emission of
M 1–42 and Hf 2–2. However, for NGC 6778 we focus on the
bright central regions, neglecting the high-velocity northern
and southern jets and part of the southern knot (see fig. 3
of Guerrero & Miranda 2012, for the nomenclature). These
outer regions of NGC 6778 are not analysed in this work as
the faint ORLs (critical to study the ADF) are not detected
there.

We checked for possible saturation of the brightest lines
in preliminary emission maps extracted using qfitsview
(Ott 2012). The [O iii] λ5007 and λ4959 lines originate
from the same energy level, so their intensity ratio only de-
pends on the transition probabilities (A-values) ratio, being
the most accepted theoretical value 2.98 (Storey & Zeippen
2000). We computed the [O iii] λ5007/λ4959 intensity ratio
maps and concluded that in NGC 6778 and M 1–42 this ra-
tio departs significantly from the theoretical value in most
exposures. This indicates that the [O iii] λ5007 line is sat-
urated in a large number of spaxels in the field of view,
and hence we decided to measure only the [O iii] λ4959 line
in these PNe. Similarly, we found for the same two objects
that the [N ii] λ6583 line is also saturated in a number of
spaxels, as the observed [N ii] λ6583/λ6548 line ratio de-
parts significantly from the theoretical value of 2.94 (see
Froese Fischer & Tachiev 2004), so we neglected this line in
any calculations for NGC 6778 and M 1–42. Finally, Hα is
also slightly saturated in some spaxels of M 1–42. In Sec-
tion 4 we discuss the actions taken to address this issue. In
Hf 2–2, we found no signs of line saturation.

3 EMISSION LINE MEASUREMENTS

To obtain the emission line maps with their uncertainties, we
used a python code that combines tools from the astropy
(Astropy Collaboration et al. 2013, 2018) and pyspeckit
(an extensible spectroscopic analysis toolkit for astronomy;
Ginsburg & Mirocha 2011) packages. The code reads in the
MUSE data cubes and performs individual Gaussian fits to
previously selected emission lines in each spaxel. The user
supplies initial guesses for the line centre, amplitude and
width and the fit is then performed in a specified region of
the spectra extracted around the line centre. The fits are
done using the Levenberg-Marquardt least-squares routine
(mptif; Markwardt 2009). We adopted the variance esti-
mates of the data cube derived in the reduction process as
the data uncertainties, which were treated as weights in the
fits. The code outputs maps of the emission line flux, central
wavelength, width and continuum as well as their respective
uncertainties. We quadratically added an extra 5 per cent to
the uncertainty in the line fluxes to account for systematic
sources of error.

Continuum maps in the blue and red zones off the
Paschen jump were also constructed using the automated
line-fitting algorithm alfa (Wesson 2016), which provides
continuum measurements at 8100 and 8400 Å.

3.1 Emission line maps

For each PN, we constructed flux maps of more than 40 emis-
sion lines. We masked out the spaxels with very low signal-
to-noise ratio: only spaxels with F(Hβ) > 0.005×F(Hβ)max in
the unreddened F(Hβ) map were considered. This criterion
does not affect the main body of each nebula and only masks
spaxels where the measured quantities are likely unreliable.

In Figs. S1, S2 and S3 of the supplementary material
(online only) we present the unreddened flux maps of some
of the most relevant emission lines in NGC 6778, M 1–42 and
Hf 2–2, respectively. We show the emission maps by increas-
ing element mass and increasing ion ionization stage. Maps
are displayed on logarithmic scale to enhance the fainter
emitting structures of each line. For each nebula, the ioniza-
tion structure is apparent, with the higher ionization stages
emitted more internally than the lower ionization ones. A re-
markable exception to this behaviour in found for the CNO
recombination lines, which reveal that the emission is pro-
duced in a volume more internal than that expected for the
CEL emission of the corresponding ions (see Section 3.1.2).
The three PNe exhibit moderate excitation, with centrally
peaked He ii emission. However, only M 1–42 shows clear
emission of the high-excitation [Arv] line in its central parts,
while NGC 6778 reveals a quite faint emission of this line,
which is completely absent in Hf 2–2. The flux distribution
of the main gas shells in each nebula can be inferred from
the Hβ emission line maps on logarithmic scale presented in
Fig. 2, for which we have adopted the mask defined above.

3.1.1 Morphology from the emission line maps

The morphology and kinematics of NGC 6778 have been ex-
tensively studied by Guerrero & Miranda (2012). These au-
thors found that its main nebular shell consists of a dis-
rupted equatorial ring and kinematically disturbed bipolar
lobes. The highly distorted and fragmented equatorial ring,
aligned close to the east-west direction, can be easily seen in
the [O i], [N i], [S ii] and [N ii] emission line maps in Fig. S1 of
the supplementary online data. On the other hand, the H i,
He i and mid-ionization ions like [O iii], [S iii] and [Ar iii]
show a much smoother spatial distribution than the low-
ionization ones.

M 1–42 was imaged by Schwarz et al. (1992) using
narrow-band Hα and [O iii] λ5007 filters. It exhibits an ellip-
tical morphology, with a slightly more extended angular di-
ameter in Hα than in [O iii], and a ring-like structure with a
faint lobe to the north. More recently, Guerrero et al. (2013)
analysed deep Hα HST images and catalogued M 1–42 as an
elliptical PN with ansae/bipolar lobes. The presence of such
ansae is evident in Fig. 1, where it is clear that they are rela-
tively bright in low-ionization emission lines. However, they
are quite faint in Hβ and, therefore, have been excluded from
our analysis following the criteria applied to build our maps
(see above).

Hf 2–2 was also observed by Schwarz et al. (1992). This
PN displays a highly symmetric morphology, with an in-
ner disc-like shell very bright in [O iii] and an outer limb-
brightened shell with an angular diameter of ' 20 arcsec.
The inner disc (shell) is brighter in [O iii] and has a cen-
tral cavity, while the outer limb-brightened shell is bright
in Hα and low-ionization species, such as [O i], [O ii], [N ii]
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Figure 2. Hβ emission line maps of our three PNe on logarithmic scale.
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Figure 3. Hα position-velocity diagram from VLT–UVES long-
slit data crossing the central star of Hf 2–2 at a position angle

of 0◦ (i.e. north is up). The observed profile is consistent with

a bipolar morphology observed almost pole-on similar to that of
Sp 1 (Jones et al. 2012).

and [S ii], where the emission of the shell is shown to be dis-
rupted in several bright knots. This could be consistent with
the PN being bipolar and observed nearly pole-on—such
a nebular inclination would be consistent with the orbital
inclination of the central binary star (Hillwig et al. 2016).
Nevertheless, a detailed spatio-kinematical model is needed
to confirm this hypothesis, but archival VLT–UVES high-
resolution spatially-resolved spectroscopy (Fig. 3) obtained
in long-slit mode (see Tyndall et al. 2012, for a full descrip-
tion of this setup and the data reduction) is consistent with
a low inclination (i.e. pole-on) bipolar morphology similar
to that of Sp 1 (Jones et al. 2012).

3.1.2 Emission line maps of heavy element RLs

Only a handful of works have shown the spatial distribution
of faint recombination lines in PNe, such as O i, O ii and
C ii (see e.g. Tsamis et al. 2008; Ali & Dopita 2019). To our
knowledge, this is the first time this has been done in high-
ADF PNe using IFU data. As we point out in Section 1,
the emission of these lines is more centrally concentrated
than the CEL emission of the same ions in PNe with high
ADFs. This is clearly illustrated in Fig. S1 of the supple-
mentary material, where the RL emission of the O i triplet
λλ7771+74+75 is produced in more central parts than the

[O ii] λλ7329+30 CEL emission. The same applies to the RL
emission of O ii λλ 4649+50 RLs and the [O iii] λ4959 CEL.
Moreover, the spatial distribution of the C ii λ6462 and N ii
λ5679 RLs resembles that of the O ii λλ4649+50 RLs, al-
though the C2+, N2+ and O2+ ions do not share exactly the
same ionization potential range (see Section 6.2 for a more
detailed discussion on this).

3.2 Using Monte Carlo simulations to propagate
uncertainties

We used a Monte Carlo (MC) based method to assess the
uncertainties in the physical and chemical spatial properties
of the objects derived from the pipeline. After obtaining the
extracted emission line maps (see Section 3), we create 150
artificial “fake” maps for each emission line. Line intensities
in each spaxel are generated using random values obtained
from a normal distribution with a mean value equal to the
observed intensity and a standard deviation given by its un-
certainty. This produces data cubes of size 150 × 150 × 151
or 200 × 200 × 151, depending on the object, for each emis-
sion line (and continuum value). These synthetic data cubes
are then used in each step of the pipeline to compute and
apply the reddening corrections, to determine the physical
parameters (electron temperatures and densities), to deter-
mine the ionic abundances corresponding to each emission
line and the adopted ionic abundances and to determine the
ionic ADFs. For each of these parameters and each spaxel
of the object image, we then obtain a distribution of 151
values that allow to determine the “original” value obtained
from the observed line intensity, the“median”value obtained
from the distribution and the “standard deviation” of these
values.

The line intensities obtained from the integrated spectra
(see Section 6.5) follow the same process: we actually added
the integrated value of each emission line to the pixel (0,0) of
the corresponding map, ensuring that the integrated value
follows exactly the same steps in the analysis pipeline than
the individual spaxels of the maps.

4 EXTINCTION MAPS

The extinction coefficient, c(Hβ), maps were constructed
using pyneb (Luridiana et al. 2015) by comparing the ob-
served and theoretical Hα/Hβ line ratios and adopting the
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Figure 4. The c(Hβ) ratio obtained from the median of five H i

line ratios and from only the Hα/Hβ in M 1–42 (see text for de-

tails).

Galactic extinction law by Fitzpatrick (1999) and the the-
oretical H i line ratios from Storey & Hummer (1995) for
Te = 10 000 K and ne = 1 000 cm−3. Notice that we did not
try to correct the H i emission lines for the adjacent He ii
faint emissions, because at the relatively moderate excita-
tion of our three PNe this contribution was always below
1 per cent, i.e. within the uncertainties. In M 1–42, we de-
tected that Hα is slightly saturated in a small region located
few arcseconds to the northwest of the central star, which
provides an apparent lower extinction and also produces ar-
tifacts in the adjacent pixels. For this nebula we tried to con-
struct the extinction map using a shorter exposure of 60 s.
However, the extracted extinction map had large uncertain-
ties in the outer parts of the nebula, which propagated to
the computed physical conditions and chemical abundances.
Therefore, we decided to adopt a different strategy for the
computation of the extinction map for M 1–42: we built ad-
ditional extinction maps using Paschen (P9 to P12) over Hβ
line ratios and computed the median c(Hβ) map considering
all the available maps. This strategy diluted the saturation
effect in the inner parts of the nebula and conserved an ade-
quate determination of the extinction coefficient in the outer
parts. This is shown in Fig. 4, where we plot the ratio be-
tween the median c(Hβ) map and the one computed using
only Hα/Hβ; the ratio is almost constant and close to 1 in
all the nebula with the exception of the saturated spaxels.

The extinction maps for each PN are shown in Fig. 5.
In Table 2 we show the median c(Hβ) obtained using dif-
ferent H i line ratios for our three objects, as well as the
median value and standard deviation in the integrated spec-
tra. For NGC 6778 and Hf 2–2, only the c(Hβ) obtained from
the Hα/Hβ ratio is considered. Overall, the c(Hβ) values ob-
tained using different H i lines are in a relatively good agree-
ment for all the objects, with the exception of the value
obtained with the P10/Hβ ratios, which is systematically
lower and may be indicative of telluric absorption affecting
the flux measurements of the P10 line, especially in the case
of Hf 2–2, for which the signal-to-noise ratio of the lines is
the lowest in our sample (and the exposure times the largest
by far).

In general, the maps do not exhibit large extinction

Table 2. Median extinction coefficient, c(Hβ), computed from

different line ratios with respect to Hβ.

Object Hα P9 P10 P11 P12 Integrated

NGC 6778 0.64 0.58 0.54 0.66 0.61 0.66 ± 0.09
M 1–42 0.80 0.75 0.71 0.78 0.80 0.77 ± 0.04
Hf 2–2 0.60 0.46 0.27 0.51 0.48 0.61 ± 0.08

variations for each nebula, although relatively small differ-
ences can be appreciated. In the case of NGC 6778, it is
apparent that the higher extinction values follow a region
delimited by the curved jets, where Hα dominates the emis-
sion of the nebula (see the Hα/[O iii] and [N ii]/[O iii] ratios
in Guerrero & Miranda 2012). For M 1–42, the extinction
is quite constant, with the exception of the central cavity,
where the extinction is consistently lower, and a thin slab
of gas northwest of the central cavity with somewhat higher
extinction. Finally, Hf 2–2 apparently shows a slightly higher
extinction in the inner parts surrounded by a ring that de-
limites a lower extinction.

5 MAPPING THE PHYSICAL CONDITIONS

The physical conditions were computed with pyneb v1.1.15
(Luridiana et al. 2015) using the atomic data set presented
in Table 3. As our targets have the peculiarity of being strong
emitters of heavy-element recombination lines, we have to be
careful when computing physical conditions for the different
plasma components. Thus, in this Section we describe the
methodology followed to compute the physical conditions
using classical CEL diagnostics, paying special attention to
the potentially strong effect of the recombination contribu-
tion to the faint auroral lines. We finally describe how we
compute Te using recombination line and continuum diag-
nostics.

5.1 Electron temperatures and densities from
CELs

Every 2D data set of a given emission line considered in
this work contains 1502 or 2002 pixels, depending on the
object. For each pixel, we consider an MC distribution of
150 “fake” observations (see Section 3.2). This leads to be-
tween three and six million intensity values for each emis-
sion line. Computing the values of the electron temperature
and density corresponding to the intersection of two diag-
nostic line ratios in the Te–ne plane for each one of these
data points may be very CPU time consuming. To speed up
the computation process, we took advantage of the pyneb
Diagnostic.getCrossTemDen method that uses a Machine
Learning (ML) algorithm (from v1.1.13 on). An artificial
neural network (ANN) is trained with 900 pairs of diag-
nostic line ratios corresponding to the Te–ne pairs covering
the range of expected values (3 000 ≤ Te [K] ≤ 30 000 and
1 ≤ log (ne [cm−3]) ≤ 6). This training phase is done only
once and takes a few minutes. The ANN is then used to
predict the Te–ne values corresponding to the millions of ob-
served and MC line ratios in less than two seconds. The
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Figure 5. Extinction maps, given by c(Hβ) computed from the Hα/Hβ ratio for the three planetary nebulae of our sample

Table 3. Atomic data sets used for the CELs and ORLs.

CELs

Ion Transition Probabilities Collision Strengths

O0 Wiese et al. (1996) Bhatia & Kastner (1995)
O+ Wiese et al. (1996) Kisielius et al. (2009)

O2+ Froese Fischer & Tachiev (2004) Storey & Sochi (2014)
Storey & Zeippen (2000)

N+ Froese Fischer & Tachiev (2004) Tayal (2011)

S+ Rynkun et al. (2019) Tayal & Zatsarinny (2010)

S2+ Froese Fischer et al. (2006) Tayal & Gupta (1999)

Cl2+ Rynkun et al. (2019) Butler & Zeippen (1989)

Cl3+ Mendoza & Zeippen (1982) Butler & Zeippen (1989)

Kaufman & Sugar (1986)

Ar2+ Munoz Burgos et al. (2009) Munoz Burgos et al. (2009)

Ar3+ Rynkun et al. (2019) Ramsbottom & Bell (1997)

Ar4+ Kaufman & Sugar (1986) Galavis et al. (1995)

Mendoza & Zeippen (1982)

ORLs
Ion Effective Recombination Coefficients

H+ Storey & Hummer (1995)

He+ Porter et al. (2012, 2013)

He2+ Storey & Hummer (1995)

O+ Pequignot et al. (1991)

O2+ Storey et al. (2017)

C2+ Davey et al. (2000)

N2+ Fang et al. (2011, 2013)

ANN is implemented directly in pyneb using the ai4neb fa-
cility (Morisset et al., in prep.) that, in the present case, in-
terfaces the scikit-learn package (Pedregosa et al. 2011).
The ANN consists of three hidden layers of 10, 20 and 10
cells using tanh activation. The solver used is lbfgs. The in-
put line ratios have been transformed into their logarithmic
values and scaled using the StandardScaler routine from
sklearn. More details on the ai4neb facility will be pro-
vided in Morisset et al. (in prep.).

We obtain the electron densities and temperatures for
both each observed and MC spaxel, for the pairs of diag-
nostic line ratios described in Table 4. We adopted a clas-
sical two-zone scheme, i.e. we use the Te determined from
[N ii] λ5755/λ6548 and [S iii] λ6312/λ9069 for the low (≤ 17
eV) and high (> 17 eV) ionization potential zones, respec-
tively (see Section 6). It is important to emphasize that,
although [S iii] λ9069 emission line can be affected by H2O
and O2 telluric absorption bands, the MUSE pipeline effec-
tively removes such signatures using dedicated sky exposures
(see Section 2). The electron density is determined using
[S ii] λ6731/λ6716 in both zones. Generally, [Cl iii] and/or
[Ar iv] diagnostics are better suited for the high-ionization

Table 4. Diagnostic line ratio pairs used to compute the phys-

ical parameters. The Te–ne diagnostics used to determine ionic
abundances are shown in bold font.

Ioniz. Zone Te diagnostic – ne diagnostic

Low [N ii]λ5755/λ6548 – [S ii]λ6731/λ6716

High [S iii]λ6312/λ9069 – [Cl iii]λ5538/λ5518
[S iii]λ6312/λ9069 – [S ii]λ6731/λ6716

[S iii]λ6312/λ9069 – [Ar iv]λ4740/λ4711

zone. However, the [Cl iii] density diagnostic leads to rather
similar values to ne([S ii]) in the main body of each PN , but
a much higher ne in the external parts where the [Cl iii]
lines emissivity significantly drops (see Figs. S1 to S3 of
the supplementary material). Electron densities based on
[Ar iv] are higher but the maps are quite noisy. This be-
haviour is due to the intrinsic difficulty in deblending He i
λ4713 from [Ar iv] λ4711. Taking into account that in the
density range below 104 cm−3 (which is the case for all the
PNe studied here), the effect of ne on the absolute values
derived for Te([S iii]) is small, we avoid the use of this ne
diagnostic. In Figs. 6 (and S7 and S8 of the supplemenary
material) we show the obtained Te (upper panels) and ne
(bottom panels) for NGC 6778, M 1–42 and Hf 2–2, respec-
tively. In these figures, we have corrected for the recombi-
nation contribution to the auroral [N ii] λ5755 line assum-
ing Te = 4 000 K for the zone where recombination emis-
sion arises (see next Sections). Physical conditions diagnos-
tic maps assuming Te = 1 000 K, 8 000 K and no correction
are available in the online material.

5.2 Correction for recombination contribution

Rubin (1986) pointed out that the low-lying metastable lev-
els of several CELs, including the auroral [N ii] λ5755 line
and trans-auroral [O ii] λλ7320+30 lines can be significantly
populated by recombination processes. To illustrate how this
can affect the emission maps, in Figs. S1 to S3 of the sup-
plementary material one can compare the spatial distribu-
tion of [S ii] λ6731 and [O ii] λλ7329+30 (labelled as [O ii]
7330+). Although O+ and S+ have similar ionization poten-
tial ranges, the spatial distribution of their emission are re-
markably different in [O ii] λλ7330 and [S ii] λλ6731 lines (see
Figs. S1 to S3 of the supplementary material). As several au-
thors have indicated (see Wesson et al. 2018, and references
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Figure 6. Electron temperature, Te, and density, ne, maps obtained from the combination of different temperature and density diagnostics

for NGC 6778. The recombination contribution to [N ii] λ5755 assuming Te = 4 000 K has been considered. The same maps for M 1–42 and

Hf 2–2 can be found in Figs. 7 and S8 of the supplementary material.

therein), second-row elements such as O and N can show a
strong enhancement of their recombination lines. However,
this does not seem the case for third-row elements (like S),
so it is not expected that S lines can be affected by any
recombination process.

Liu et al. (2000) proposed some recipes to compute the
recombination contribution to the [N ii] λ5755 and [O ii]
λλ7320+30 lines, which depends on the computed abun-
dances of N2+ and O2+ from RLs and the assumed Te. How-
ever, these recipes are only valid over a limited Te range
(5 000 ≤ Te [K] ≤ 20 000) and it is reasonable to suspect
that Te could be lower in high-ADF PNe. Additionally,
Liu et al.’s method requires a first guess of the N2+ and O2+

abundances and, therefore, would need an iterative process
to properly apply the correction. For these reasons, we have
decided to apply a more direct method to estimate this con-
tribution. We used the radiative recombination coefficients
for the metastable levels of [N ii] and [O ii] calculated by
Pequignot et al. (1991) and radiative recombination coeffi-
cients for N ii λ5679 (Fang et al. 2011) and O ii λλ4649+50
(Storey et al. 2017), which are the brightest N ii and O ii
ORLs in our spectra, and used their extinction corrected
emission maps to estimate the contribution by simply ap-
plying the following:

I(5755)corr = I(5755) − j5755(Te, ne)
j5679(Te, ne)

× I(5679) (1)

I(7320+ 30)corr = I(7320+ 30) − j7320+30(Te, ne)
j4649+50(Te, ne)

× I(4649+ 50) ,

(2)

where jν(Te, ne) are the recombination emissivities for each
line. In these equations, ne was set to a constant value of
103 cm−3 and Te was explored using three different values
(1 000, 4 000 and 8 000 K). In Fig. 7 we present the [N ii]
λ5755 (left panels) and N ii λ5679 (central panels) emission
maps, as well as the corrected [N ii] λ5755 maps assuming
Te = 4 000 K for the recombination emission (right panels).
It is evident that the effect is not negligible in any of the
three PNe and can be dramatic in Hf 2–2, where almost all
the observed emission of the auroral [N ii] line is due to re-
combination.

We have checked that the corrections obtained using
our recipes are within 10 per cent of those derived from
Liu et al. (2000). As we pointed out before, the advantage of
our method is that it does not rely on the ionic abundances
of the recombining ions, and then can be applied at an earlier
step in the analysis pipeline, before starting to compute the
ionic abundances.

Possible effects of continuum fluorescence on the inten-
sities of the C ii, N ii, O i and O ii lines in the low-ionization
PN IC 418 were explored by Escalante et al. (2012). These
authors found that continuum fluorescence significantly af-
fects the intensity of the N ii λ5679 ORL (by ' 70 per cent)
and O ii λ4649+50 (' 20 − 30 per cent), leaving the C ii
λλ5342, 6462 and O i λ7771+74+75 lines unaffected. Given
that our objects are all highly excited PNe, we do not expect
such a high contribution of fluorescence to be responsible for
the excitation of N ii and O ii lines from the s, p and d states.
However, as we will see in detail in Section 6.2, the excita-
tion in the cold gas is much lower than in the “normal” gas
in all our targets, so we cannot completely rule out that
fluorescence can contribute to some extent to the observed
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fluxes. Unfortunately, without detailed information from the
UV spectra of the ionizing sources, we cannot evaluate the
significance of this effect on the observed intensities.

Last but not least, it is important to emphasize that
in highly ionized nebulae the recombination contribution
can also be important for the auroral [O iii] λ4363 CEL
(Liu et al. 2000). However, we are currently unable to check
for this as [O iii] λ4363 lies outside the wavelength range
of our MUSE data. However, this effect should be carefully
assessed when computing Te([O iii]), because in some highly-
excited PNe with high ADFs, the auroral [O iii] λ4363 line
could be strongly excited by recombination, making this Te
diagnostic unreliable (see Gómez-Llanos et al. 2020).

5.2.1 Effect of the recombination contribution on the [N ii]
electron temperature maps.

As we have described above, the recombination contribution
to the auroral [N ii] λ5755 line strongly affects the measured
line flux in high-ADF PNe. In Fig. 8, we show the Te([N ii])
maps with no recombination contribution correction (first
column panels) and after applying recombination contribu-
tion corrections using different temperatures for the recom-
bination emission (1 000, 4 000 and 8 000 K; second, third
and last column panels, respectively) and adopting ne([S ii]).
For each object, we present all the maps with the same tem-
perature scale to emphasize the Te differences between them.
It is apparent from Fig. 8 that neglecting the recombination
correction for the [N ii] λ5755 line translates in extremely
high Te determinations, especially in the central zones of
M 1–42 and Hf 2–2, where values over 20 000 K are reached.
Such large values are not obtained when the [S iii] line ratio
is used (see Fig. 6 for NGC 6778 and corresponding figures in
the supplementary material for the other two PNe). We do
not see any physical justification for the presence of low ion-
ization gas (emitting [N ii] lines) at high temperature, when
the intermediate ionization gas traced by the [S iii] emission
is almost at a uniform temperature. We then attribute this
high temperature to the lack of correction for the recombi-
nation contribution to the [N ii] λ5755 line. Assuming a very
low Te = 1 000 K for the recombination zone (second column
panels in Fig. 8) does not fix the problem: the Te([N ii]) is
still too high in the central zones of each nebula, implying an
abnormal behaviour in the component of the gas where the
bulk of CEL emission arises. On the other hand, adopting a
similar Te for the gas where recombination emission is pro-
duced has the opposite effect, and Te significantly drops in
the inner parts. Finally, adopting a value of Te = 4 000 K for
the recombination emission zone provides a Te([N ii]) map
whose structure is quite similar to that of the Te([S iii]) map
for NGC 6778 and M 1–42 (see Fig. 6 and Fig. S7 of the sup-
plementary material). For Hf 2–2, the Te([N ii]) and Te([S iii])
maps still seem quite dissimilar. However, the uncertainties
in the central parts of this PN are extremely high as the [N ii]
λ5755 emission line is completely dominated by recombina-
tion in the whole nebula, with the exception of its outermost
zones (see Fig. 7), where, in fact, the obtained Te([N ii]) and
Te([S iii]) best agree. We therefore adopt Te = 4 000 K as the
characteristic Te to correct for the recombination contribu-
tion in the three PNe under study. It is important to note
here that the value for the temperature adopted to com-
pute the [N ii] λ5755 recombination contribution may not

be fully related to the electron temperature in the cold re-
gion: the correction is obtained by combining emissivities
determined using atomic data from Pequignot et al. (1991)
and Fang et al. (2011) (see previous Section), that may suf-
fer from high uncertainties. The exact temperature for the
cold region may actually be much lower than the adopted
value. Therefore, it should be considered as a tunable pa-
rameter for the recombination correction.

Adopting Te = 4 000 K is a good compromise for our
PNe- It is very similar to the Te values obtained in their cen-
tral zones from Te recombination diagnostics (see next Sec-
tion), which only provide qualitative information on Te in the
low-temperature plasma, as they are based on H i and He i
emission that is present in both components and strongly
depends on the relative weight of the low-temperature re-
gion (see Section 7). The only way to break the introduced
degeneracy is to have a Te diagnostic of the cold region, such
as O ii λ4089/λ4649 (see Storey et al. 2017), which unfortu-
nately is missing in the MUSE data owing to the lack of
wavelength coverage below 4600 Å.

Although the effect of the recombination contribution
to the auroral lines has been proven to be dramatic when
mapping physical conditions, it is mandatory to check this
effect when integrating the whole or a significant part of the
volume of the nebula, as the effect could be diluted owing to
the radically different weight of recombination emission in
the central and external zones of the nebula. In Section 6.5
we will discuss how the recombination contribution affects
the physical conditions and chemical abundance determina-
tions in the integrated spectra.

5.3 Electron temperatures from He i
recombination lines and Paschen continuum

The electron temperature can also be determined from the
Te sensitive He i λ7281/λ6678 recombination line ratio, fol-
lowing the procedure in Zhang et al. (2005). We have used
the fitting coefficients computed by Méndez-Delgado et al.
(2021) to account for weak density dependencies and have
then interpolated linearly (their table 7) the coefficients
needed to solve their equation 4. For the densities consid-
ered in this work, the sensitivity of the He i λ7281/λ6678
line ratio to Te is rather low for Te lower than 2 000 K

For the determination of the electron temperature from
the Paschen jump (PJ), we define the jump as the difference
between the continuum measured at 8100 and 8400 Å, nor-
malized to the intensity of the H i 9-3 line. We tested the
following two methods to derive Te.

The first one uses the pyneb Continuum.BJ_HI method
to generate a table of continuum jump values as a function
of the temperature. Interpolation over this 1D table is then
performed to obtain the temperatures from the measured
continuum jump values. This requires to fix the other pa-
rameters needed to compute the continuum jump: the elec-
tron density is fixed to 103 cm−3 and the values of He+/H
and He2+/H are set to 0.095 and 0.005, respectively.

In the second method, the resulting jump values (ob-
tained using the same Continuum.BJ_HI method) are in-
terpolated over a 3D grid of Te, ne and He+/He values.
The grid contains 5 000 randomly generated values of Te,
ne and He+/He in the [500 − 30 000 K], [100 − 10 000 cm−3]
and [0.0 − 1.0] ranges, respectively (we set He/H = 0.12, an-
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Figure 7. Left panels: Spatial distribution of the auroral [N ii] λ5755 emission line in our three PNe prior to applying the recombi-

nation contribution. Middle panels: Spatial distribution of the N ii λ5679 RL. Right panels: Same as left panels but after applying the
recombination contribution correction, considering a constant Te for the recombination emission of 4 000 K.

ticipating the results described below). The interpolation in
this 3D grid is performed using an ANN similar to the one
described in Section 5.1. This method must be called once
ne and the ionic fraction of He are known.

In Fig. 9, we show the Te(He i) (left panels) and Te(PJ)
maps using method 1 (middle panels) and method 2 (right
panels) for our three objects. The Te(PJ) maps derived with
methods 1 and 2 are very similar, the only noticeable dif-
ference being an increasing Te in the external parts of the
nebulae when using method 2, a behaviour also seen in the
Te(He i) maps. It is remarkable that all maps follow a very
similar behaviour, with Te decreasing in the inner zones of
the nebulae. This is an important result because, for the first
time, low temperature zones can be directly related to high
ADFs in PNe (see Section 6.3).

6 CHEMICAL ABUNDANCES

We constructed the ionic abundance maps using pyneb and
the atomic data set contained in Table 3. For each ion, the

lines with the highest signal-to-noise ratios were used. As the
fluxes of the triplet He i lines, such as λ5876 and λ7065, can
be affected by the metastability of the 23S level, only the He i
λ6678 line was used for abundance determination because it
is the brightest singlet line in the observed wavelength range.
The complete list of lines considered for building the ionic
abundance maps is shown in Table 6.

6.1 Ionic abundances from CELs

As described in Section 5, for each nebula a two-zone scheme
was adopted, with a single ne value given by the [S ii] diag-
nostic ratio in the two zones, and Te([N ii]) for ions with
IP ≤ 17 eV (i.e. C0, N0, N+, O0, O+ and S+) and Te([O iii])
for ions with IP > 17 eV (i.e. O2+, S2+, Cl2+, Cl3+, Ar2+,
Ar3+ and Ar4+).

In Figs. S15 to S17 of the supplementary material, we
present the ionic abundance maps computed with no correc-
tion for the recombination contribution to the [N ii] λ5755
and [O ii] λλ7320+30 CELs. In Figs. S18 to S20 of the sup-
plementary material, the ionic abundance maps with the
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Figure 8. Te([N ii]) maps of the three PNe showing its variation from no recombination contribution correction (first column panels) to

recombination contribution corrections assuming different temperatures for the recombination zone emission: Te = 1 000, 4 000, 8 000 K

(second, third and last column panels, respectively). The temperature scale is the same for the four cases.

recombination correction for Te = 4 000 K are shown. Ac-
counting for the recombination contribution slightly affects
the emission maps of low-ionization species in NGC 6778 and
M 1–42, in particular in their central zones, where Te([N ii])
is significantly lower after applying the correction. In both
PNe, the [O ii] λλ7320+30 abundance map is the most af-
fected one, because the recombination contribution correc-
tion have an effect on both the Te determination and the
computed emissivity of the [O ii] lines. For Hf 2–2 the effect
is dramatic for several lines (Fig. 7): recombination emis-
sion dominates over collisional excitation in the measured
flux of the [N ii] λ5755 line, and the same happens for the
[O ii] λλ7320+30 lines. This translates into an extremely
high Te determination in the central parts of the nebula.
Given that recombination coefficients for H+ have only been
computed for Te ≤ 30 000 K (Storey & Hummer 1995), when
no recombination correction is applied, our pipeline skips the
calculation of abundances in spaxels where Te exceeds this
limit, hence the apparent blank gaps in the central parts
of the ionic abundance maps of low ionization species il-
lustrated in Fig. S17 of the supplementary material. This
results in an apparently weird behaviour of the abundance
maps. Contrarily, when the strong recombination contribu-
tion is accounted for, the abundance maps of the different
low-ionization species uniformly show low abundances in the
central regions of the PN and remarkably higher abundances
in the necklace-like structure at the outer edge of Hf 2–2.

6.2 Ionic abundances from ORLs

For consistency, we built the ORL abundance maps adopting
the electron temperature used for the recombination correc-
tion. We have checked that using Te diagnostics maps, such
as Te([S iii]) or Te(PJ), does not affect the spatial distribu-
tion of the abundance maps, and differences in the absolute
abundance values are below 0.05 dex in O2+/H+. This is the
expected behaviour, as ORL ionic abundances have a small
dependence on Te.

Regarding He+, as the recombination coefficients by
Porter et al. (2012, 2013) were only computed for Te ≥
5 000 K, extrapolation to lower Te was applied according to
an inverse law in Te for the emissivity of these lines. This
nicely reproduces the emissivity dependence of He i λ6678
and λ7281 with Te computed by Porter et al. (2012, 2013)
for Te > 5 000 K.

The atomic data shown in Table 3 were used to compute
the C2+, N2+, O+ and O2+ abundances from ORLs, assuming
case A for O+ and C2+ and case B for O2+ and N2+2.

Figs. S1 to S3 of the supplementary material clearly
show that the spatial distribution of the heavy element ORL
emission is concentrated in the inner regions of each nebula,
and that such spatial distribution is incompatible with the
CEL emission of the corresponding ions (see e.g. the O ii
ORL and [O iii] CEL emission maps). This well-known be-
haviour was first addressed by Garnett & Dinerstein (2001)

2 For a detailed description of cases A and B, see

Osterbrock & Ferland (2006).
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Figure 9. Te maps obtained from the He i λ6678/λ7281 line ratio (left panels), the Paschen jump relative to H i P9 λ9229 line (middle

panels) and the Paschen jump derived using an Artificial Neural Network (ANN) technique (right panels, see text for details) for the
three objects in our sample (NGC 6778, M 1–42 and Hf 2–2 from top to bottom). Note the extremely low values obtained for Hf 2–2 (see

text).

in the PN NGC 6720 and later confirmed by several au-
thors (e.g. Corradi et al. 2015; Garćıa-Rojas et al. 2016;
Jones et al. 2016; Wesson et al. 2018). In this work, we show
for the first time the spatial distribution of ionic chemical
abundances from ORLs for different ions: C2+, N2+, O+ and
O2+. We find that all of them nearly spatially coincide. This
would be expected for ions with similar ionization poten-
tials as C2+, N2+ and O2+, but not for O+ for which it
should be seen some ionization stratification as compared
to O2+. This result may indicate that the spatial distribu-
tion of heavy-element ORL emission would not provide in-
formation on the large scale ionization structure of the cold-
gas component, but it would rather trace the distribution
of unresolved nebular components where the bulk of heavy-
element ORLs is produced. Each of these small structures
would be (almost) optically thick to the ionizing radiation,
as in some of the models presented by Yuan et al. (2011)
and Gómez-Llanos & Morisset (2020), and would have its
specific ionization structure.

Another parameter to explore using the O+ and O2+

ORL abundance maps is the ionization degree of the gas,
which seems to be remarkably different when computed with
ORLs or with CELs. In Fig. 10, we show the ionization de-
gree maps for NGC 6778 traced by the O++/O+ obtained us-
ing CELs (upper left panel) and ORLs (bottom left panel),
as well as the corresponding fractional uncertainties (right
panels). This figure illustrates how the ORL emitting gas
seems to be less ionized than the CEL emitting gas. For M 1–
42 and Hf 2–2 the differences are even larger (see Figs. S21
and S22 in the online supplementary material).

The ionization of a given Xi ion into Xi+1 is controlled
by the ratio between the number of photons with energy
above the Xi-ionizing energy and the number of available
Xi ions to ionize. As this ratio strongly decreases in the
metal-rich region because X/H is increased, the ionization
into Xi+1 decreases. In other words, the decrease in oxygen
ionization in the ORL-bright region is due to an increase in
the oxygen density, rather than a reduction of the hydrogen
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Figure 10. CEL and ORL spatial distributions of log (O2+/O+)
in NGC 6778 and their corresponding fractional error maps.
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Figure 11. Spatial distributions of log [ADF(O+)] and
log [ADF(O2+)] in NGC 6778 and their corresponding fractional

error (ADF error/ADF ratio) maps.

density, leading to an increase of the O/H abundance. This
behaviour is actually predicted by the models (see fig. 2 of
Gómez-Llanos & Morisset 2020, and the related discussion).

6.3 The abundance discrepancy

Once the O+ and O2+ ORL abundance maps are available,
the next obvious step is to build the ADF maps. This is
the first time that the O+ and O2+ ADF are mapped at
the high spatial resolution provided by MUSE (0.2 arcsec).
Tsamis et al. (2008) built ADF maps for the high-ADF PNe
NGC 7009 (ADF ≈ 5, Liu et al. 1995; Fang & Liu 2011)
and NGC 6153 (ADF ≈ 10, Liu et al. 2000; McNabb et al.
2016) using FLAMES-ARGUS, which provided much higher
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Figure 12. Same as Fig. 11, but for M 1–42.
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Figure 13. Same as Fig. 11, but for Hf 2–2.

spectral resolution than MUSE, but a smaller field of view
(11.5 × 7.2 arcsec) and a poorer spatial resolution.

Figs. 11 to 13 present the ADF(O+) and ADF(O2+)
along with their corresponding uncertainties (expressed
in terms of the fractional uncertainty, i.e. ADF uncer-
tainty/ADF) for the three PNe. The NGC 6778 and M 1–42
fractional uncertainty maps indicate that the uncertainties
in the ADF(O2+) maps are ≤ 10 per cent in the central
parts of each PN. In Hf 2–2, they are larger, of the order
of (20 − 30 per cent). The ADF(O+) uncertainties are sig-
nificantly larger: ' 20 − 30 per cent in the central parts of
NGC 6778 and M 1–42 and > 50 per cent in Hf 2–2.

Figs. 11 to 13 indicate that the ADF(O2+) centrally
peaks for both ions in the three objects, which is in agree-
ment with the results previously obtained in high-ADF
PNe from long-slit spectra (Corradi et al. 2015; Jones et al.
2016; Garćıa-Rojas et al. 2016; Wesson et al. 2018) and the
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Table 5. Physical conditions derived for the integrated spectra.

NGC 6778 M 1–42 Hf 2–2

Te (K) [N ii] λ5755/λ6548a 8345 ± 250 8210 ± 210 8200 ± 530
[S iii] λ6312/λ9069 8290 ± 310 7700 ± 200 6820 ± 210

He i λ6678/λ7281 4240 ± 710 4090 ± 690 670 ± 540

PJ 3810 ± 850 3400 +3900
−3400 1260 ± 450

PJ (ML) 3850 ± 900 3450:b 1330 ± 460

ne (cm−3) [S ii] λ6716/λ6731 860 ± 220 1065 ± 280 350 ± 110
[Cl iii] λ5518/λ5538 1035 ± 370 1710 ± 480 680 ± 340

[Ar iv] λ4711/λ4740 4970 ± 1170 8300:b —

a [N ii] λ5755 line corrected for recombination contribution as-

suming Te = 4 000 K
b Colons indicates large uncertainties

aforementioned IFU study by Tsamis et al. (2008). The
ADF(O2+) spatial distribution resembles that of the ORL
O2+/H+ ratio. This is expected, given the relative homo-
geneity of the CEL O2+/H+ ratio in our three PNe (see
Figs. S18, S19 and S20 of the online supplementary mate-
rial).

This is also the first time that the ADF(O+) spatial
distribution is presented in a PN. It is slightly different to
that of ADF(O2+), given the different spatial distribution
of the O+ and O2+ abundances obtained from CELs. Even
so, it clearly peaks in the inner nebular regions too, but the
uncertainties are higher than for ADF(O2+), particularly in
the case of Hf 2–2, where the observed O i lines are very faint
and the uncertainties in the ADF are beyond 50 per cent for
the great majority of the spaxels (see Fig. 13).

6.4 Helium abundances

We first computed the total abundance maps for He. Note
that no ICF is needed as its total abundance is computed by
simply adding He+ and He2+. The He/H abundance maps
are displayed in Fig. 15. It is clear that the total abun-
dance is not homogeneous and there exists a positive He/H
abundance gradient toward the central parts of each nebula,
which is relatively mild in NGC 6778, but is much more ev-
ident in M 1–42 and Hf 2–2. This points to He abundance
inhomogeneities in these PNe. If two plasmas at different
temperatures coexist, as proposed, the observed behaviour
is consistent with the cold component being not only metal-
rich, but also He-enriched relative to H.

6.5 Elemental abundances from the integrated
spectra

To compute the elemental abundances of elements heavier
than helium, ICFs must be accounted for. The available
ICFs in the literature were built using sets of PN photoion-
ization models that are theoretical representations of entire
objects, in which relations between the observed and unseen
ionic species are obtained as a function of the ionization
degree. Therefore, it does not make sense to apply these re-
lations on a spaxel-by-spaxel basis as the observed ionization
degree in a single spaxel is not representative of the whole
nebula.

For this reason, the abundances of elements other than
He were determined from the integrated spectrum within the

Table 6. Ionic abundances in units of 12 + log(Xn+/H+) in the
integrated spectra.

Ion Line NGC 6778 M 1–42 Hf 2–2

He+ He i λ6678 11.13 ± 0.03 11.14 ± 0.02 11.14 ± 0.03

He2+ He ii λ4686 9.56 ± 0.03 9.80 ± 0.04 9.17 ± 0.03

C0 [C i] λ8728 5.69 ± 0.08 6.10 ± 0.06 5.68 ± 0.15

C2+ C ii λ5342 8.93 ± 0.03 9.03 ± 0.03 9.45 ± 0.03
C ii λ6462 9.07 ± 0.03 9.15 ± 0.03 9.53 ± 0.03

N0 [N i] λ5199+ 6.74 ± 0.07 6.91 ± 0.06 6.25 ± 0.14

N+ [N ii] λ5755 7.95 ± 0.06 8.05 ± 0.05 7.09 ± 0.10
[N ii] λ6548 7.96 ± 0.06 8.06 ± 0.05 7.10 ± 0.10

N2+ N ii λ5676 9.08 ± 0.03 — 9.19 ± 0.04
N ii λ5679 9.29 ± 0.03 9.38 ± 0.03 9.37 ± 0.03

O0 [O i] λ6300 7.30 ± 0.06 7.45 ± 0.05 6.26 ± 0.13
[O i] λ6364 7.31 ± 0.06 7.45 ± 0.05 6.23 ± 0.13

O+ O i λ7773+ 9.11 ± 0.04 9.11 ± 0.06 9.65 ± 0.41

[O ii] λ7319+ 8.02 ± 0.13 8.09 ± 0.10 7.78 ± 0.39
[O ii] λ7330+ 8.02 ± 0.14 8.11 ± 0.10 7.79 ± 0.39

O2+ O ii λ4649+ 9.60 ± 0.03 9.61 ± 0.04 9.76 ± 0.03
O ii λ4661 9.41 ± 0.04 9.48 ± 0.04 9.57 ± 0.04

[O iii] λ4959 8.54 ± 0.06 8.65 ± 0.05 8.42 ± 0.06

S+ [S ii] λ6716 6.29 ± 0.05 6.38 ± 0.04 5.60 ± 0.09
[S ii] λ6731 6.30 ± 0.05 6.39 ± 0.04 5.60 ± 0.09

S2+ [S iii] λ6312 6.79 ± 0.08 6.99 ± 0.05 6.57 ± 0.09
[S iii] λ9069 6.80 ± 0.08 7.00 ± 0.05 6.57 ± 0.08

Cl2+ [Cl iii] λ5518 5.13 ± 0.06 5.24 ± 0.05 4.98 ± 0.06
[Cl iii] λ5538 5.14 ± 0.06 5.29 ± 0.05 5.02 ± 0.07

Cl3+ [Cl iv] λ7531 4.66 ± 0.07 4.81 ± 0.04 4.25 ± 0.08

[Cl iv] λ8046 4.43 ± 0.07 4.60 ± 0.04 3.91 ± 0.08

Ar2+ [Ar iii] λ7136 6.34 ± 0.07 6.54 ± 0.04 6.09 ± 0.07

[Ar iii] λ7751 6.32 ± 0.07 6.52 ± 0.04 6.07 ± 0.07

Ar3+ [Ar iv] λ4740 5.64 ± 0.07 5.98 ± 0.05 5.51 ± 0.06

Ar4+ [Arv] λ7005 3.53 ± 0.07 — —

1 2 3 4 5 6 7 8
log(ne) [cm 3]

102

103

104

T e
 [K

]

O II 4650+ / 4661

Figure 14. Diagnostic diagram obtained from

O iiλ 4650+/λ 4661 for the observed ratios of NGC 6778
(solid line), M 1–42 (dotted line) and Hf 2–2 (dashed line).

mask described in Section 3.1. In Table S1 of the supplemen-
tary material (online only), we present the unreddened and
extinction corrected line fluxes along with their uncertain-
ties. The extinction corrected fluxes of [N ii] λ5755 and [O ii]
λλ7320+30 reported in the table correspond to a recombina-
tion correction assuming Te = 4 000 K. In Table 5, we show
the physical conditions computed for the integrated spectra
after assuming Te = 4 000 K for the recombination correc-
tion, and in Table 6 we show the ionic abundances obtained
for the different ions and emission lines.

It can be seen from Table 6 that there is an overall
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Figure 15. Total 12+log(He/H) abundance maps, computed from the sum of He+/H+ and He2+/H+ ratios for the three planetary nebulae

of our sample

good agreement between abundances derived from different
lines of the same ion. The exception are the abundances
from the recombination lines of C ii, N ii and O ii, where
the abundances determined from the brightest lines (C ii
λ6462, C ii λ5679 and O ii λ4649+50) seem to be system-
atically higher. In the case of the O ii ORLs, these differ-
ences could be attributed to C iii λ4649 contamination of
the λ4649+50 feature. McNabb et al. (2016) obtained deep
high resolution spectra for M 1–42 and Hf 2–2 and did not
report any detection of C iii lines. Similarly, for NGC 6778,
Jones et al. (2016), although with lower spectral resolution,
did not report the detection of any of the C iii multiplet V1
lines. Hence, line contamination is unlikely to cause these
systematic differences. The observed differences could also
be attributed to departure from local thermodynamic equi-
librium (LTE) from the upper levels of the transitions of this
multiplet at the relatively low ne of these PNe. These effects
were taken into account in the effective recombination coef-
ficient computations by Storey et al. (2017), but the lack of
a reliable Te(O ii) diagnostic precludes the computation of a
reliable ne for the O ii emitting plasma. Fig. 14 illustrates
the dependence of the observed O ii λ4649+50/λ4661 ratios
with Te and ne. To compute the O2+/H+ ratio for each PN,
we assumed Te = 4 000 K and ne([S ii]). It is quite clear that
when fixing Te = 4 000 K, the observed ratios are compatible
for ne in the range 103.3 . ne [cm−3] . 104, larger than those
adopted (ne . 103 cm−3). Regardless of the origin of these
differences, we have adopted as representative values those
given by the brightest line in each case, i.e. C ii λ6462, N ii
λ5679 and O ii λ4649+50.

6.5.1 Ad-hoc ICFs

We considered the ICFs obtained from the literature and
computed for each object from a grid of photoioniza-
tion models described in Delgado-Inglada et al. (2014). We
use an extended version of this grid with a larger effec-
tive temperature range and run with version c17.01 of
cloudy (Ferland et al. 2017), hold in the 3MdB_17 database3

(Morisset et al. 2015) under the reference PNe_2020.
From the more than 700 000 models in the database,

3 See full description at https://sites.google.com/site/

mexicanmillionmodels/the-different-projects/pne_2014

we select those which fit the observed values of the follow-
ing ionic abundance ratios within 1 dex, for each object:
He2+/He+, O2+/O+, S2+/S+, Cl3+/Cl2+ and Ar3+/Ar2+.
This set of models were used to train seven XGBoost
(Chen & Guestrin 2016) regressors, using the logarithmic
values of the above ionic abundance ratios (scaled using the
StandardScaler routine from sklearn) as input and the
following seven ICFs: C/C+, N/N+, (O+/O).(N/N+), O/(O+

+ O2+), S/(S+ + S2+), Cl/(Cl2+ + Cl3+) and Ar/(Ar2+ +
Ar3+) as output. 80 per cent of the model set was dedi-
cated to the training, while the remaining models were used
as a test set. The hyper-parameters were set to the follow-
ing values: learning_rate = 0.1, n_estimators = 500 and
max_depth = 10, which give a standard deviation of less than
1 per cent for the difference between the predicted and test
values in the test set. This process was applied for each ob-
ject separately.

These ad-hoc ICFs were then used to determine the
elemental abundances in each object and to compare the
results with the values obtained using the ICFs from
Peimbert & Costero (1969), Kingsburgh & Barlow (1994)
and Delgado-Inglada et al. (2014). The abundances are
listed in Table 7.

Comparison between the ICFs obtained using ML tech-
niques and those from the literature4 results in elemental
abundances that are in excellent agreement for all cases
(within 0.04 dex at most), except for N in Hf 2–2. For this
PN, the ICF computed using ML provides 12 + log(N/H) =
8.14 ± 0.18, while the classical ICF (N/O=N+/O+, e.g.
log[ICF(N+/O+)] = 0.0) yields 7.83 ± 0.28. However, even
in this case, the difference is still within 1-σ. For Hf 2–
2, the He ionization is rather low (He2+/(He+ + He2+) ∼
0.01) and this classical ICF is not correct (see panel (a)
of fig. 6 in Delgado-Inglada et al. 2014). Our ad-hoc ML
method leads to log[ICF(N+/O+)] = 0.31 ± 0.05 dex. The val-
ues from Delgado-Inglada et al. (2014) are 0.12+0.40

−0.26 when

He ii is seen, and 0.52+0.40
−0.26 instead, enclosing our ML value.

The ICFs needed to obtain the final element abundances
are mainly based on ionic fractions of He and O when de-
rived from Delgado-Inglada et al. (2014), and ionic fractions

4 We have used the ICFs from Delgado-Inglada et al. (2014)

for He (eq. 10), C (eq. 39), O (eq. 12), S (eq. 26), Cl (eq.
29) and Ar (eq. 35), and from Peimbert & Costero (1969);

Kingsburgh & Barlow (1994) for N.

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/advance-article/doi/10.1093/m
nras/stab3523/6449016 by U

niversity C
ollege London user on 08 D

ecem
ber 2021



O
R
IG

IN
A

L
 U

N
E
D

IT
E
D

 M
A

N
U

S
C

R
IP

T
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of He2+/He+, O2+/O+, S2+/S+, Cl3+/Cl2+, and Ar3+/Ar2+

in the case of our ad-hoc ICFs from ML. The metal ioniza-
tion states are obtained from CELs, but for helium we rely
on RLs, without a clear knowledge of where theses lines are
coming from. If a significant proportion of helium lines orig-
inate from the “cold” region with a different ionization state
than the “warm” region, the ICFs depending on He2+/He+,
and the corresponding abundances, may be wrong.

6.5.2 Comparison with previous works

The most relevant previous works are those by Jones et al.
(2016) for NGC 6778, Liu et al. (2001) and McNabb et al.
(2016) for M 1–42 and Liu et al. (2006) and McNabb et al.
(2016) for Hf 2–2. Table 7 presents the elemental abundances
obtained from the integrated spectra of the three PNe in this
work as well as those reported in the literature.

Ideally, comparison of chemical abundances obtained
from different data sets should be done by recomputing
abundances using the same methodology. However, this is
not always an easy task, especially given the limited wave-
length coverage of the MUSE data, that miss some im-
portant lines at wavelengths bluer than 460 nm (e.g. [O ii]
λ3736+29 and [O iii] λ4363). Therefore, we have decided to
carry out a critical comparison of the most relevant elemen-
tal abundances.

For NGC 6778, there are significant differences between
our abundances and those derived by Jones et al. (2016),
with the exception of O from RLs and N from CELs, which
are largely consistent. We find an excellent agreement in
the total He abundance when computing the He+ abun-
dance adopting Te(He i). Regarding heavy-element abun-
dances from ORLs, C abundances disagree by almost 0.4
dex. This difference is mainly driven by the different C2+

abundance obtained by Jones et al. (2016), which is a fac-
tor of 1.5 higher than ours, and is caused by the combi-
nation of two factors: the C ii lines are slightly brighter in
Jones et al. (2016) and they adopted Te([O iii]), which in-
creases the abundances by ≈ 20 per cent relative to using the
Te obtained with ORLs diagnostics. On the other hand, the
O abundance obtained by these authors from CELs is 0.16
dex lower than ours, but this difference is easily explained
by the higher Te([O iii]) adopted by Jones et al. (2016), that
could be affected by the recombination contribution to the
[O iii] λ4363 auroral line (Gómez-Llanos et al. 2020), while
our adopted Te([S iii]) is free from such effects (see Sec-
tion 5.2). Similar arguments apply for S, although the dif-
ferences found are larger and cannot be fully explained by
the adopted Te. In this case, two factors can be at play: i)
the S2+ abundances by Jones et al. (2016) were derived from
the [S iii] λ6312 CEL, which is extremely dependent on the
assumed Te; and ii) there was a misalignment between the
blue and red arm observations of Jones et al. (2016), that,
although treated with extreme caution, could have intro-
duced systematic effects in the derived line ratios. Finally,
the ' 0.8 dex lower Ar abundance in Jones et al. (2016) is
the result of accounting for Ar3+ abundances only. Thus,
the ICF is quite uncertain, especially given that Ar2+ is the
dominant ionic species in the nebula (Delgado-Inglada et al.
2014). Our newly derived O (and also Cl and Ar) abundances
indicate that NGC 6778 is an object with almost solar metal-
licity (Lodders 2019).

For M 1–42, the results presented in the two other works
mentioned are in relatively good agreement with ours, al-
though some slightly larger differences (> 0.2 dex) can be
found for S, Cl and Ar from CELs, and for O from ORLs.
However, the agreement is, in general, quite good for O and
N, providing a value of N/O ' 0.93, which reinforces the
classification of this object as a type-I PN.

Finally, for Hf 2–2, comparison with the works by
Liu et al. (2006) and McNabb et al. (2016) confirms the high
ADF(O2+) found in this PN, although it seems to be not as
high as previously reported. This is an obvious consequence
of us adopting the relatively low Te([S iii])= 6 820 K, which
is ' 1 900 and 2 800 K lower than the Te([O iii]) in Liu et al.
(2006) and McNabb et al. (2016), respectively. We cannot
assign these differences to any specific reason other than the
fact that the auroral [S iii] λ6312 line is relatively weak in
this PN. However, after examination of the observed [S iii]
line fluxes relative to Hβ in the two previous works, we find
that Liu et al. (2006) reported a [S iii] λ6312/Hβ ratio that
is 60 per cent higher than the reddened flux measured in
this work from the integrated spectra. Unfortunately, these
authors did not cover wavelengths redder than 720 nm, and
hence they were unable to detect the nebular [S iii] lines.

The fluxes reported by McNabb et al. (2016) are
deemed unreliable owing to two main reasons: i) they re-
ported fluxes one order of magnitude higher for multiple
faint lines, which points to some kind of mistake in tran-
scribing the line flux tables, ii) the dereddened fluxes of the
H i Paschen lines are much brighter (more than a factor 2)
than expected for the assumed physical conditions, while
the [S iii] λ9069/Hβ line ratio is ≈ 30 per cent smaller than
observed here, which points to problems with the flux cali-
bration, extinction correction and/or telluric absorptions.

6.5.3 Effect of the recombination contribution correction
on the integrated spectra

We have investigated the effect of neglecting the recombina-
tion contribution correction on the integrated spectra. Al-
though its effect on the physical conditions maps is dramatic,
as we have shown in Section 5.2, it is somewhat mitigated
in the integrated spectra of NGC 6778 and M 1–42, owing to
the different weights of the ORL and CEL emitting zones in
the integrated spectrum. However, it is still extremely sig-
nificant in Hf 2–2 and should be accounted for carefully. We
find a recombination contribution to the [N ii] λ5755 auroral
line of ≈ 17, ≈ 18 and ≈ 64 per cent (assuming Te = 4 000 K)
for NGC 6778, M 1–42 and Hf 2–2, respectively. This trans-
lates into respective Te([N ii]) decreases of ' 550, ' 600 and
' 3950 K in NGC 6778, M 1–42 and Hf 2–2, which are sub-
sequently propagated to the abundances of low-ionization
species. Similarly, these corrections are of ≈ 44, ≈ 42 and
≈ 75 per cent for the [O ii] λλ7320+30 trans-auroral lines
in the three PNe under the same Te conditions. This illus-
trates the importance of accounting for the recombination
contribution when these lines are the only ones available to
compute the O+ abundances.
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Table 7. Comparison between the elemental abundancesa determined in this work, using the ICFs obtained with machine learning

techniques, and those obtained in the literatureb.

NGC 6778 M 1–42 Hf 2–2

This work JWG16 This work LLB01 MFL16 This work LBZ06 MFL16

He 11.15 ± 0.02 11.20 11.16 ± 0.02 11.17 11.09 11.08 ± 0.03 11.02 11.07
C (RLs)c 9.14 ± 0.03 9.52 9.22 ± 0.03 9.35 9.40 9.64 ± 0.27 9.63 9.62

N 8.59 ± 0.06 8.60 8.76 ± 0.06 8.68 8.77 8.14 ± 0.18 7.77 8.00

O 8.69 ± 0.06 8.53 8.79 ± 0.04 8.63 8.75 8.52 ± 0.09 8.11 8.35
O (RLs)c 9.73 ± 0.03 9.78 9.74 ± 0.03 9.79 9.56 10.01 ± 0.26 9.94 9.72

S 7.00 ± 0.07 6.53 7.20 ± 0.04 7.08 6.90 6.74 ± 0.08 6.37 6.69

Cl 5.33 ± 0.06 — 5.47 ± 0.04 5.26 5.52 5.10 ± 0.06 — 5.64
Ar 6.44 ± 0.06 5.67 6.67 ± 0.04 6.56 6.10 6.21 ± 0.07 6.13 5.78

a Abundances in units of 12 + log (X/H).
b References: JWG16: Jones et al. (2016); LLB01: Liu et al. (2001); MFL16: McNabb et al. (2016); LBZ06: Liu et al. (2006).
c In these cases, the ICFs were not computed using machine learning techniques given the lack of ionization state diagnostics for the

“cold” gas component. Instead, we used the ICFs from Delgado-Inglada et al. (2014): C (eq. 39) and O (eq. 12). However, these recipes

should be taken with caution (see text). The influence of a cold region on the H i emission lines is not taken into account here (see
Section 7.1).

Table 8. Differences between physical and chemical properties derived assuming different recombination contribution corrections with

respect to the adopted ones.

NGC 6778 M 1–42 Hf 2–2

Te for Rec. Cont. None 1 000 8 000 None 1 000 8 000 None 1 000 8 000

∆(Te([N ii])) (K) +560 +190 −130 +590 +200 −150 +3960 +1465 −1225

∆(ne([S ii])) (cm−3) +25 +10 −5 +30 +10 −10 +60 +25 −20

∆(log(N+/H+)) −0.09 −0.03 +0.02 −0.09 −0.03 +0.02 −0.45 −0.20 +0.24

∆(log(O+/H+)) +0.04 +0.02 −0.03 +0.01 +0.01 −0.01 −0.49 −0.21 +0.17
∆(log(N/H)) −0.08 −0.05 +0.03 −0.07 −0.03 +0.403 −0.01 −0.03 −0.04

∆(log(O/H)) +0.01 = −0.01 −0.01 = −0.01 −0.07 −0.04 +0.04

...

7 DISCUSSION

7.1 On the influence of a cold region on H i
temperature and abundance determinations

The main result of our analysis of the emission lines, that
led to the determination of the physical and chemical pa-
rameters of the three PNe, points to the presence of two
phases of gas, one of which is quite cold (Te of the order of
∼ 103 K). This cold region shows metal abundances signifi-
cantly larger than those obtained for the “classical” region.
Despite being poor in hydrogen, the cold region may sub-
stantially contribute to the observed H i recombination line
and continuum emission (this is clearly the case consider-
ing the low temperatures from the Paschen jump obtained
in Section 5.3). This opens an interesting discussion as to
the way ionic (and elemental) abundances are derived. Let
us consider a given emission line at wavelength λ emitted
by the two different phases of the gas (the warm “classical”
region and the cold, metal-rich region), identified by the w

and c superscripts, respectively. The resulting line intensity,
normalized to Hβ, is the following:

Iλ
Iβ
=

Iw
λ
+ Ic

λ

Iw
β
+ Ic

β

=
Iw
λ
+ Ic

λ

(1 − ω)Iβ + ωIβ
, (3)

where ω is the weight of the cold region in the total Hβ (and
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Figure 16. Contour plot of the observed Paschen jump electron

temperature as a function of the temperature of the cold region
and its relative weight in the total H i emission. For the warm gas,
we assumed Te = 8 000 K. The red diamond illustrates the case of

a cold region at 800 K contributing 3.3 per cent of the emission
and leading to an apparent Paschen jump temperature of 4 000 K.
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recombination continuum) emission (the “classical” region
contribution being 1−ω). The abundance of the ion respon-
sible for the line emission is commonly determined assuming
it is directly proportional to Iλ/Iβ . If the line is only emitted
by one of the two regions, this method will underestimate
the ion abundance. However, if it is emitted by the warm
region alone (as is the case for CELs), Ic

λ
= 0 and the abun-

dance should be obtained from Iλw/Iβw = Iλ/(1 −ω)Iβ . The
abundance is underpredicted by a factor 1/(1 − ω). In the
case of a line only emitted by the cold region (e.g. ORLs),
the underprediction factor is 1/ω.

Under this hypothesis of two distinct gas phases, the
ionic abundances in each region can be computed using the
corresponding electron temperature. For the “classical” re-
gion, it is obtained using “classical” diagnostic line ratios
like [O iii] λ4363/λ5007. For the cold region, the exact value
of the temperature is commonly considered as not necessary,
as the emissivities of the metal and H recombination lines
have almost the same dependence on the temperature and
cancel each other in the abundance determination. However,
H i emission is produced in both regions, and therefore this
argument no longer applies.

The weight ω of the cold region in the total Hβ emission
can be estimated using the determination of the temperature
from the Paschen jump (see Section 5.2.1), in a way inspired
by Gómez-Llanos & Morisset (2020). In Fig. 16 we show the
apparent Paschen jump temperature determined from an
observation where the emission of the continuum and of the
H i lines results from emission in both a warm region (here
at Tw

e ∼ 8 000 K) and a cold region of temperature Tc
e (x-

axis). The y-axis is the cold region weight ω. We see that
if the cold region is, for example, at 800 K, an apparent
Paschen jump temperature of 4 000 K is obtained if the cold
region contribution to H i is as small as 3.3 per cent (red
diamond in Fig. 16). This implies that any determination of
abundances obtained from emission lines mainly emitted by
the cold region needs to be corrected by a factor of 1/0.033
= 30! The determination of the abundances from CELs will
only be underestimated by a factor 1/(1 − 0.033), that is,
∼ 3.4 per cent. This obviously depends on the adopted values
for the warm and cold region temperatures. In addition, the
He i temperature may not be relevant to obtain the cold
region temperature if strictly metal-rich (and then H- and
He-poor).

We can then derive a correction to the ionic abundances
and obtain a more realistic value of e.g. O2+/H+ in the
cold and warm regions. The ratio between these corrected
abundances obtained from ORLs and CELs is close to what
Gómez-Llanos & Morisset (2020) refer to as the Abundance
Contrast Factor (ACF). The relation between the ACF and
the observed ADF is:

ACF(X i+/H+) = (X
i+/H+)rec

ω
· 1 − ω
(X i+/H+)col

= ADF(X i+/H+) · 1 − ω
ω

. (4)

We explore the effect of the “dual phase hypothesis”
on the determination of the ACF(O2+/H+) as defined by
Eq. 4 for our three PNe. We consider three different values
for the cold region temperature: 500, 800 and 1 000 K. The
obtained ADF does not significantly change when Tw

e varies
from 8 000 to 12 000 K, and hence we fix the electron temper-

Table 9. Logarithmic ADF(O2+/H+) and ACF(O2+/H+) values

for the collapsed spectra.

NGC 6778 M 1–42 Hf 2–2

ADF

(dex)

0.97 ± 0.07 0.90 ± 0.06 1.26 ± 0.08

T c
e ACF

(K) (dex)

500 2.72 ± 0.19 2.54 ± 0.63 1.93 ± 0.41

800 2.43 ± 0.20 2.24 ± 0.70 1.44 ± 0.50
1 000 2.27 ± 0.22 2.06 ± 0.78 0.81 ± 0.53

ature of the warm phase to Tw
e = 8 000 K. Table 9 gives the

logarithmic ADF(O2+/H+) and ACF(O2+/H+) values that
we obtain for each PN. In the case of PN Hf 2–2, where the
Paschen jump temperature is close to 1 000 K, Tc

e ≈ 500 K is
preferred. We can see that the ACF increases for decreasing
Tc

e . For NGC 6153, Gómez-Llanos & Morisset (2020) deter-
mined log[ACF(O/H)] in the range 2.1−2.7 dex, with Tc

e close
to 500 K. These values are very similar to the ones obtained
here. It is interesting to note that the highest ACFs are not
obtained for the highest ADFs, which points to both param-
eters not being connected by a simple relation.

Ueta & Otsuka (2021) point out the effect of consider-
ing the “true” Te in the definition of the expected H i line
ratio when determining the extinction coefficient from 2D
data. We use 10 000 K to compute the emissivities of the
H i lines and obtained the classical value of 2.86 for Hα/Hβ.
However, we have already described that part of the H i emis-
sion originates from a much colder region, which can increase
this ratio to values up to 3.05 (equivalent to the theoretical
Hα/Hβ ratio obtained for Te=4 500 K). We thus reran the
whole pipeline to derive all the results presented in previous
sections using this larger value of Hα/Hβ (then reducing the
reddening correction). We found that the [N ii] and [S iii]
electron temperatures decrease by 100 and 200 K, respec-
tively, and an increase of the metal abundances by 0.02 to
0.07 dex, depending on the wavelength of the emission line.
We also carried out a quick, more detailed exploration on the
effects introduced in our computations of physical conditions
and chemical abundances by using the spatial variations of
Te(PJ) to compute the resolved c(Hβ), and found no strong
effect. Therefore, the main conclusions presented in previous
sections remain unaltered.

7.2 Oxygen content in the cold region

Following Gómez-Llanos & Morisset (2020), we can estimate
the oxygen mass ratio between the cold and the warm region,
Mc/Mw. Considering that the oxygen ORLs are only emitted
by the cold region and that the CELs come from the warm
region, we have:

Mc

Mw (O
+) =

ε[OII ](Tw
e , n

w
e )

εOI (Tc
e , n

c
e)
· IOI

I[OII ]
· nw

e
nc

e
(5)
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NGC 6778 M 1–42 Hf 2–2

Tw
e [K] 8 300 8 000 7 000
T c

e [K] 800 800 800

nw
e [cm−3] 800 1 000 500

nc
e [cm−3] 2 000 2 000 2 000

Mc/Mw(O+) 0.7 0.7 1.0

Mc/Mw(O2+) 0.6 0.7 0.9

Table 10. Parameters and determinations mass ratios between
the cold and warm regions, derived for O+ and O2+, for each PN

of our study.

and

Mc

Mw (O
2+) =

ε[OII I ](Tw
e , n

w
e )

εOII (Tc
e , n

c
e)
· IOII

I[OII I ]
· nw

e
nc

e
, (6)

where ε is the emissivity corresponding to the observed in-
tensity I. The results are presented in Table 10. The values
of Mc/Mw are inversely proportional to the adopted Nc

e and
almost linearly dependent on the adopted Tc

e , with both pa-
rameters being highly uncertain. We used Tc

e = 800 K; higher
temperatures (e.g. 4 000 K) would result in larger oxygen
mass ratios by a factor of about 4. The oxygen mass fraction
does not vary significantly from one object to another and is
similar to the value obtained by Gómez-Llanos & Morisset
(2020) for NGC 6153 considering Tc

e = 800 K. Whatever the
exact value of Tc

e , we found that the amount of oxygen con-
tained in the cold and “classical” warm regions are of the
same order of magnitude.

We show in this Section and Section 7.1 that a bet-
ter knowledge of the properties of the three PNe presented
here requires a good determination of either the chemical
composition or the electron temperature of the metal-rich,
cold region. We remind that the ADF does not provide
any insight into the actual enrichment of the cold region.
A detailed photoionization model, as the one obtained by
Gómez-Llanos & Morisset (2020), could be obtained by ex-
ploring large grids of photoionization models, varying O/H
and the weight of the rich region, as well as its density
and helium abundance. This is far beyond the scope of the
present work, but is certainly necessary to place constraints
on the physical and chemical properties of high-ADF PNe.
More observational constraints, such as high spectral and
spatial resolution observations that provide O ii ORL elec-
tron temperature and density diagnostic ratios, will also be
helpful.

7.3 The link between high ADF and binarity

It now seems relatively clear that the extreme ADFs ob-
served in some PNe are due to the presence of a second,
metal-rich gas phase (e.g.; Liu et al. 2006; Wesson et al.
2018). The origin of this second gas phase is highly uncer-
tain and, without knowledge of the properties of the two
phases (which cannot be inferred directly from observations;
Gómez-Llanos et al. 2020; Gómez-Llanos & Morisset 2020),
various (highly speculative) hypotheses that have been put
forward in the literature.

It has been highlighted the similarities between the
observed ORL abundances and those in neon novae (e.g.
Wesson et al. 2003, 2008a), leading to speculation that the

metal-enriched phase could be the product of some form
of late reprocessing either as a result of mass transfer
from a companion star to the white dwarf (Wesson et al.
2008b; Jones et al. 2019) or fallback of binary common-
envelope material (Kuruwita et al. 2016; Reichardt et al.
2019). Wesson et al. (2018) argued in favour of a nova-like
origin of the metal-enriched material, that may be strongly
linked to the correlation between short binary orbital peri-
ods and high ADFs. In either case, the material ejected due
to this reprocessing would be expected to have an appre-
ciably larger expansion velocity than the “normal” nebular
phase due to earlier mass loss. While some evidence exists for
kinematic differences between the ORL and CEL emitting
gas phases in PNe (Richer et al. 2017), nova-like velocities
have not been detected so far in the H-deficient material in
any high-ADF PNe. Unfortunately, the spectral resolution of
our MUSE data is insufficient to discern any kinematic dif-
ferences between the O ii and [O iii] emitting material. Thus,
detailed 2D kinematic studies of both gas components are
still needed to address any solid conclusions.

The possibility that the link between extreme ADFs
and common-envelope evolution is simply a consequence of
the conservation of chemical stratification in the giant’s en-
velope upon ejection should also be considered. While the
ORL emitting gas is more centrally located in all the PNe
analysed in this work, its spatial distribution (and that of
the ADF, see Figs. 11, 12 and 13) varies relatively smoothly
rather than appearing as a clearly distinct shell. The ex-
tremely short time-scale of the common envelope (∼ 1 yr,
e.g. Igoshev et al. 2020), as well as the limited mixing of the
envelope over this time-scale (due to its strong entropy and
density gradient; Webbink 2008), could mean that the chem-
ical stratification in the envelope is preserved upon ejection.
In that case, the centrally peaked ADF and the distribution
of the CEL-emitting material may simply be a consequence
of this chemical stratification, whereby the internal parts of
the giant’s envelope are richer in the products of nucleosyn-
thesis, and hence have a naturally higher metallicity. This
allows the inner parts to cool more efficiently and leads to
enhanced ORL emission.

8 CONCLUSIONS

In this work we present deep integral-field unit (IFU) spec-
troscopy of three PNe (NGC 6778, M 1–42 and Hf 2–2)
with previously reported high abundance discrepancy fac-
tors (ADF > 20). The spectra were obtained with the MUSE
spectrograph covering the wavelength range 4600 − 9300 Å
with effective spectral resolution from R = 1609 to R = 3506
for the bluest to the reddest wavelengths, respectively. The
analysis is restricted to the central 900 arcsec2 in NGC 6778
and M 1–42 and the central 1600 arcsec2 in Hf 2–2 with a
spatial sampling of 0.2 arcsec. These are the deepest IFU
data for the three PNe currently available.

We produced emission line maps of more than 40 lines
for each object, including several recombination lines of H+,
He+, He2+, C2+, N2+, O+ and O2+ and collisionally excited
lines of C0, N0, N+, O0, O+, O2+, S+, S2+, Cl2+, Cl3+, Ar2+,
Ar3+ and Ar4+. From these we compute the extinction, phys-
ical conditions (Te and ne) from CEL and ORL diagnos-
tics and ionic abundance maps using machine learning tech-
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niques, which significantly reduce the computational time
needed to analyse such large data sets.

We find that the recombination correction plays a very
important role in both the Te([N ii]) and O+ abundance
maps. In addition, the obtained maps strongly depend on
the assumed Te for the recombination emission. We applied
the recombination correction to the auroral [N ii] λ5755 and
[O ii] λλ7320+30 CELs assuming Te=1 000, 4 000, 8 000 K,
as well as no correction at all. We find that adopting a re-
combination correction assuming Te = 4 000 K is a good
compromise for the PNe presented in this work, given the
similarity with what is obtained for their central parts using
recombination line Te diagnostics. We built CEL ionic abun-
dance maps adopting different recombination contributions
to the auroral [N ii] and trans-auroral [O ii] lines, showing
that the ionic abundance maps of low-ionization species are
strongly affected if this contribution is not properly taken
into account. The H i continuum to line ratio and the He i
line ratio maps show Te values systematically lower than
those obtained from CEL diagnostics. Furthermore, both
types of map display very similar structures, the most re-
markable being a decrease of Te toward the inner zones of
the PNe, which is found to correlate with an enhancement
of the ORL emission lines of heavy elements.

We computed elemental abundances using the inte-
grated spectra of each PN and a large number of ionization
constraints, such as He2+/He+, O2+/O+, S2+/S+, Cl3+/Cl2+,
and Ar3+/Ar2+, from which ad hoc ICFs are calculated us-
ing a large database of photoioinization models and machine
learning methods. For all the elements considered and ob-
jects, the agreement with the ICFs from the literature is
excellent, with the exception of N in Hf 2–2, where 0.3 dex
differences are found.

From the ionic abundance maps of the C ii, N ii, O i
and O ii ORLs we find that ORL emission concentrates at
the inner regions of the three PNe compared to the CEL
emission of the same ion. This points to the ORL emission
of heavy elements coming from a different plasma component
than the CEL emission. We also find a significant decrease
of the degree of oxygen ionization in the ORL emitting gas
relative to the “normal” gas component, implying that the
increase of the O/H abundance may be the result of the
increase of the oxygen density rather than a decrease of the
hydrogen density, in agreement with recent photoionization
model results by Gómez-Llanos & Morisset (2020). We have
also constructed, for the first time in photoionized nebulae,
the ADF maps of O+ and O2+. In both cases, the ADF
clearly peaks centrally for the three PNe.

All these results strongly support the “bi-abundance”
model of high-ADF PNe, which stands for the presence of
two gas phases, one cold (Te∼103 K) and metal-rich that is
responsible for the bulk of heavy element ORL emission,
and a warm one (Te∼104 K) where the heavy element CEL
emission is produced.

Under this dual gas hypothesis, we show that the main
issue with the derivation of the ionic abundances of met-
als from either ORLs or CELs is the determination of the
contribution of each gas component to the observed H i emis-
sion. We therefore present a method to estimate the relative
contribution of the two gas phases to the total ionic abun-
dances when their physical conditions and the Te(H i) are
known, allowing to compute corrections to the abundances

derived from ORLs or CELs. We find that these abundance
corrections strongly depend on the adopted values for the
warm and cold region temperatures.

Using reasonable values for the undetermined param-
eters (electron temperature and density, and ionization of
the cold region), we derive the O2+/H contrast between the
warm and cold regions (known as the ACF, which is signifi-
cantly higher than the ADF, see Gómez-Llanos & Morisset
2020) and the oxygen mass ratios between the two regions.
We conclude that the amount of oxygen in the cold region
is of the same order of magnitude as in the warm region.

Finally, we conclude that the binary origin of the metal-
rich phase can only be unravelled with detailed spatially-
resolved kinematics of both gas components. However, we
speculate with the possibility that the conservation of chem-
ical stratification in the giant’s envelope upon ejection can
be a reasonable explanation for the link between extreme
ADFs and the common envelope evolution.

DATA AVAILABILITY

The raw MUSE data are available from the ESO archive
facility at http://archive.eso.org/. The data products
used in this paper: reduced data cubes, extracted emission
line maps, analysis pipeline and its outputs, are available
from the authors under reasonable request. The emission
line maps and the python scripts used for the analysis and
to produce the tables and figures presented in this paper are
available at https://github.com/Morisset/MUSE_PNe.
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Garćıa-Rojas, J., Wesson, R., Boffin, H. M. J., et al. 2019, arXiv

e-prints, arXiv:1904.06763

Garnett, D. R., & Dinerstein, H. L. 2001, ApJ, 558, 145

Ginsburg, A., & Mirocha, J. 2011, PySpecKit: Python Spectro-

scopic Toolkit, , , ascl:1109.001
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