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Abstract

In the field of paediatric neuro-oncology, the positions of tumours within the central nervous

system of the patients makes the acquisition of solid tumour biopsies risky. For many tu-

mour types, monitoring of treatment response is restricted to Magnetic Resonance Imaging

(MRI), or cerebrospinal fluid (CSF) cytology in the cases with leptomeningeal dissemina-

tion. Both of these lack sensitivity, leaving room for improvement.

Recent advances in molecular barcoding sensitivity and error suppression have made

the sequencing of DNA derived from liquid biopsies possible. Liquid biopsies offer an

alternative to solid biopsies, since the collection of bodily fluids is much less invasive by

comparison, and liquid biopsies contain cell-free DNA (cfDNA). In cancer patients, it has

been shown that a fraction of the cfDNA in multiple liquid biopsies, such as plasma and

CSF, harbour the genetic alterations present within the tumour. This circulating tumour

DNA (ctDNA) can be used as a biomarker for diagnosis, stratification, and surveillance of

the tumour. The monitoring of treatment response, and the detection of minimal residual

disease, is of particular importance in paediatric brain tumours, given the low sensitivity of

existing methods.

This project created a versatile system, utilising molecular barcoding, which was able

to detect Single Nucleotide Variants (SNVs), Insertions/Deletions and Copy-Number Vari-

ants in a single assay. A wet-lab workflow was created and iteratively improved, such that it

could handle a diverse range of liquid biopsy types, including plasma, cystic fluid and CSF.

This workflow was coupled with a bioinformatic pipeline, designed to process the data for

all three variant calling processes simultaneously. For SNV calling, a custom variant caller

was created to aid in the suppression of errors in barcoded sequencing, and the system was

used in the first documented tracking of Adamantinomatous Craniopharyngioma treatment

response using cystic fluid liquid biopsies.
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Impact Statement

Many cancers are diagnosed by the analysis of tumour biopsies, which involve the use of

invasive procedures. The monitoring of treatment progress is more difficult, as patients

are often frail, so minimally invasive techniques, such as Magnetic Resonance Imaging

(MRI), are used. These less invasive techniques are not ideal for detecting small numbers

of cancerous cells following treatment, so relapses can occur due to a lack of sensitivity.

These concerns are a particular problem when diagnosing and monitoring paediatric brain

tumours, where tissue biopsies are difficult and risky to obtain.

This project used liquid biopsies, such as blood plasma, as material for the detection

of tumours, the collection of which is less invasive than the collection of solid biopsies. The

detection of tumour DNA in these liquid biopsies was achieved by developing a workflow

with improved sensitivity over traditional DNA detection techniques, and a decreased rate

of false-positives. The workflow was able to test for multiple tumour types at once, whilst

providing more information to the clinician than scans such as MRIs. Additionally, accurate

monitoring of the amount of tumour DNA in the bodily fluid over the course of treatment

allowed real-time assessment of the success of the treatment.

The work in this project will benefit academia through the publication of data in the

form of journal articles. It will increase the global understanding of DNA assays of liquid

biopsies, and build upon the work of other labs. The system was also used as a metric

for assessing the efficacy of a new treatment for Adamantinomatous Craniopharyngiomas,

and the system can benefit the research into future treatments by acting as a method of

comparison between them.

The workflow described within this thesis contains improvements over recently pub-

lished methods in the similar areas. When combined with these other methods, this work

will benefit clinicians and cancer patients in the following ways. Using this work, clinicians

will be able to diagnose cancers more accurately and reliably than current methods, whilst

still being minimally invasive. The technique’s ability to diagnose and monitor multiple

tumour types at once means that it is also able to reduce the per-sample cost of running the
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equipment. Additionally, the current iteration of the workflow is geared towards multiple

rare paediatric brain tumours for which bespoke tests would be expensive to develop. This

will make it attractive to health economists, and speed adoption in the clinic.
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Chapter 1

Introducton

Over the past decade, liquid biopsies have been increasingly important in the diagnosis and

monitoring of tumours.[1–6] This project hoped to capitalise on the emerging technologies

of molecularly barcoded DNA Next-Generation Sequencing (NGS) to advance this field of

research.

The main focus of this project was to optimise wet-lab workflows and to create data

analysis pipelines for the processing of molecularly barcoded DNA sequencing data from

a variety of liquid biopsies. Features were added to the pipelines over the course of the

project, in accordance with the needs of the author’s clinical collaborators, to create a toolkit

for the analysis of DNA from liquid biopsies. Finally, the system was tested on samples

from a variety of Paediatric Brain Tumours (PBTs) to produce proof-of-concept data for the

methodology. PBTs were chosen as a test bed for this project for a wide variety of reasons,

including the possible increase in sensitivity and molecular information that barcoded NGS

could offer over current techniques such as CSF cytology.[7–11]

The following introduction gives an overview of mutational screening, and an in-depth

description of what must be considered when sequencing liquid biopsies. Wet-lab methods

of error suppression are discussed, as well as effects these methods have on the bioinfor-

matics pipelines designed to analyse data produced by them. Finally, an overview of the

tumour types used to generate proof-of-concept data for the project is also included.
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1.1 Solid and liquid biopsies for tumour detection and charac-

terisation

1.1.1 Solid tumour biopsies for diagnosis

Historically, histological analysis/Immunohistochemistry (IHC) of solid tumour biopsies

has been used for the diagnosis of cancerous lesions in multiple tumour types, including

pancreatic neuroendocrine tumours, tumours of the soft tissue and bone, and tumours of the

central nervous system.[12–16] In some tumour types, such as Atypical Teratoid/Rhabdoid

Tumours (ATRTs), this technique is still used to determine the specific tumour type.[17] A

2016 World Health Organisation paper on Central Nervous System (CNS) tumour classi-

fication exemplifies the shift from histology to molecular analysis for the stratification of

tumours, particularly in medulloblastomas.[16]

A shift to molecular stratification of patients for clinical trials occurred during the past

decade. This change followed the increasing understanding in the field that conventional tri-

als could not investigate rare sub-populations of tumours individually in an efficient manner.

For example, B-cell Precursor Acute Lymphoblastic Leukemia (B-ALL) has 35 cases per

million zero to fourteen year olds per year, making it the most common childhood cancer,

but MLL1 rearrangements make up only 1% of these tumours.[18–20] Using conventional

trial screening methodologies, a novel treatment targeting MLL1 rearranged B-ALL would

need to screen patients for many years before gathering enough statistical power to form re-

liable conclusions about treatment efficacy. Meanwhile, a trial on Acute Myeloid Leukemia

with MLL1 rearrangements could be doing the same.

The use of new trial protocols in oncology was increased, and these protocols allowed

trials to be grouped under the terms: ’basket trial’, ’umbrella trial’, and ’platform trial’,

based on their protocol type.[21–25] Basket trials use relevant genetic or epigenetic aberra-

tions, rather than tumour subtype, to admit subjects who receive a treatment. Such a trial

setup would be particularly useful in the above example, and in 2019, a trial on multiple

MLL rearranged/NPM1 mutated Acute Leukaemias began recruitment.[26] Umbrella tri-

als follow a more general approach, by stratifying the subgroups of a tumour type by their

molecular alterations, and using these markers to direct treatment. By this method, umbrella

trials can test multiple treatments at once, with the added complexity of comparing multi-

ple populations of patients who were under different treatment regimes.[24] Platform trials,

also known as multiarm, multistage designs, are more dynamic than the former two, with
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their ability to add and remove arms or sub-studies.[27, 28] Platform studies usually use the

current standard of care as a common control group for all other groups, who undergo other

treatment regimes.[27, 28] Some arms can be dropped if the treatment is found to be inef-

fective at interim analysis points, whilst others can be declared superior if enough evidence

for this is accrued by their planned end date.[29] The platform trial can be perpetual, with

sub-studies being added when they become available.[27, 28]

The number of technologies used to molecularly characterise tumours has exploded.

Early Sanger sequencing assays were supplanted by allele-specific quantitative Polymerase

Chain Reaction (qPCR) tests, such as the Cobas mutation detection family, and targeted

NGS panels.[30–34] Clinicians have begun to use NGS-based panels for diagnostics as part

of clinical trials, including the University of Washington’s BROCA and ColoSeq panels.[35]

The US Food and Drug Administration (FDA) approved their first gene panel for use on

solid tumour biopsies in 2017: FoundationOne CDx, followed by numerous other DNA and

RNA panels.[32, 36–38] The UK National Health Service (NHS) first published its National

Genomic Test Directory in 2018, and now has a comprehensive and extensive list of panels

which are available to clinicians, which is searchable by gene.[39]

1.1.1.1 Challenges with solid biopsies

The genetic mutations in a diverse range of cancer types have been shown to be heteroge-

neous, both within the tumour, and between tumours which are histologically similar.[40–

42] The mutations present in a given tumour can radically alter the care pathway given to

the patient. This is exemplified by the spectrum of mutations in the Epidermal Growth Fac-

tor Receptor (EGFR) gene. Some mutations in the kinase domain sensitise cells to the drug

Gefitinib whilst others, particularly T790M, are associated with resistance to the drug.[43]

The genetic profiling of tumour material in order to direct the form of care given to a patient

has become routine for some cancer types.[44, 45]

Solid tumour biopsies present a number of problems when they are used as the primary

material for mutational screening. Primary tumours and their metastases can contain differ-

ing sets of mutations, as can different groups of cells within the same lesion. This tumour

heterogeneity means that sampling a single or small number of sites may miss cells which

harbour mutations that can affect the care pathway.[46–48] Core needle biopsies, which

take very small and localised samples of tumour material, are particularly problematic. Ad-

ditionally, the invasiveness of solid biopsy acquisition can be problematic, especially within
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the CNS.[49–51]

1.1.2 Liquid biopsies for diagnosis, stratification and monitoring

Liquid biopsies offer a potential solution to the problems of tumour heterogeneity and inva-

siveness, owing to the presence of nucleic acids within them. cell-free DNA (cfDNA), a col-

lective term for any DNA which is within a bodily fluid and not within a cell, has been found

in a diverse range of bodily fluids, including plasma, amniotic fluid, urine and cerebrospinal

fluid (CSF).[52–55] Although the processes which lead to the release of cfDNA are not

entirely clear, there is evidence for both apoptotic and necrotic origin of these molecules in

the blood.[1, 56–59] Within blood plasma, there has been evidence that much of the cfDNA

is haematopoietic in origin.[60] Early work in the 1970s compared cfDNA levels to can-

cer status, and it has been established that tumour cells do release circulating tumour DNA

(ctDNA) into nearby fluids.[61–67] Plasma-derived ctDNA tends to be between 140 and

170bp in length, but there is some evidence that the fragmentation characteristics of ctDNA

are slightly different from bulk cfDNA in multiple fluids.[59, 68–71]

Circulating Tumour Cells (CTCs) have been found in liquid biopsies such as blood,

urine and CSF, from a variety of tumours including lung, breast, and colon cancer.[72–79]

These cells play a role in the dissemination of metastases, and are an important prognostic

marker for multiple tumour types, though they are commonly detected in non-metastatic

breast cancers.[80, 81] CTCs have been used as a biomarker in CSF as well, where lep-

tomeningeal dissemination has occurred.[75, 82–84]

Liquid biopsies have been utilised in both research and clinical environments for the

diagnosis, stratification and monitoring of tumours. FDA approval for the CellSearch Circu-

lating Tumor Cell Kit were granted as early as 2004, and was expanded in 2008, highlighting

the need for less invasive diagnostic tests at the time.[85, 86] Sensitive qPCR-based tests

have also been approved by the US FDA for diagnostic use on plasma, such as the cobas

EGFR Mutation Test v2 and the therascreen PIK3CA RGQ PCR Kit.[87–90] BioRad also

gained FDA approval for their droplet digital Polymerase Chain Reaction (ddPCR)-based

system for use on patients with chronic myeloid leukemia.[91] With the development of

molecular barcoding techniques, the use of cfDNA to detect tumours using NGS panels has

become tractable.[47] Since then, NGS of liquid biopsies has entered routine clinical prac-

tice, with the FDA approval of the FoundationOne Liquid CDx test for multiple non-blood

related cancers in 2020.[92] Within research, some strategies to overcome the sensitivity
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limits of NGS have involved the use of NGS on either initial solid biopsies or CSF to guide

the development of custom ddPCR assays, which were used for monitoring.[93, 94] This

hybrid approach is useful when clonal driver mutations are found, but ddPCR for mon-

itoring misses the emergence of emergent, clinically relevant variants, such as those for

treatment resistance.[95–97] This highlights the importance of increasing the sensitivity

and specificity of NGS technology such that it is able to detect minimal residual disease,

whilst capturing the emergence of variants which could be used to direct treatment.

This project focused on DNA contained within these liquid biopsies, but protein-based

assays for tumour surveillance have also been trialled, with mixed results.[98–101]

1.1.2.1 The advantages of liquid biopsies

The use of cfDNA as a liquid biopsy conveys a number of advantages over traditional solid

biopsy techniques. ctDNA is, in practice, differentiated from the rest of the cfDNA in a

sample by the existence of tumour-specific genetic and/or epigenetic alterations, irrespective

of the differences in fragmentation patterns.[58, 59, 70] The rapid clearance of cfDNA from

the plasma means that cfDNA has a half-life of 16 minutes to 2.5 hours, and samples are

representative of the tumour at the time of sampling.[102–105] Its mixed nature makes

ctDNA useful for detecting mutations only present in subclones of a solid tumour, and the

biopsy process is far less invasive than the multiple-biopsy protocols used to study solid

material.[106–108] This ability to detect subclonal mutations, or mutations present at a

single site following metastasis, can give clinicians more confidence in a given treatment’s

effectiveness over data from solid biopsies.

1.1.2.2 The suitability of liquid biopsies for diagnostics and monitoring

ctDNA correlates with the tumour cellularity in high grade tumours, but the ctDNA lev-

els in patients with low grade tumours can be difficult to detect using standard NGS

methods.[105, 109] This is partially because many normal tissues (with wild-type DNA)

contribute to the pool of cfDNA in a sample, usually making the proportion of ctDNA in

the total cfDNA small.[110, 111] This leads to difficulty in discerning real low-frequency

mutations on a background of sequencing artefacts and Polymerase Chain Reaction (PCR)

noise.[112, 113] An increase in sensitivity over current NGS methods was required in or-

der for this project to succeed. cfDNA samples derived from CSF can potentially be less

problematic than that of plasma samples as the majority of ctDNA from PBTs tends to stay

within the CSF.[114] This provides a much richer source of ctDNA over plasma at the cost



1.1. Solid and liquid biopsies for tumour detection and characterisation 20

of increased invasiveness.[115] The same is true for cystic fluid, which is aspirated from

tumours with a cystic morphology, due to the close proximity of the fluid to tumour cells

and the lack of flow between the cysts and other fluids. On the other hand, higher volumes

of blood can be collected from a patient than CSF, potentially providing more cfDNA to

assay.

Plasma-derived ctDNA tends to be between 140 and 170bp in length, which makes it

amenable to NGS with out the need for shearing or enzymatic digestion.[1, 68] Previous

work on the integrity of CSF DNA has shown that the integrity varies widely.[116] This

means that longer fragments can potentially exist in the sample, and these needed to be

sheared as a first step towards sequencing.

The yield of cfDNA from a liquid biopsy is usually small, particularly in plasma where

yields of 1-10ng/ml are common. An efficient sample manipulation protocol was needed to

ensure that all relevant DNA was sequenced.

Previous work has asserted that mutant DNA in CSF makes a better biomarker for brain

tumours than that of plasma.[55] If, however, plasma ctDNA was sufficiently sensitive by

the end of the project, the lower invasiveness would make it the preferable biomarker in the

clinic. Both were tested in order to give this project the best chance of success.

Prior to the start of this project, there was little known about the potential concentra-

tions of cfDNA in cystic fluid, or the Variant Allele Frequency (VAF) range which could

be expected from a sample. As a result, the investigators did not know of the suitability of

cystic fluid for treatment monitoring, making this a pilot study.

1.1.2.3 Liquid biopsy terminology

Much of research on cfDNA and ctDNA has been focused on blood plasma. In the

case of plasma, the fluid is actively circulated by the heart, and the process of separat-

ing plasma from other blood components involves the removal of cellular fractions fol-

lowing centrifugation.[117] This means that any of the commonly used definitions for

cfDNA/ccfDNA: cell-free DNA or circulating, cell-free DNA, and the definition for ctDNA:

circulating tumour DNA, all hold true for plasma.[3, 52, 109, 110, 118, 119] CSF is not

actively circulated, but its flow, which depends on both secretion and drainage, has been

studied.[120–122] Depending on whether one’s definition of whether a fluid circulates re-

quires active circulation or if passive flow is allowed, the status of CSF as a circulating fluid

is debatable. Despite this, the term ctDNA, has been used when discussing CSF in journals
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such as Nature and Blood.[123–126] Since the field has settled upon this term, this project

continued to refer to the variant-harbouring DNA derived from CSF as ctDNA.

As a further note of relevance to this project: DNA was extracted from the unspun

fluid of closed cysts for some samples, and therefore this DNA was neither circulating,

nor entirely cell-free. All mentions of this DNA were of the form ’cystic fluid DNA’ to

differentiate it from any other terminology.
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1.2 Molecular barcoding in Next-Generation Sequencing

Molecular barcoding has been used to reduce the noise caused by PCR errors and sequenc-

ing errors, by providing ways to ascertain the original template molecule from which a given

set of reads arises. A visual representation of how this can be achieved is presented in Figure

1.1. The general principle is to attach a unique string of nucleotides (a barcode) to one or

both ends of an individual template molecule at the start of library preparation. After many

molecules are PCR amplified and sequenced, it is possible to collapse the sequencing reads

made from each molecule into separate families. It must be noted that the term ’molecular

barcode’ is used in this document to describe a random string of nucleotides which differ

between molecules in a single library, whilst an ’index’ describes the nucleotide strings used

to differentiate between libraries in a sequencing run.

Sequenced reads after
PCR amplification

Original molecules Variants called

Real variants
PCR/sequencing

errors

(a)
Sequenced reads after

PCR amplification
Original molecules Consensus sequences Variants called

Barcodes
Positions with
no consensus

(b)

Figure 1.1: How molecular barcoding affects the number of variants called in a sequencing
dataset.

1.1a) Without molecular barcoding, PCR and sequencing errors accumulate, and
it is difficult to set variant calling thresholds which filter these errors out whilst re-
maining sensitive to true mutants. 1.1b) With barcodes attached to each template
molecule, it is possible to collapse PCR duplicates into families which represent
the original molecules. With stringent parameters, such as limiting consensus for-
mation to positions where all reads in a family agree, fewer false-positive variant
calls are made.
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1.2.1 Molecular barcoding and other PCR deduplication technologies

Prior to the start of this project, A number of competing methods which sought to reduce the

PCR error in Illumina sequencing had been developed. This section provides an overview

of some of the technologies available at the time, and their advantages and disadvantages.

TAm-seq: In one of the first published methods of PCR error suppression in NGS, For-

shew et al. used replicate amplification to reduce noise.[68] Both tumour DNA and control

DNA were separately amplified in replicate, with barcodes identifying each amplification

reaction. Pooled amplification products were sequenced, the control data was used to model

the distribution of errors at each position on the amplicon panel, and tumour variants which

were above the noise floor were considered real. This technique was called TAm-seq, and in

its original form, it was able to achieve a per base error rate of between <0.1% and <0.6%.

TAm-seq was limited in its error-rate reduction since its use of barcodes was to identify

each amplification run, rather than each original template molecule. PCR errors are still

allowed to accumulate, and whilst comparing the noise to control datasets can reduce the

false-positive rate, true molecular barcodes have been demonstrably more effective in error

suppression.

Safe-SeqS described two methods for using unique identifiers, or UIDs, in sequencing

error suppression.[127, 128] The endogenous method involved the shearing of DNA, fol-

lowed by the ligation of sequencing adaptors and an inverse PCR step, and sought to use

the sequencing start sites in paired-end sequencing as endogenous unique identifiers. This

was able to reduce sequencing errors by 70-fold.[127] The utility of this method for cfDNA

was hampered by the rate of loss of DNA between input and sequencing which resulted

in a high rate of duplication. This method was not practical for cfDNA analysis without

improvements, because the amount of starting DNA is a limiting factor. The principle of

using the barcode alongside the location of the sequencing start site has been used since,

in a number of different workflows including ThruPLEX Tag-seq and the original Duplex

Sequencing pipeline.[11, 129–131]

The exogenous method involved the inclusion of PCR primers designed against a tar-

get region, one of which contained a barcode. Barcode assignment was performed during

the first two PCR amplification cycles, and sequencing adaptors were added for further am-

plification cycles. This method boasted an ability to convert ~78% of input fragments into

sequenced and collapsed read families.[127] One limitation of this, as with all amplicon-
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based strategies, was to have defined start and end sites where primers bind. This affected

the versatility of the panel in detecting structural variant breakpoints, as a designed ampli-

con would need to bridge the breakpoint to detect it. With every additional pair of primers

in such a panel, the possibility of amplifying an off-target region of the genome increases,

and every panel configuration must be evaluated before use.

Circle Sequencing provided a way of limiting the error-affects of PCR pre-

amplification or first-round PCR errors. Pre-amplification using rolling circle amplification

was followed by PCR the products, which contained the original template sequence re-

peated approximately three times in tandem.[132] The linear amplification, as opposed to

PCR, meant that each new tandem copy of the template molecule was made directly from

the template, and errors did not propagate to all products from the same molecule. Subse-

quent PCR errors and errors during the rolling circle amplification could be filtered out by

producing a consensus from the tandem repeats. Since each template molecule was read

three times in tandem, the template was required to be less than 1
3 of the total read length

of the sequencing. cfDNA from plasma is 140-170bp long, so the maximum read length on

Illumina platforms of 2×250 was needed to sequence these molecules. As the read length

of Illumina sequencing increases, the read quality decreases, so concatenated molecules in

a single read would hamper noise reduction in this system.

Molecular Inversion Probes (MIPs) provided a simple means of performing library

preparation and barcoding, and had a reported error rate of 2.6×10−5 per base.[133] A MIP

was a single strand of DNA with a 16-24nt genomic target-specific oligo at each end, and

harboured a barcode sequence. Both oligos bound the same target strand on the genome as

the first step of targeting. The MIP was amplified along with the target sequence in between

the oligos to form a circle, then linearised to convert them into sequenceable libraries. When

seeking to apply this technology to cfDNA, one must remember that cfDNA fragments are

often small. If a piece of cfDNA contains a binding site for one targeting oligo but not

the other on a MIP, library preparation cannot proceed. The longer the genomic distance

between the arms, the more likely a target cfDNA fragment from a targeted region will only

bind a single arm of the MIP. The number of overlapping MIPs needed to adequately target

a region becomes high, making MIPs usable but problematic for cfDNA.

Duplex Sequencing was the most promising form of barcoding at the start of the

project.[10, 134] The technique had been shown to have the highest potential sensitivity
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with an observed error rate of 1−4×10−7 per base and a theoretical minimum error rate of

< 4×10−10 per base.[134] This level of sensitivity was achieved by ligating a 12nt double

stranded barcode onto either end of a double stranded template molecule. After PCR and

sequencing, the PCR duplicates originating from one strand of the template had the reverse

complement barcodes relative to duplicates originating from the other strand. The consen-

sus sequence from one strand could be matched to its reverse complement based on this,

and only variants which were present in both families were counted in a final consensus

sequence. This dramatically reduced the error rate. The technique utilised ligation-based

library preparation, which meant that it was compatible with cfDNA fragment sizes. Tar-

geting was done by hybrid capture using the Agilent XT or similar system. One potential

drawback of Duplex Sequencing in its original form was its overall efficiency in converting

template molecules into Duplex Consensus Sequences, as one paper used 750ng of DNA to

produce 2.2×107 and 9.7×107 bases of Duplex Consensus in two experiments.[135] This

is not a problem for the sequencing of tumour material where the amount of starting DNA

is often adequate, but with the low amounts of cfDNA per millilitre of plasma, this can lead

to low sensitivity.[136]

The ThruPLEX Tag-seq kit was an off-the-shelf NGS library preparation kit which

made use of molecular barcoding. It had an advertised ability to detect variants at a

0.5% VAF, and was based on library preparation technology which was efficient at low

inputs.[129, 137] Since this kit was used within the project, the library preparation pro-

cedure is presented in detail in 2.2.6.2. Briefly, hairpin adaptors containing barcodes are

ligated to either end of a template molecule. The hairpins are broken using a proprietary

method, and the resulting single-stranded regions are used to add sequencing adaptors to the

libraries. One of the first aims of this project was to determine whether the kit was suitable

for the reliable detection of variants in different liquid biopsies.
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1.3 Paediatric brain tumours

Cancers of the CNS and intracranial space are the second most common cancer type in

children in the UK, with an average of 412 cases per year in children between 0 and 14

years.[138–140] They also lead to the highest rate of mortality of any cancer type in this

age group.[141] PBTs have been differentiated into more than one hundred types based on

histology, but the majority can be clustered into two broad groups based on origin: Gliomas

which arise from glial cells, and Embryonal tumours which putatively arise from embryonic

cells which remain after birth (Figure 1.2).[16, 142] Since 2016, and the release of the World

Health Organization Classification of Tumors of the Central Nervous System, these tumours

have been defined more granularly by molecular aberrations, including gene inactivations,

chromosome arm deletions and methylation states.[16, 143] Gliomas are the more common

of the groups.[144] Notable tumour types include Pilocytic Astrocytoma (PA) (the most

common, making up 17% of all PBTs), and Diffuse Intrinsic Pontine Glioma (DIPG), which

have a >90% mortality rate within 2 years).[142] Embryonal tumours are comprised of

medulloblastomas, ATRTs, and other primative malignant tumours which were, until 2016,

grouped undder the term: Primitive Neuroectodermal Tumours.[16, 145, 146] Johnson et

al. (2014) provide an overview of the epidemiology of all of these types of tumour.[142]

This project focused on ATRT, DIPG, and Adamantinomatous Craniopharyngioma

(ACP), with small numbers of samples from WNT-Activated Medulloblastoma (WAM) and

PA patients. Information on the common mutations for different types of PBT is located in

Section 2.2.3, which describes a targeted capture panel designed against these mutations.

Paediatric Brain Tumours

Embryonal Tumours
Medulloblastoma

ATRT
Craniopharyngioma

Gliomas
PA

DIPG
Glioblastoma

Figure 1.2: The main classes of PBT.

A schematic showing the two main classes of PBT, and the class each tumour type
in this project belongs to.
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1.3.1 Atypical Teratoid Rhabdoid Tumours

ATRTs are a rare tumour type, occurring in under 18’s at a rate of 0.07–0.14 per 100,000,

and rarely in adults.[17, 142, 147] ATRTs are associated with poor outcomes, with a median

survival time of 11-38 months after diagnosis.[148–150] This is due to rapid growth and

large size at diagnosis.[17, 151–155] Monitoring of treatment, including the detection of

minimal residual disease, is of great importance with such an aggressive tumour.

ATRTs are genetically very simple. The vast majority of ATRTs have biallelic inactiva-

tion of the SMARCB1 gene, via a combination of Copy-Number Variations (CNVs), SNVs,

Insertions/Deletionss (InDels), or Loss of Heterozygosity (LOH) events.[16, 156, 157]

When one copy of SMARCB1 is inactivated in the germline, the result is Rhabdoid Tumor

Predisposition Syndrome (RTPS).[158, 159]

Malignant Rhabdoid Tumours (MRTs) are tumours with rhabdoid morphology, which

occur outside of the CNS, commonly in the kidneys. These tumours share a mutational pro-

file with ATRTs, and can co-occur with ATRTs in a synchronous or metachronous manner,

particularly on the background of RTPS.[160–164]

1.3.1.1 Current diagnosis and monitoring

Patients present with wide ranging combinations of symptoms, including intracranial hyper-

tension, loss of vision and lethargy.[17, 142, 147] A Magnetic Resonance Imaging (MRI)

scan of the head or whole neuraxis is obtained from them. An initial diagnosis of the tumour

is made using these images, though the diagnosis is speculative due to several PBTs having

similar morphologies on such images.[151, 165, 166] Patients with intracranial hyperten-

sion usually undergo a gross resection to remove the tumour, and histology or IHC is used to

form a firm diagnosis.[17, 151]. Specifically, since IHC was demonstrated as a sensitive test

for the loss of SMARCB1 expression in rhabdoid tumours in 2004, the technique has been

used to separate ATRTs and MRTs from other histologically similar tumours.[162, 167, 168]

The direct access to tumour material following resection makes diagnosis straightforward.

Monitoring and detection of residual disease following treatment, however, is more prob-

lematic.

Currently, monitoring is not done using a defined methodology or schedule, but cytol-

ogy or IHC is performed on CSF samples where possible, in combination with MRI.[7–9]

Cytological markers used include the presence of large rhabdoid cells and primitive cells

under routine Haematoxylin and Eosin staining, and the loss of nuclear SMARCB1 stain-
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ing under IHC.[7] Both of these techniques rely on the presence of tumour cells within the

CSF, so research into assays which do not require so called leptomeningeal dissemination

has been undertaken. A protein-based trial on the detection of osteopontin levels in the CSF

showed that such a test had limited sensitivity.[100] T2 weighted MRI, the least invasive

technique discussed, is routinely used for monitoring, but its resolution precludes its use for

the detection of minimal residual disease.[166]

1.3.1.2 Potential for progress

ATRTs are well suited to ctDNA analysis, as almost every tumour harbours genetic alter-

ations which result in the inactivation of a single gene: SMARCB1, with very small numbers

of tumours being driven by SMARCA4 inactivation.[16, 156, 157, 169] Molecular charac-

terisation of CSF cfDNA has multiple advantages over the current histological/cytological

paradigm, and the current research into protein assays. cfDNA analysis is able to assay

the total DNA, whether cellular or cell-free, removing the requirement for the presence of

cells in the CSF. This also potentially makes cfDNA analysis more sensitive than either of

the two methods above, by assessing a larger pool of targets for biomarkers indicative of a

neoplasm.

In the case of RTPS, since ATRT follows Knudsen’s two-hit hypothesis, two aberra-

tions in the SMARCB1 gene can be tracked separately, with the acquired variant being a

marker for residual disease.

1.3.2 Adamantinomatous Craniopharyngioma

ACP is a benign, slow-growing tumour type which makes up 1.2%-4.6% of all intracranial

tumors, and between 5% and 10% of paediatric intracranial tumours.[170–175] Histologi-

cally, there are two main types: Squamous-Papillary Craniopharyngioma, and ACP. ACP is

the primary paediatric form of Craniopharyngioma, and is characterised by CTNNB1 exon

3 mutations which prevent degradation of beta-catenin, resulting in activation of the canon-

ical WNT signalling pathway. There are no other known recurrent genetic alterations for

this tumour type.[176, 177]

Under MRI, ACP is either a solid or mixed cystic-solid epithelial tumour in the in-

tra/suprasellar regions, which contain hypothalamus and pituitary gland.[170, 173, 176,

178] ACP is often characterised by calcified deposits within the tumour, with the rare oc-

currence of teeth.[170, 179]
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1.3.2.1 Current diagnosis and monitoring

The mass effect of the tumour and its cysts, combined with the location close to the optic

chiasma, mean that patients tend to present with visual field defects, deficiencies of anterior

pituitary hormones, and symptoms of raised intracranial pressure.[170, 178] A Computer-

ized Tomography X-ray scan (CT) or MRI reveals the location and appearance of cysts,

allowing for diagnosis of the tumour.[173]

Surgery is the mainstay of management, with or without radiotherapy, but the location

of tumours close to the pituitary gland and other critical structures means that debulking is

preferred over full resection.[170, 173, 180, 181] The above have contributed to the high five

year survival rate of 91%-98%, but a low long-term quality of life for survivors. Sequelae

due to the disease or treatment include obesity, other hormonal deficiencies, and a tendency

to relapse.[170, 180] The management of tumour cysts has been a particular challenge. As a

result, there has been a search for novel treatments which reduce the effects on surrounding

structures. Intracystic radioisotopes, and chemotherapeutic agents such as bleomycin, have

been used. Concerns regarding toxicity have, however, limited their uptake. More recently,

intracystic injection of Interferon-α (IFN-α), which has the potential for fewer adverse side

effects, has been trialled.[182, 183]

1.3.2.2 Immunosuppression and IFN-α

The use of IFN-α was based on its success in treatment of patients with squamous cell

carcinoma of head and neck.[184, 185] Profiling of the immune environment of ACP cysts

has shown a complex inflammatory profile and IFN-α may modulate this.[176, 186, 187]

Previously, IFN-α treatments have been used with some success in small studies on

ACP, but these focused on secondary effects of the treatment, such as tumour size, and the

magnitude of effects on hypothalamic, pituitary, and optic function.[176, 183, 188] There

has, however, been little work to date on understanding the changes in cyst biology induced

by IFN-α. More work is needed to elucidate the mechanism of IFN-α treatment, and to

ascertain whether effects on the immune environment lead to increased cell death.

Despite a lack of a understanding of how IFN-α works on ACP at a cellular or a sig-

nalling level, multiple small studies have been conducted on this therapy, and they provide

preliminary evidence of its efficacy.[182, 183, 189]
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1.3.3 Diffuse Intrinsic Pontine Glioma

DIPG is the most common paediatric brain stem tumour.[142, 190–192] The location of

DIPGs within the brainstem and their propensity for infiltrative growth make them difficult

to resect.[193]

Over 90% of patients die within two years of diagnosis, and this tumour type is the

main cause of PBT-related death in children.[142, 194] Survival rates have also remained

static for over two decades.[193–195]

The mutational profile of DIPG has been well established, and there are ten to fifteen

genes which commonly display genetic alterations. These genes include TP53, H3F3A,

HIST1H3B, AVCR1, ATRX, and PDGFRA.[194, 196–198] There has been research into

some of these, including AVCR1, PDGFRA and ATRX, as targets for therapies, but much of

the research into targeted therapies is in its early stages.[199–201]

1.3.3.1 Methods of diagnosis

DIPG is currently diagnosed using a combination of MRI of the head and neck, and symp-

toms at presentation.[192, 194, 195, 202] Historically, biopsies of tumour material have

rarely been taken due to the tumour’s location near to crucial structures.[192, 195, 202]

More recent studies point towards biopsies being justifiable, which opens the door to molec-

ular profiling of tumour material, but this remains an invasive option for the gathering of

information.[203, 204] Early studies on using genetic and proteomic biomarkers CSF as a

means of molecular diagnosis have been attempted.[205, 206]

There is currently no gold standard method for the monitoring of DIPG other than

radiological and clinical observation, due to the tumour location.[207, 208] Studies on using

CSF or plasma have been conducted, utilising ddPCR.[209, 210]

1.3.3.2 Potential for progress

CSF biopsies using lumbar puncture are invasive, but they are far less invasive than the brain

tissue biopsies which would otherwise be necessary for mutational profiling. There has been

work on ddPCR-based assays on CSF, but a single high sensitivity assay, which is able to

give a fuller picture of the molecular profile of a given tumour, would be preferable.[210,

211]

The nature of targeted Next-Generation DNA sequencing means that it can assay as

many regions of the genome as are desired.[212] Consequently, a single test can provide

rich data about the tumour’s genetic alterations, allowing clinicians to select personalised,
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targeted treatments based on those alterations.

1.3.4 The use of PBTs as a case study for technology development

Despite the general applicability of the proposed system to cancers, the project focused

mainly on PBTs as a potential use case, and to highlight versatility. PBTs are individually

rare, so the inclusion of regions specific to a single PBT into a general purpose NGS panel

would increase sequencing costs of every sample, for small increases in utility of the panel

in stratification or monitoring. Additionally, whilst all gathering of solid tumour material is

invasive, biopsies of solid material from PBTs represent some of the most extreme cases of

this. This has, in the case of DIPG, led to some debate about the possibility of acquiring

solid biopsy material.[206, 209] Whilst individual ddPCR assays have been developed for

liquid biopsy-based tumour surveillance, in clinical practice, each new assay would need

to be validated, for use on a relatively small number of patients. A versatile system, which

would need to be validated only once for each panel developed upon it, could provide a

PBT speciality clinic with the ability to use a single test for diagnosis and monitoring,

whilst minimising the size of the panel and thus sequencing costs. This project sought to

focus on PBTs to demonstrate the ability of the system’s ability to fulfil this role.

1.4 Overall objectives of the project and hypotheses

The overall aim of this project was to apply new technologies, centred around molecular

barcoding and NGS, to the emerging field of liquid biopsies. This involved developing and

assessing novel techniques, and building on existing technologies, both to process samples

for sequencing, and to analyse the subsequent data. To achieve this overall aim, the follow-

ing two hypotheses for the project were created:

1. It was possible to create a versatile workflow, which was capable of taking multiple

liquid biopsy types and processing them into barcoded, targeted libraries, suitable for

Illumina sequencing.

2. It was possible to apply molecular barcoding to liquid biopsies, to improve on cytol-

ogy: the current gold standard of monitoring in PBTs with leptomeningeal involve-

ment.

The initial objective was to assemble a wet-lab workflow which was able to take sam-

ples from a variety of liquid biopsies, and to process them into sequenceable, molecularly
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barcoded libraries. This objective was the main focus of Chapter 2. Running concurrently

to the work in Chapter 2, the project developed assessed the suitability of existing molec-

ular barcoding software for the data which was being generated by the wet-lab workflow.

Once existing software was found to be inadequate or inappropriate, in house data analysis

pipelines were created and improved in tandem with the workflow. This iterative approach

spanned the work in Chapters 2 and 3. The final objective was to test the pipelines and

workflows produced during the project on a range of clinical samples, as a proof-of-concept

for the monitoring of treatment in PBT.
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Chapter 2

Development of a sample type-agnostic

wet-lab workflow for barcoded sequencing

2.1 Introduction

The first step in applying molecular barcoding to cell-free DNA (cfDNA) was to develop

procedures for isolating cfDNA from liquid biopsies, processing the fragments into se-

quencing libraries, and performing appropriate quality checks on the libraries prior to deep

sequencing. This workflow development was initially tested on control material, as part

of a preliminary study. A set of cfDNA reference standards, with defined Variant Allele

Frequencys (VAFs) at specific sites, produced by Horizon Discovery, was used as a base

for the preliminary testing. Rubicon Genomics shared a beta-version of their ThruPLEX

Tag-seq kit with the author, and this kit, followed by its production counterparts, were used

throughout the course of this project. Further testing of the wet-lab workflow was performed

on clinical samples, and occurred concurrently with the development of a bioinformatic

pipeline, discussed in Chapters 3 and 4.

The overall project was divided into three main studies: a preliminary study on con-

trol material, the HiSeq Capture 1 (HC1) study, a small scale pilot study of plasma, cere-

brospinal fluid (CSF), and cystic fluid samples, and the HiSeq Capture 2 (HC2) study, a

larger pilot study with improved data analysis. The wet-lab workflows for each study had

iterative improvements over previous studies in the project. For ease of understanding, the

versions of the workflow are referred to as the "preliminary" version, Version 1, and Version

2, corresponding to their project names.
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2.1.1 Aims and Objectives

The first objective for this project was to develop methods for isolating DNA from different

liquid biopsies, which were compatible with barcoded library preparation kits. In parallel,

the author aimed to create a hybrid capture panel of genes and regions which is targeted

towards multiple Paediatric Brain Tumours (PBTs). The third aim was to implement ac-

curate library quantification, QC procedures, and normalisation procedures, to optimise the

sequencing depth of each sample. Finally, the author aimed to chain all of these novel meth-

ods into a pipeline which was capable of taking multiple sample types through from nucleic

acid extraction to Next-Generation Sequencing (NGS), with appropriate quantification and

pooling steps.
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2.2 Materials and methods
There were three main versions of the wet-lab workflow, each created for a corresponding

study. All three studies used the same basic workflow, depicted in Figure 2.1, but each study

contained iterative improvements to individual elements of the workflow. This methodology

section focuses on the novel techniques developed for the project, then gives a detailed

description of how the overall workflow improved between the three studies.

Library preparation

Sample QC

DNA shearing

Nucleic acid extraction

CSFCystic fluid

Nucleic acid extraction

Plasma

cfDNA controls

Library QC

Hybrid capture

Normalisation

Pooling

Pool QC

Sequencing

Figure 2.1: The overall wet-lab workflow, used throughout the project.

Green boxes depict different sample types used in the three studies of the project,
and blue boxes are the processes to which the samples were subjected.
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2.2.1 Pre-study sample handling for the HC1 and HC2 cohorts

During the course of the overall project, one synthetic DNA cohort and three main clinical

sample cohorts were used. Details of all of the cohorts in the project are presented in Section

2.3.1. The preliminary study’s cohort was a set of purified and sheared control material, so

no manipulation of these samples was performed before the study. The HC1 study’s HC1

cohort was comprised of plasma samples, CSF samples, and cystic fluid samples, all of

which were collected as part of a retrospective study design. Following the success of the

HC1 study with CSF and cystic fluid samples, the HC2 and HC2C cohorts were assembled

in a similar manner to the HC1 cohort, with a focus on Atypical Teratoid/Rhabdoid Tumour

(ATRT) in the HC2 cohort, and a focus on Adamantinomatous Craniopharyngioma (ACP) in

the HC2C cohort. The HC2 study’s cohorts were subdivided as the HC2C cohort was used

to investigate a separate hypothesis to the HC2 cohort, as is described in Chapter 4. The

methods described in this section were performed by staff at Great Ormond Street Hospital

(GOSH) and the GOSH/UCL Institute of Child Health (ICH).

CSF samples from the GOSH archive were sent for diagnostic cytopathology as part

of standard care at the hospital. CSF samples of over 3ml were centrifuged, and any super-

natant over 3ml was frozen at -80◦C. Whole blood was centrifuged to separate the plasma

from other blood components, and the plasma was transferred to a new cryotube. These

samples were also frozen at -80◦C. Cystic fluid samples from both the HC1 and HC2 co-

horts were aspirated from within the cysts of ACP patients using an intracystic catheter.

These samples were frozen at -80◦C without centrifugation.

All ACP samples were transferred to the author from the Brain UK virtual biobank,

via Dr. John Apps, who holds ethical approval for the studies. All other samples were

transferred to the author under the ethical approval of the Children’s Cancer and Leukaemia

Group (CCLG) tumour bank (2014 BS 11).
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2.2.2 Development of DNA isolation and sample handling methods for opti-

mal library preparation input

At the start of the project, the aim was to create a workflow which took raw liquid biopsy

samples, processed them into DNA samples which were suitable for library preparation with

the Tag-seq kit, and took the libraries through the sequencing process. This early develop-

ment stage necessitated the use of control material, rather than precious patient samples, so

no DNA isolation or sample preprocessing was performed for version 1 of the workflow.

Once the basic framework for the handling of DNA samples from library preparation to se-

quencing had been tested, isolation and preprocessing methods were developed for use on

the HC1 cohort of CSF, cystic fluid, and plasma samples. Upon analysis of the results from

this cohort and Version 2 of the workflow, the sample handling workflow was optimised to

minimise the sequencing depth per DNA molecule, whilst maintaining quality of the data

produced. This upgraded method was tested, as part of the Version 3 wet-lab workflow, on

the larger HC2 and HC2C cohorts of CSF and cystic fluid samples.

2.2.2.1 Development of DNA isolation and shearing protocols for patient CSF and

cystic fluid samples

Cell-free CSF DNA can be as short as that of plasma DNA, which can be sequenced without

shearing.[68, 71] Depending on the collection methodology, which was not controlled by

clinical collaborators for these retrospective studies, circulating tumour cells within the CSF

could leave near full length DNA within a liquid biopsy sample, and DNA is sequenced

efficiently by Illumina sequencing when sheared.[213] The QIAamp Circulating Nucleic

Acid kit was chosen for DNA extraction, and a representative of QIAGEN informed the

author that DNA was sheared to approximately 10kb as it passed through this kit’s columns.

For maximum sensitivity, a method for shearing long DNA down to below 500bp, whilst

maintaining the integrity of DNA which started at below 200bp in length, was created.
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To test how a shearing methodology affected short DNA, a 182bp fragment of soybean

DNA, referred to as sDNA, was used in tests of shearing conditions. The sequence of this

DNA fragment, designed by Dr. M. Tanic (unpublished), based on the work by Pallisgaard

et al., is available in Table 2.2a.[214] The fragment was PCR amplified according to the

parameters in Tables 2.2b and 2.2c, to create enough material for the shearing tests. Five

25µl amplification reactions were run, and the products were purified by performing a bead

cleanup with 37.5µl of Agencourt AMPure XP beads. The purified products from all reac-

tions were pooled, quantified using a Qubit dsDNA HS Assay kit, and diluted to 0.25ng/µl.

The effects of shearing conditions on the integrity of samples of sDNA could now be tested.

Item Sequence (5’-3’)

Template CATGGTCCACTTCCTCAGGTAAACCATAGGTTCTTGCTGTCTATTTGTATAATG

GTATTGTAGGGCAGTCAGTATTTAATGTTATGATCACATCACTAGATCAGCGTG

ACTTAGATGTTTCTCATTCCTTATTTGAATCTATAAACTTTTAATCTTCAGCTT

GTGGAAAATTATTGATGGGA

Forward primer CATGGTCCACTTCCTCAGGT

Reverse primer TCCCATCAATAATTTTCCACAA

(a)

Reagent Volume (µl)

Water 18.2

5X Herculase buffer 5

Herculase polymerase 0.2

100mM dNTPs 0.2

10µM Forward primer 0.6

10µM Reverse primer 0.6

Template 0.2

(b)

Temperature (◦C) Time (s) Cycles

95 300 1

95 30

2550 30

72 60

4 Forever 1

(c)

Figure 2.2: Details of the manufacture of the sDNA 182bp control material.

2.2a) Sequences of the PCR template and primers, designed by Dr. M. Tanic.
2.2b) PCR reaction setup using a Herculase II Fusion DNA Polymerase Kit. 2.2c)
Cycling conditions for sDNA amplification.
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The optimum shearing conditions, which were able to preserve sDNA integrity, were

required to shear the ~10kb DNA eluate from QIAGEN columns down to a length suitable

for sequencing. To test the ability of sets of shearing conditions to do so, longer control

material, which simulated the product of running genomic DNA through a column from a

Qiagen QIAamp Circulating Nucleic Acid Kit, was created. To make this "lDNA", Bioline

Human Genomic DNA was mixed with extraction buffers from the Circulating Nucleic Acid

Kit according to Table 2.1, and bound to a column mounted on a vacuum manifold. Once

bound, the DNA was washed with 600µl of Buffer ACW1, 750µl of Buffer ACW2, and 750

µl of absolute ethanol, according to the extraction kit handbook.[215] The lDNA was finally

eluted in 200µl of Invitrogen TE buffer. The eluate was quantified using a Qubit dsDNA

HS Assay kit, and diluted to 0.5ng/µl with nuclease-free water. Shearing conditions which

preserved the integrity of sDNA could now be tested for their effectiveness in bringing

lDNA down to sequenceable lengths.

Table 2.1: The mixture of control genomic DNA and QIAGEN buffers used to create the lDNA
simulated nucleic acid extraction product.

Reagent Volume (µl)

Nuclease-free water 1065

Bioline Human Genomic DNA 10

Buffer ACL 800

Buffer ACB 1800

A total of thirty nine sets of shearing conditions for the Covaris E220 Evolution sonica-

tor were tested during development, and they are presented in Appendix C. Initially, testing

was performed using MicroTUBE-15 tubes, which had a 15µl capacity, since the ThruPLEX

Tag-seq library preparation kit was only able to accept 10µl of input. It quickly became ap-

parent that the amount of DNA in 10µl of QIAamp column eluate was not sufficient to

provide the required sequencing depth for rare variant detection, so further tests were per-

formed in MicroTUBE-50 tubes, with a maximum 55µl capacity. The larger MicroTUBEs

allowed for the entire 50µl eluate from a QIAamp column to be sheared at once, providing

more material for library preparation. The extra material could either be concentrated, and

loaded into a single reaction of the library preparation kit, or the sheared eluate could be

loaded into 5 reactions, if a suitable concentration methodology could not be found.
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Initial condition sets were taken from a Covaris guide for shearing using E220 se-

ries sonicators. As testing continued, the incident power, duty factor, and cycles per burst

settings was gradually lowered, to reduce the damage to sDNA. The treatment time was

gradually increased to allow the gentler conditions to successfully shear the lDNA down to

sequenceable lengths. This culminated in the conditions described in Table 2.2.

Table 2.2: Finalised Covaris E220 Evolution shearing parameters for CSF and cystic Fluid DNA

Parameter Value

Tube type microTUBE-50 AFA Fiber Screw-Cap

Incident power 15W

Duty factor 15.00%

Cycles per burst 200

Treatment time 950s

Temperature 6-9◦C

Water level 6

Sample volume 50µl

E220 – Intensifier yes

2.2.3 FLCP-1 - A capture panel for targeted sequencing

The motivation for the creation of Forshew Lab Capture Panel 1 (FLCP-1) was to create a

general purpose capture panel for genomic regions which are commonly altered in PBTs.

The panel was under development as the HC1 cohort was being selected, so it was made to

be able to capture both regions unique to tumour types and those which were more common

to PBTs. The Agilent XT platform was selected in part because extra regions could be added

to the panel, should more regions become of interest to the project. In its initial form, FLCP-

1 was part of a proof of concept for the overall wet-lab workflow, upon which a clinical test

could be built. At the beginning of the project, the possibility of making this panel capable

of handling Hepatocellular Carcinoma (HCC) samples was explored, so regions which are

commonly altered in HCCs, such as TERT were also included in the panel.

FLCP-1 was designed through literature review, analysis of the COSMIC database, and

with clinical expert guidance from Thomas Jacques, professor of paediatric neuropathology

at GOSH.[216] Candidate regions to target were selected in order to balance the likelihood

of mutation detection in PBT and HCC samples against the size of the total genomic region
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covered by the panel. Given the rarity of PBTs, mutations common to many types of paedi-

atric cranial tumour were preferred in order to maximise chances of a given sample yielding

detectable mutations.

Individual regions within a candidate gene were selected for targeting in the panel,

based on the distribution and type of genetic alteration reported in the literature. If exonic

Single Nucleotide Variants (SNVs) or short exonic Insertions/Deletionss (InDels) were re-

ported, the gene was viewed on the COSMIC database, and regions where alterations were

frequently reported were targeted.[217, 218] If mutations were widely distributed, all cod-

ing exons were targeted. In doing so, the Agilent SureDesign software was configured to

take all exons marked as coding from all splice variants listed in the Ensembl and Ref-

Seq databases.[219, 220] Where non-coding mutations, fusions or genomic rearrangements

were reported, PBT- and HCC-related mutations were found in the literature. Relevant in-

trons or promoter regions were added to the list of targeted regions. Table 2.3 outlines the

regions that were targeted in FLCP-1.

PBTs are not only histologically diverse, but are also mutationally diverse. DIPG

commonly has mutations in H3F3A, HISTH1H3B, PIK3CA, TP53, PTEN, ACVR1

and PPMID.[197] The Chromosome 19 microRNA Cluster (C19MC) is either ampli-

fied or fused to other genes, and is involved in ’embryonal tumors with multilayered

rosettes (C19MC-altered)’, which were formerly grouped under primative neuroectodermal

tumours.[15, 16, 221, 222] C19MC open reading frames spread throughout the cluster were

targeted to potentially capture variations in read depth.[222, 223] Single bases within open

reading frames in the C19MC were targeted, with the knowledge that the RNA baits that

would be selected for the capture kit were 120nt long, and reads overlapping this larger

region would be captured. RELA fusions in ependymomas tend to occur in regions up to

the end of exon 3, so these regions were chosen in FLCP-1.[224] In order to cover glioblas-

tomas, BRAF, IDH1/2, PTEN, EGFR, MET and PDGFRA were targeted.[48] BRAF fusions

related to Pilocytic Astrocytomas (PAs) were targeted by the inclusion of introns and exons

where which commonly harboured the breakpoints.[225] A wide range of targets was used

in order to aid in detection and monitoring of as many types of PBT as possible.

The final panel’s targeted regions totalled 88,849bp, and the RNA baits covered a total

of 117,646bp.
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Table 2.3: Genomic regions targeted by the FLCP-1 capture panel (hg19)

Gene/region Target type(s) and relevant
transcript

Mutation type(s) Targeted regions (unless all
coding exons targeted)

ACVR1 all coding exons (9) point
ATRX all coding exons (36) point
BCOR all coding exons (15) point
BCORL1 all coding exons (14) point
BRAF exon 15, start of intron 8-9 to

end of exon 11 in transcript
ENST00000288602.6

point, fusion chr7:140453075-140453193,
chr7:140481376-140494107

C19MC open reading frames amplification chr19:54177273,
chr19:54186474,
chr19:54186475,
chr19:54191367,
chr19:54192903,
chr19:54210496,
chr19:54210519,
chr19:54211903,
chr19:54217644,
chr19:54219769

CTNNB1 hotspot on exon 3 point chr3:41266096-41266138
EGFR hotspot exons 18 to 21 in tran-

script ENST00000275493.2
point chr7:55241614-55241736,

chr7:55242415-55242513,
chr7:55248986-55249171,
chr7:55259412-55259567

H3F3A all coding exons (3) point
HIST1H3B all coding exons (1) point
IDH1 hotspot exon 4 in transcript

ENST00000415913.1
point chr2:209113093-209113384

IDH2 hotspot exon 4 in transcript
ENST00000330062.3

point chr15:90631819-90631979

KRAS hotspot exons 2 to 4
ENST00000311936.3

point, rearrangement chr12:25398208-25398329,
chr12:25380168-25380346,
chr12:25378548-25378707

MET all coding exons (21) amplification
MYB all coding exons (21) amplification, focal deletion
MYC all coding exons (3) amplification
MYCN all coding exons (3) amplification
NF1 all coding exons (63) point
NRAS hotspot exons 2 and 3 in tran-

script ENST00000369535.4
point chr1:115258671-115258798,

chr1:115256421-115256599
NTRK1 10 bases upstream of exon

8 to 20 bases downstream
of exon 10 in transcript
ENST00000524377.1

fusion chr1:156843414-156844439

PDGFRA all coding exons (24) point, amplification
PIK3CA hotspot exons 2, 3, 5 to

8, 10 and 21 in transcript
ENST00000263967.3

point chr3:178916538-178916965,
chr3:178917478-178917588,
chr3:178921332-178921577,
chr3:178922291-178922376,
chr3:178927383-178927488,
chr3:178927974-178928126,
chr3:178935998-178936122,
chr3:178951882-178952100

PIK3R1 all coding exons (19) point
PPM1D all coding exons (8) point
PTCH1 all coding exons (26) point
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PTEN all coding exons (9) point
RELA exon 1 to 251 bases into

intron 4-5 in transcript
ENST00000406246.3

fusion chr11:65429408-65430565

SMARCA4 all coding exons (36) point
SMARCB1 all coding exons (9) point
SUFU all coding exons (13) point
TERT promoter hotspots point chr5:1295228-1295229,

chr5:1295250-1295251
TP53 all coding exons (14) point

2.2.3.1 Implementation of FLCP-1 with an Agilent XT hybrid capture kit

Prior to the project, Rubicon Genomics had developed modifications to the Agilent XT

hybrid-capture protocol, which made the system compatible with the ThruPLEX Tag-seq

library preparation kit.[226, 227] Capitalising on this prior work, the Agilent protocol was

implemented with Rubicon Genomics’ modifications. Since the system worked well during

testing, no modifications to the protocol were made during the course of the project.

The purified libraries from library preparation were first mixed with blocking oligos,

to reduce the effects of daisy-chaining during capture.[228, 229] The libraries were then

heated to 95◦C, to denature the double-stranded DNA, then allowed to hybridise to biotiny-

lated RNA probes targeted to the regions in FLCP-1 at 65◦C.[227, 230] At the end of a

24h hybridisation, the DNA which bound to the biotinylated RNA probes was captured by

affinity to streptavidin-coated magnetic beads. The beads were pulled to the side of the tube

using a magnetic rack, and washed with proprietary buffers. The bead-bound DNA was

then PCR amplified using Herculase II Fusion DNA polymerase, and associated buffers.

During the preliminary trial, the magnetic rack used for purification of bound DNA

was an unbranded rack meant for 96-well plates. This rack was able to separate the beads

from suspension, albeit slowly. During the HC1 and HC2 trials, a stronger custom magnetic

rack was designed, 3D printed and used during AMPure purification steps, and during the

hybrid capture step (Figure 2.3). The faster separation of beads during the 65◦C wash steps

of the hybrid capture allowed the beads to be maintained at 65◦C more reliably.
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Figure 2.3: A 3D render of the high-strength magnetic tube rack used for the quick separation
of beads during hybrid capture.

The red shape was 3D printed, the white cuboids are neodymium magnets, and
the gold is an example 0.2ml tube.

2.2.4 Calculating the capture efficiency from sequencing data

To achieve the aim of optimising the sequencing depth of each sample, an accurate method

of measuring the proportion of reads which were within the capture panel’s covered regions

was necessary. This ’capture efficiency’ was measured by creating a .bed file which listed all

regions covered by FLCP-1, and finding the number of bases which fell within this .bed file

as a proportion of all sequenced. Since a capture kit would capture DNA molecules which

partially overlapped the probes of the panel, the covered regions were padded by 150bp on

either side using BEDTools to create extended covered regions (Figure 2.4).[231] Any read

families which overlapped the regions of this file were considered on-target. An inverse

.bed file, which listed regions that were not in the extended covered regions of FLCP-1, was

also created.

Targeted region

Probes

Covered region

Extended covered region

Figure 2.4: The relationship between a targeted region, the RNA probes which cover this re-
gion, and regions used for capture efficiency analysis.

The targeted region is covered by probes which extend outwards from either end
of the targeted region. The covered region is, therefore, larger than the targeted
region. An extra 150bp was added to either end of the covered region for the
analysis of capture efficiency.

For the HC1 and HC2 studies, the capture efficiency was computed from the Quality

Check/Control (QC) MiSeq data, downloaded from Illumina’s BaseSpace platform onto one
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of the Legion or the Myriad High Performance Computing Clusters at UCL. Each pair of

FASTQ files from each replicate was run through the prototype SNV calling pipeline from

trimming to Connor (described in 3.3.2). Briefly, the raw reads were trimmed using Trim

Galore!, aligned using BWA mem, post-processed using Samtools, and collapsed into read

families by barcode using Connor. Samtools was used to create a .bed file which contained

the family depth at each position of the extended covered regions of FLCP-1, for each

collapsed file. The same was done for the positions which were not in the extended covered

regions. The family depths in each file were summed, and divided by the total family depth

at all positions in the genome, to give the on-target percentage and the off-target percentage.

2.2.5 Implementation and improvement of library normalisation and pooling

procedures

A main aim of the project was to optimise the number of reads per sample, balancing the

need to sequence each DNA molecule in the sample multiple times, whilst maximising the

number of samples per run. This was dependent on the percentage of a sample’s original

DNA molecules that the wet-lab workflow was able to sequence, the capture efficiency of

the XT kit, and the accuracy of quantification during library normalisation and pooling.

During the preliminary study, the percentage of molecules which the wet-lab workflow

was able to sequence, and the capture efficiency was not known. The decision was taken to

deliberately over-sequence the molecules, potentially creating read families of hundreds of

reads, to see how many molecules were able to pass through the wet-lab workflow. Follow-

ing post-capture amplification, the libraries were quantified using a Bioanalyzer 2100 with

High Sensitivity DNA kit. Based on these quantifications, the libraries were normalised to

8nM. These libraries were pooled equally, and the result was sequenced on the NextSeq

500.

Following the preliminary study, the sample types were changed, necessitating a

change in extraction methodology, and the resulting libraries were sequenced on the HiSeq

2500 platform. Normalisation was developed into a two-step procedure, to increase the ac-

curacy of the amount of each library in a pool. First, libraries were quantified using a Qubit

dsDNA HS Assay kit, and run on a Bioanalyzer 2100 with High Sensitivity DNA kit. The

mean fragment sizes, read from the Bioanalyzer traces, and the ng/µl Qubit results were

used to calculate the molarity of the libraries in nM. Each library was then normalised to

3nM, and the result was quantified again on the Qubit. The Qubit results were converted
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into molarity as before, and the result was used to calculate the volume of each library to

add to the pool (in this study, the volumes were between 2.45µl and 3.82µl).

The HC2 study was conducted on samples with highly variable DNA inputs. The

efficiency of the initial molecules’ passage from extraction to sequencing in the HC1 study

showed that 10-15% of molecules in the sample produced sequenced read families. The aim

was to create a normalisation procedure which ensured that each sequenceable molecule

from the input was sequenced an average of 5 times at least. The initial input amount in

ng of each sample was used to estimate the number of bases’ worth of sequencing required

to sequence it. A HiSeq 2500 with a Rapid cluster kit v2 and a Rapid SBS v2 reagent

kit could produce 1.2 billion paired-end reads per flow cell, and could handle read lengths

of up to 250bp/read. From these pieces of information, samples were assigned to one of

two pools, each of which was to be sequenced on a Rapid v2 kit on a single flow cell.

The percentage of the pool taken up by each sample’s library was tuned such that each

molecule should be sequenced more than 5 times, to allow for lower data outputs resulting

from overclustering, or pipetting errors. Similarly to the HC1 study, libraries were run on

the Qubit and Bioanalyzer 2100, and their molarities were calculated. The libraries were

normalised to 6nM, rerun on the Qubit, and their new molarities were used to direct pooling.

The final volume of the pool was increased, so that the volume of each library added to the

pool was maximised. This was to reduce the effects of pipetting errors, which were likely

the cause of the read count variability found during the HC1 study.

2.2.6 Creation and improvement of the overall pipeline

One of the aims of the project as a whole was to create a workflow for targeted sequencing

of liquid biopsy cfDNA. Taking advantage of work that had been done before and concen-

trating on truly novel aspects of the project meant that off-the-shelf kits and methodolo-

gies were used, where applicable. Within the first 4 months of the project, the author was

approached by Rubicon Genomics to beta test the barcoded library preparation kit which

would later be known as the ThruPLEX Tag-seq kit. Initial trials of this kit were performed

according to the manufacturer’s protocols, on control material, and the resulting libraries

were sequenced, and assessed for suitability as a component of the project. The results of

the trial showed promise, but that there were challenges to overcome regarding the data anal-

ysis solutions. This library preparation system was used for the rest of the project, whilst

efforts focused on developing bioinformatics solutions to overcome these deficiencies.
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The course of development necessitated the replacement of some of some stages of the

workflow, but the overall form of the pipeline remained the same as in Fig. 2.1.

2.2.6.1 Pre-library preparation sample handling

The library preparation kits required purified DNA, fragmented to lengths suitable for Il-

lumina sequencing where necessary. The number of library amplification PCR cycles to

use during library preparation were dependent on the amount of DNA input, so quantifica-

tion was necessary. To achieve this, the raw CSF and cystic fluid samples in the HC1 and

HC2 cohorts were extracted, sheared, then quantified. The plasma samples were extracted,

then quantified without shearing. The following describes how this methodology changed

between the studies.

To assess suitability of the ThruPLEX Tag-seq kit as part of this project’s wet-lab

workflow, control material was needed. The Horizon Discovery Multiplex I cfDNA Ref-

erence Standard Set (Cat. HD780) was chosen as input DNA for the preliminary study.

These controls contain variants at known VAFs (5%, 1%, 0.1%, and 0%) at specific sites

in the genome, which can be used to test the sensitivity and specificity of variant allele

detection.[232] HD780 DNA is extracted from human cell line DNA, and sheared to an

average of 160bp, allowing for the elimination of DNA extraction and shearing from the

preliminary workflow. Since the Horizon Discovery DNA was provided at known concen-

trations, these samples were not quantified.

The HC1 cohort was partially made up of patient CSF and cystic fluid samples, for

which extraction and shearing was necessary. The HC1 cohort also included plasma sam-

ples, which required extraction only. The volume of each CSF, cystic fluid or plasma sample

was made up to the nearest millilitre using phosphate-buffered saline, and the sample was

extracted using a QIAGEN Circulating Nucleic Acid Kit and a vacuum manifold, according

to the kit’s instructions. The purified DNA was eluted in 50µl of nuclease-free water. CSF

samples were then sheared in Covaris microTUBE-50 AFA Screw-Cap tubes, according to

the parameters in Table 2.2. Finally, the samples were quantified using a Bioanalyzer 2100

with a High Sensitivity DNA kit.

Following the results of the HC1 study, it was clear that the amount of DNA in each

sample was such that taking 10µl of the 50µl extraction eluate was not sufficient for sen-

sitive variant detection. The Version 2 methodology included a concentration step before

quantification, to maximise the amount of DNA passed to the library preparation kit. The
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raw samples were extracted and sheared using the Version 1 methodology. After shearing,

samples were placed in custom filtered 0.5ml tubes in an Eppendorf Concentrator 5301,

and concentrated down to a volume below 10µl at 30◦C. The volume of each sample was

then made up to 11.5µl with nuclease-free water. Initially, the concentration of DNA for 3

ATRT CSF samples was determined by running them on a Bioanalyzer 2100 with a High

Sensitivity DNA kit. This gave lower DNA outputs from library preparation than expected.

A different quantification method was sought to accurately quantify the DNA before library

preparation. A suite of droplet digital Polymerase Chain Reaction (ddPCR) assays had been

developed during the HC1 study, and due to the availability of the assay, the concentration

of the rest of the samples was found by analysing 1µl using ddPCR Assay Pair 1. These as-

says are described in detail in Section 3.3.4. Briefly, the dual channel ddPCR assay targeted

SMARCB1 and RPP30, and the possibility of a deletion in SMARCB1 affecting the results

from the SMARCB1 CNV assay meant that, in the event of disagreement between the RPP30

assay and the SMARCB1 assay, the RPP30 assay alone would be used for quantification. All

subsequent HC2 study samples were quantified using this method.

2.2.6.2 Library preparation

During the preliminary study, the Horizon Discovery control samples were tested on a beta

test version of Rubicon Genomics’ ThruPLEX Tag-seq Kit (96 barcode pair, dual indexed

version), according to the manufacturer’s specifications. Due to the closed-source nature

of the reagents within this kit, no optimisations of this process were made by the author.

The information contained in the rest of this paragraph, concerning the library preparation

process, has been published as part of the product literature for the ThruPLEX Tag-seq kit,

and is illustratd in Figure 2.5.[129, 233, 234] A 10µl sample of input DNA was subjected to

end-repair, which terminated each double-stranded molecule with a blunt end. This was fol-

lowed by the blunt ligation of ThruPLEX Tag-seq hairpin adaptors, each of which contained

a 6nt molecular barcode, to both ends of each template molecule. The ligated molecules

were subjected to a proprietary hairpin breaking step, followed by successive rounds of

PCR with primers which contained Illumina P5 and P7 adaptor sequences. The final prod-

uct was amplified libraries containing P5 and P7 Illumina adaptors, sample-specific indexes,

barcodes, and spacer "stem" sequences.
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Figure 2.5: Rubicon ThruPLEX Tag-seq Kit library preparation, and final library structure.

An overview of the library preparation process, based on information in the Thru-
PLEX Tag-seq kit protocol. The P5 and P7 adaptors, dual indexes, and Read 1 and
Read 2 start sites are compatible with Illumina sequencers. Each read contains a
6nt barcode, and an 8-11nt stem sequence which varies in length at the 5’ end,
but not sequence. Each read from the sequencer produces data which contains the
barcode at the 5’ end, an 8-11nt stem, followed by the sample sequence.

The HC1 study was a small-scale trial of the overall wet-lab workflow, from initial

sample handling by staff at the GOSH/UCL ICH to sequencing on the Illumina HiSeq 2500.

The aims of this study included the improvement of the hybrid capture efficiency step of the

workflow, and the assessment of the new capture efficiency of this Version 1 workflow.

These changes to the wet-lab workflow, combined with the high sequencing depth of the

HiSeq 2500, meant that it was necessary to run control material through before the HC1

cohort’s samples. Two replicates of the Horizon Discovery 5% Reference Standard were

used in this assessment. For each replicate, 30ng of the standard was made up to 10µl with

nuclease-free water, and used as input for a Rubicon Genomics (now Takara Bio USA)

ThruPLEX Tag-seq kit (48 barcode, single indexed version). Library preparation was per-

formed according to the same instructions as in the preliminary study, and the libraries were

purified and quantified similarly. For the main HC1 study, 10µl of each sample was used as

input for the same ThruPLEX Tag-seq kit, and processed similarly.

The HC2 study was a larger study, with incremental improvements to the wet-lab work-

flow. Due to the number of samples, a 96 barcode production version of the ThruPLEX

Tag-seq kit was used. Each sample was concentrated down to 11.5µl, quantified using a
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ddPCR assay, and the quantification results guided the number of PCR cycles for library

amplification. Where the sample concentration was above 10ng/µl, 100ng was used as an

input to the library preparation process, and the sample volume was made up to 10µl using

nuclease-free water. If not, 10µl of the sample was used for library preparation. The amount

of DNA added to each library preparation reaction is displayed in Tables D.1 and 2.6.

2.2.6.3 Steps following library preparation

In all three studies, the amplified libraries were mixed with equal volumes of Agencourt

AMPure XP beads in a 0.2ml tube, and mixed by inverting. A magnetic rack was used to

pellet the beads and the supernatant was removed. The pellets were washed twice with 200µl

of 70% ethanol, then allowed to dry at room temperature for 3-10min. 30µl of nuclease free

water was added to the pellets and the mixture was vortexed, to elute the DNA from the

beads. The beads were removed using a magnetic plate, and the eluate was quantified using

an Agilent Bioanalyzer 2100 with a High Sensitivity DNA kit.

Where the yield of a given sample was below 500ng, libraries were pooled in a manner

which was proportional to their library preparation inputs. This meant that the number of

sequenced reads from each library was likewise proportional to the amount of DNA used

as library preparation input, and that the hybrid capture step was free from any deviations

from the expected DNA concentration. This was possible, since the libraries’ molecules

were indexed prior to this stage. Pooled and separate libraries were entered into the hybrid

capture stage, as described in Section 2.2.3.1, then normalised and pooled, as described in

Section 2.2.5.

2.2.6.4 Quality control and data production sequencing runs

During the preliminary study, it was not known whether the sequencing output provided

by a NextSeq 500 in High Output mode was enough for the project, as the efficiency of

the wet-lab workflow had not yet been determined. This was determined experimentally,

by sending the pool of control libraries from the preliminary study to the UCL Genomics

facility for use on their sequencer. The results of the preliminary study on control material

showed that a higher sequencing depth was needed to recover the maximum number of read

families from input DNA from larger cohorts in a cost-effective manner. The HC1 study’s

sequencing step was switched over to the Illumina HiSeq 2500.

The results from the preliminary study showed that there was improvement to be made

in terms of pooling accuracy. To reduce the probability of needing to re-sequence a library
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due to poor pooling accuracy during the HC1 study, a QC run on an Illumina MiSeq se-

quencer with a MiSeq Reagent Nano Kit v2 (300-cycles) was included. The number of

reads corresponding to each library was used to assess the pooling accuracy ahead of the

HiSeq run. The 3nM pool was treated as a 4nM pool for loading onto an Illumina MiSeq

sequencer with a MiSeq Reagent Nano Kit v2 (300-cycles). Following quality control, the

libraries were run on an Illumina HiSeq 2500 using HiSeq rapid SBS v2 kits (200 cycles +

50 cycles) and a HiSeq Rapid PE cluster kit v2. This was done in Rapid, paired-end mode

with a read length of 139 per end.

The results of the HC1 study showed that the bottleneck in the conversion of DNA

molecules into sequenced read families was not the sequencing step, but the input. The

sequencing platform allowed for a greater number of libraries to be sequenced in a single

run than were in the HC1 cohort, so neither the QC step nor the HiSeq methodology were

changed between the HC1 and HC2 studies.
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2.3 Results

2.3.1 The samples and cohorts of the preliminary, HC1 and HC2 studies

2.3.1.1 The preliminary study

The samples used in this study were from the Horizon Discovery Multiplex I cfDNA (cat.

HD780) control set. They would aid in sensitivity assessment since they contain known

mutations at a range of VAFs. As a part of a beta test, a pre-release version of the Ru-

bicon Genomics ThruPLEX Tag-seq Illumina library preparation kit was used for library

preparation. The libraries produced by this kit were purified using AMPure XP beads and

quantified using an Agilent Bioanalyzer. Table 2.4 details the samples and controls and

input amounts used for library preparation, and the yields after purification.

Table 2.4: The samples used in the preliminary study, and their yields after library preparation.

Sample Sample Input (ng) Yield (ng)

1 Horizon Discovery cfDNA Reference Standard 0% VAF 30 1400

2 Horizon Discovery cfDNA Reference Standard 0% VAF 30 1300

3 Horizon Discovery cfDNA Reference Standard 5% VAF 30 1400

4 Horizon Discovery cfDNA Reference Standard 5% VAF 30 1500

5 Horizon Discovery cfDNA Reference Standard 1% VAF 30 1700

6 Horizon Discovery cfDNA Reference Standard 1% VAF 30 2200

7 Horizon Discovery cfDNA Reference Standard 0.1% VAF 30 1200

8 Horizon Discovery cfDNA Reference Standard 0.1% VAF 30 1400

2.3.1.2 The HC1 study

The HC1 study was comprised of two runs. The first run was a test, used to verify the

functioning of the Version 1 wet-lab workflow between library preparation and MiSeq QC

sequencing, as developed during the preliminary study. This run was made up of two techni-

cal replicates of the Horizon Discovery 5% Reference Standard, separated into independent

30ng library preparation reactions, and treated as separate samples from then on. As de-

scribed later, in 2.3.3, the capture efficiency of this run was 37.56% ±6.02%. This limited

the number of samples which could be sequenced per run on the HiSeq for the second run,

so a small cohort of CSF, cystic fluid and plasma samples was selected to test the ability

of barcoded NGS to detect variants in these liquid biopsies. This cohort was named HC1,

and is presented in Table 2.5. These samples were collected retrospectively by collaborators
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at GOSH, with no defined collection protocol, and were used as an exploratory dataset for

methods development. This is reflected in the variable, and often small, amounts of DNA

available for sequencing, after extraction. Two of the samples failed library preparation, but

the overall wet-lab workflow success rate of 89% was promising, with library preparation

failures explained by their low inputs.

Table 2.5: The clinical samples used in the HC1 study.

Sample Diagnosis Patient Sample type Input (ng) Status

1 ATRT A1 CSF 0.69 Sequenced

2 ATRT A2 CSF 12 Sequenced

3 ATRT A2 CSF 0.61 Sequenced

4 ATRT A5 CSF 37 Sequenced

5 ATRT A5 CSF Undetected Library prep failed

6 DIPG A6 Plasma 6.1 Sequenced

7 DIPG A8 Plasma 4.9 Sequenced

8 DIPG A9 Plasma 2.4 Sequenced

9 DIPG A10 Plasma 2.0 Sequenced

10 Medulloblastoma A11 Plasma 0.18 Sequenced

12 ACP Cystic fluid 45 Sequenced

13 ACP Cystic fluid 12 Sequenced

14 ACP Cystic fluid 20 Sequenced

15 ATRT A2 CSF 0.12 Library prep failed

16 ATRT A2 Plasma 4.6 Sequenced

17 DIPG A7 Plasma 4.4 Sequenced

18 ACP Plasma 3.1 Sequenced

19 ACP Plasma 1.8 Sequenced

2.3.1.3 The HC2 and HC2C cohorts of the HC2 study

This study focused on CSF and cystic fluid. Samples of a variety of tumour types were

chosen, and the cohort was biased towards ATRT and Malignant Rhabdoid Tumour (MRT)

samples. This was to capitalise on success in detecting SMARCB1 alterations during the

HC1 study, as presented in Chapter 3. A total of 41 CSF samples were used in this phase.

This included 30 ATRT samples (11 patients), 6 MRT samples (3 patients), 1 PA sample, 1

DIPG CSF sample, and 3 WNT-Activated Medulloblastoma (WAM) samples (2 patients).

In an attempt to improve on the results of the plasma sequencing from Chapter 3, 3 DIPG
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plasma samples (3 patients) were also sequenced. Due to the size of the cohort, details of

the samples are in Appendix D.

Following the success with cystic fluid during the HC1 study, the HC2 study included

the HC2C cohort: ten cystic fluid samples, five each from two patients (Table 2.6). These

samples were collected over the course of a 22-25 day Interferon-α (IFN-α) treatment pro-

gramme, and at some time points, there were multiple samples. These samples were the

aspirates taken from the cysts immediately prior to injection of IFN-α to the cyst. Patient

C1 reportedly responded well to treatment, whilst Patient C2 showed no change. These

samples were not collected for a prospective study, so the collection methodology was not

standardised. These samples not only allowed for the testing of reliability of the workflow,

but also allowed for the assessment of whether cellular fractions of cystic fluid yielded dif-

fering amounts of mutant DNA from their cell-free counterparts. Details of the samples are

presented in Table 2.6.

The samples of both the HC2 and HC2C cohorts were run on the Version 2 wet-lab

workflow concurrently, as described in the Methods section of this chapter.

Table 2.6: Details of the samples in the HC2C cohort, and the mean family depth sequenced from
those samples.

Patient Sample Type Treatment day Library preparation
input (ng)

Mean family depth

C1 HC2C-1 Unspun cystic fluid 1 100 1716

C1 HC2C-2 Supernatant 1 100 3038

C1 HC2C-3 Supernatant 4 100 3166

C1 HC2C-4 Supernatant 10 100 2399

C1 HC2C-5 Supernatant 25 95.4 2460

C2 HC2C-6 Supernatant 1 100 2296

C2 HC2C-7 Cellular fraction 1 100 2638

C2 HC2C-8 Supernatant 11 32.3 789

C2 HC2C-9 Cellular fraction 22 100 3215

C2 HC2C-10 Supernatant 22 100 3195

For both cohorts, initial pre-library preparation DNA quantification was performed

using a Bioanalyzer 2100. These quantification results were used in the determination of

the number of PCR cycles performed during library amplification, for the first batch of
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samples run through the workflow. Unexpected results during the first batch of fourteen

samples (HC2-16, HC2-18, HC2-19 and HC2-28 and all ten HC2C samples) during library

preparation caused a revision of the pre-preparation quantification method. Sample HC2-19

performed as expected during library preparation, but the three other CSF samples (HC2-

16, HC2-18, and HC2-28) yielded lower outputs of DNA than expected. The entire HC2C

cohort of ACP samples were unaffected, likely due to their high DNA inputs. To attempt to

rescue the three first batch CSF samples and use them for further analysis, the samples were

subjected to further rounds of PCR (4, 5, and 5 respectively) using Agilent’s post-capture

amplification protocol.[235] This yielded an optimal 750ng for HC2-16, but samples HC2-

18 and HC2-28 yielded only 150ng and 58ng respectively. This indicated that either the

Bioanalyzer quantification before library preparation was inaccurate, or that there was sig-

nificant degradation when the samples were stored at 4◦C between quantification and library

preparation. To overcome both possible challenges, all remaining samples of the HC2 co-

hort were quantified using ddPCR, then frozen before library preparation. The resulting

calculated inputs to library preparation are presented in Figure 2.6. As shown, the amount

of DNA in most CSF samples was below 10ng, which posed a challenge for the detection

of rare variants in these samples. Library preparation succeeded for all ddPCR quantified

samples, apart from a single MRT sample.

Figure 2.6: DNA inputs for library preparation of the HC2 cohort.

Input amounts were calculated ddPCR results from 1µl of each sample, and the
four CSF samples prepped using Bioanalyzer quantification are omitted from this
figure. Unless otherwise indicated, all sample types were CSF. A zoomed version
of this figure (Figure D.1) is available to highlight the differences between the low
input samples.
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2.3.2 Developing procedures for conversion of diverse liquid biopsies into

short DNA fragments, suitable for sequencing

Work for this began at the beginning of the HC1 study, in preparation for the cohort of

CSF and cystic fluid samples. The cystic fluid samples were aspirated from ACP cysts, and

frozen. This meant that the samples, once thawed for processing, would contain genomic

DNA from any cells which lysed during the freeze-thaw process. Similarly, the unspun CSF

samples could contain near full-length genomic DNA. Since circulating tumour cells within

the CSF are used for disease detection, and there may have been mutation-harbouring cells

within the cystic fluid, it was prudent to render the long DNA into a sequenceable state.[7,

8] The Covaris E220 Evolution sonicator was chosen as a means of shearing DNA due

to its random nature, as opposed to endonuclease digestion, and high advertised shearing

accuracy.

Due to the lab’s favourable experience with the QIAGEN Circulating Nucleic Acid

extraction kit, and its inclusion in contemporary methodologies, this kit was chosen for the

isolation of liquid biopdy samples.[109, 236] Previous work showed that some of the CSF

DNA was much shorter than full-length DNA, and personal communication with QIAGEN

revealed that genomic DNA which passed through the columns supplied with the Circu-

lating Nucleic Acid Kit was sheared to approximately 10kb.[116] It was necessary to test

whether the shearing conditions suggested by Covaris were able to preserve short DNA,

whilst shearing longer DNA to a length which was compatible with Illumina sequencing.

Two different types of control material were created for this work: one which repre-

sented short DNA in the 100-200bp range (named sDNA), and one which represented the

output from nucleic acid extraction (named lDNA). Initial testing with the Covaris parame-

ters revealed that under conditions which brought the lDNA down to sequenceable lengths,

sDNA yields were very low. This led to the exploration of the shearing parameter space,

first by trialling the more gentle condition sets provided by Covaris, then by reducing the

severity of the conditions in a stepwise fashion. A total of 39 conditions were trialled, lead-

ing to the adoption of the conditions in Table 2.2. These shearing conditions were able to

preserve 77% of the sDNA, whilst shearing lDNA down to between 100 and 400bp (Figure

2.7).
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(a) (b)

(c)

Figure 2.7: Bioanalyzer traces showing the effects of shearing on 182bp sDNA and ~10kb
lDNA.

2.7a) Unsheared 182bp sDNA. 2.7b) sDNA following shearing, showing a 23%
loss of DNA. 2.7c) Sheared lDNA showing a peak between 100 and 500bp, cen-
tred at 200-250bp. In all traces, pink arrows indicate lower markers, and orange
markers indicate upper markers.

2.3.3 FLCP-1 - a hybrid capture panel targeting Paediatric Brain Tumours

The original development of FLCP-1 was done during the preliminary study. This panel

was primarily targeted at a range of PBTs, with some regions unique to single or small

numbers of PBTs, and some which were more common. The aim of the panel was to be

a compromise between the chance of disease detection, the ability to distinguish between

tumour types, and the amount of sequencing needed to perform both.

The panel focused on DNA from targeted regions of the genome by binding these to

magnetic beads, and washing away DNA from other regions. The efficiency by which off-

target DNA was removed from the libraries was never 100%. The proportion of the DNA in

a sample which was targeted would therefore affect the depth to which each sample would

need to be sequenced, for there to be enough reads from each molecule to form reliable

families. Moxie Genomics’ Curio platform, upon which the analysis of the preliminary

dataset was based, was unable to give a value for the on-target percentage at its beta stage
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of development. Since there were changes to the wet-lab workflow between the preliminary

study and the HC1 study which necessitated the running of control material through the

Version 1 workflow, the decision was taken to wait for the HC1 control data before assessing

the on-target percentage. These samples were sequenced on the MiSeq, and the resulting

data was aligned to the GRCh38 genome. The mean on-target percentage calculated for this

run was 37.56% ±6.02%. This rate was lower than expected, and could have been caused

by inefficiencies in the magnetic rack used during the 65◦C wash steps causing drops in

temperature and capture efficiency, or by a poorly calibrated thermocycler maintaining a

suboptimal temperature. With a finite number of reads possible in a sequencing run, the

number of samples which could be put on a sequencing run were limited.

The HC1 cohort was run through the same wet-lab workflow as the HC1 control ma-

terial, but a new magnetic rack, and a new, well-calibrated PCR thermocycler promised an

increase in the on-target percentage. Prior to the calculation of this run’s on-target percent-

age, the initial pipeline detailed in Chapter 3 had been developed, and the HiSeq data was

collapsed into families. This removed PCR duplicates, and resulted in an on-target percent-

age calculation which better reflected the final data of a run. This yielded a mean on-target

percentage of 49.49% ±20%, and a median of 49.44%. Based on the more favourable

capture results from the HC1 cohort, larger numbers of samples were loaded onto the runs

which made up the HC2 study. The sequencing datasets were analysed by the pipeline de-

tailed in Chapter 4, resulting in collapsed families, similar to those from the HC1 cohort

run. Overall, the run showed a mean on-target percentage of 58.01% ±19%, and a median

of 63.16%. These statistics are presented visually in Figure 2.8.
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Figure 2.8: The on-target percentages achieved with the HC1 and HC2 cohorts.

The horizontal lines of the boxes in this plot are defined as the upper quartile,
median, and lower quartile of the on-target percentages of each plot. The whiskers
extend to the highest and lowest datapoints, except when the datapoints are more
than 1.5x the inter-quartile range from the closest quartile line.

2.3.4 Implementation and improvement of library normalisation and pooling

procedures, and quality control

The optimisation of the number of sequenced reads per molecule of sequenceable template

DNA depended on a number of factors which were unknown at the inception of this project.

An iterative approach was taken, in which each study produced results which influenced the

design of the next version of the workflow. There were four pieces of information which

were needed for accurate pooling: the original amount of DNA in the sample, the number

of molecules lost in the production of captured and amplified libraries, the hybrid capture

efficiency, and the accurate concentration of the captured libraries for pooling purposes.

A final limiting factor, which imposed an upper limit on the amount of each library in the

pool, was the number of clusters that a given sequencing flow cell was capable of producing.

During the preliminary trial, none of the pieces of information were known, so an arbitrary

target of equimolar pooling, followed by over-sequencing, would guarantee the maximum

data for the chosen flow cell. The resulting data would then be used to determine all of the

above parameters.
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The preliminary study’s libraries were quantified post-capture using a Bioanalyzer

2100, and Figure 2.9a highlights the need for proper normalisation. The Bioanalyzer nor-

malisation results (Figure 2.9b) did not, however, show a strong correlation with the number

of reads for the sample (Figure 2.9c). The final numbers of reads across the cohort (Fig-

ure 2.9d) had a mean of 39.0 million, and a coefficient of variation of 17.7%. This clearly

showed that both quantification and normalisation were portions of the workflow which

could be improved.

(a) (b)

(c) (d)

Figure 2.9: Pooling of samples in the preliminary study.

2.9a) The concentration of each library as produced by the post-capture amplifi-
cation step. These samples collectively had a coefficient of variation of 39.9%.
2.9b) The concentration of each library after normalisation to a target of 8nM
(horizontal line). The coefficient of variation was reduced to 13.5%, with a mean
of 8.4nM. 2.9c) A scatter plot showing the weak correlation between Bioanalyzer
quantification and number of reads in the R1 FASTQ file. The Pearson’s corre-
lation coefficient was 0.67. 2.9d) The numbers of reads in the R1 FASTQ file,
showing a coefficient of variation of 17.7%.
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Following the results of the preliminary study, the HC1 study’s methodology incor-

porated the two-step normalisation procedure, as described in 2.2.5. The number of reads

per sample was also directly measured by the MiSeq QC sequencing run, bypassing the use

of the Bioanalyzer, which had been shown to be unreliable for this purpose. The change

of wet-lab methodology and final sequencing method meant that this cohort was, like the

preliminary cohort, pooled equimolarly and over-sequenced. The result was a 15.2% coeffi-

cient of variation in the read numbers; a 14% decrease in variability versus the preliminary

study’s results.

Figure 2.10: Pooling results following a MiSeq QC for the HC1 study.

The raw read counts for each sample in the MiSeq QC run. The coefficient of
variation in the read counts is 15.2%, and the mean is 88134 reads (horizontal
line).
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A newer method of pooling samples for sequencing was used during the HC2 study.

This method was designed to enable users to utilise the minimum number of reads to ensure

that each starting molecule had enough reads to make a family. All samples were pooled

using this method, and each pool was run on an Illumina MiSeq for QC. Figure 2.11 shows

the high degree of correlation between the projected percentage of reads for each library in

its run, and the actual percentage.

Figure 2.11: Pooling results following a MiSeq QC for the HC2 study.

Based on the amount of each sample’s DNA added to each sequencing pool, a
projected percentage of reads which should belong to the sample was calculated.
The actual reads associated with each sample were divided by the total number of
reads in the sequencing run to give the actual pool percentage. The black line with
equation (y = x) represents theoretical perfect normalisation and sample pooling.
A "^" marks a single sample where the actual read percentage deviated from the
projected read percentage substantially. Including the anomalous value, a Pear-
son’s correlation coefficient of 0.96 was achieved using this pooling method.

2.3.5 A united workflow for the barcoded sequencing of multiple sample

types

The novel components discussed so far in this chapter were combined with off-the-shelf

components, to create a united workflow. The overall workflow changed between the three

studies, and this section details how the differences between the versions of the workflow

changed its results.

2.3.5.1 The preliminary study

The libraries in this study were normalised and pooled. The pool was diluted to 1.7pM

and sequenced on an Illumina NextSeq 500. This resulted in slight over-clustering with

260,000 per mm2 as opposed to the recommended target of 210,000 per mm2. Based on
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the specifications of the NextSeq 500 on High Output Mode, it was predicted that each

sample would produce 44 million reads.[237] This run produced a mean of 39.0 million

±6.9 million reads per sample due to the over-clustering, as shown in Figure 2.9d. The

over-clustering resulted in an average 12% loss of reads, compared to the predictions.

2.3.5.2 The HC1 workflow

The assessment of the effectiveness of this workflow occurred in parallel with the creation

of an in-house pipeline, which is presented in Chapter 3. Briefly, this pipeline took raw

sequencing data, aligned the reads to the genome, and collapsed the reads down into read

families, based on their barcodes and alignment position. These families would remove

PCR duplicates from the data, and represent the original input DNA molecules better than

the raw reads. The raw read depths for each sample are available in Table E.1. Once the

reads were collapsed, the mean family depth from each sample of the HC1 cohort was

compared to the number of genome copies used as input to library preparation. The data

in Figure 2.12 shows that the wet-lab workflow was unusually efficient at taking molecules

from low-input samples through to sequencing. Sample HC1-10, the Medulloblastoma sam-

ple, was excluded from Figure 2.12 because it had a mean family depth per genome copy

of 275%. This value was clearly artefactual, and likely to be due to an underestimation of

the amount of DNA in the original input.

Figure 2.12: How the efficiency of the wet-lab workflow varies depending on the amount of
input DNA

Genome copies were calculated from Bioanalyzer quantifications of the input
DNA. Mean family depths were the mean across all targeted regions of the panel.
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2.3.5.3 The HC2 workflow

In order to ensure that most molecules in a sample were sequenced enough to form fami-

lies, the optimistic assumption was made that 30% of library preparation input molecules

would be sequenced. A lower efficiency than assumed in the pipeline would mean that each

molecule was be sequenced more times than was optimal. The raw sequencing read depths

are available in Table E.2. As shown in Figure 2.12 from the HC1 phase of this study, for

inputs of over 4000 copies (~14ng), an efficiency of 10-15% was more likely. At this point

in the project, it was suspected that the unusually high efficiency of the low input data was

due to underestimation of the DNA inputs during the initial Bioanalyzer quantification, or

that these were artefacts from over-sequencing of the samples. The aim now was to assess

the ddPCR quantification, used for this workflow version, and the efficiency of the work-

flow as a whole. Each sample’s data was run through the Cerberus pipeline, described in

Chapter 4, up to the point where the reads were collapsed into read families. The following

data is based on the families made using Connor with the stringent settings associated with

SNV and CNV calling.

Fifty seven of the inputs to library preparation contained detectable levels of DNA.

One MRT sample failed, leaving fifty six samples. The number of families generated by

Connor for each sample was divided by the number of haploid genome copies added to the

library preparation. These efficiencies were plotted against the inputs in Figure 2.13. This

new data shows that for inputs where the HC1 study suggested an efficiency above 15%, the

efficiency was steady: irrespective of the input amount, 70% of samples had an efficiency

of between 4.5% and 17%. The data only deviated from these bounds in samples with input

amounts of less than 580 copies (2ng), where DNA quantification was likely to be less

accurate. The three samples in the box represent the samples which produced unusually

low library preparation yields. It follows that these samples also produced fewer families

than was expected from their inputs.
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Figure 2.13: The efficiency of the wet-lab workflow and bioinformatics pipelines in taking
molecules from extraction to sequencing, for the cohorts of the HC1 and HC2
studies.

The HC1 cohort, the HC2C cohort and the three samples in a box (samples HC2-
16, HC2-18 and HC2-28) were quantified by Bioanalyzer. The three points in the
box exhibited unusually low efficiency based on their input, so quantification was
switched to ddPCR. The remaining points of the HC2 cohort, which were ddPCR
quantified, show a smaller overall range in efficiencies at low inputs than those
quantified by Bioanalyzer.
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2.4 Discussion

Throughout the project, an iterative approach was taken in the development of the wet-lab

workflow, with each study building on the knowledge gained from the previous study’s

results. The preliminary study focused on the assembly of components from library prepa-

ration onwards. The Version 1 workflow from the HC1 study added DNA extraction, and

shearing; and it improved on the normalisation protocol. The Version 2 workflow from the

HC2 study took normalisation from a flat process, and fully optimised the process for each

individual sample.

2.4.1 Sample preparation methods

Sample preparation, before library preparation, developed mainly from the HC1 study on-

wards, as the preliminary study utilised extracted and sheared control DNA material. The

sample shearing methods development phase of the HC1 study utilised control material pro-

cessed by the author, which simulated the two main types of DNA in a CSF sample. The

"sDNA" 182bp PCR fragment was used as a stand-in for short, cell-free DNA within the

CSF, whose length was comparable to this fragment. Previous work showed that cell-free

CSF DNA was approximately 100-200bp in length, so the control sDNA was of a length

which represented its real-world counterpart.[71] The "lDNA" control, representing pro-

cessed full-length cellular DNA, was made to mimic its real-world counterpart by being

treated using the same methods as the clinical CSF samples were.

During the early stages of the shearing optimisation, 15µl MicroTUBEs were used, as

the maximum input volume to the ThruPLEX Tag-seq kit was 10µl (Appendix C). Once the

concurrent analysis of the preliminary project’s results began to suggest that the raw DNA

input amount could be a limiting factor of sensitivity, development was changed to utilise

the MicroTUBE-50. These MicroTUBE-50s were capable of handling the entire eluate

from a QIAamp extraction column, so the entire eluate was ready to be used for library

preparation if necessary.

The final results of the shearing experiments (Figure 2.7) showed that the parameter set

which was settled upon was capable of shearing the lDNA down to an acceptable length for

sequencing, at a 23% loss of sDNA. This was a good compromise for the project, allowing

for the total DNA in a sample to be sequenced. The nature of the cystic fluid samples which

were included in both the HC1 and HC2C cohorts may have benefited particularly from this

gentle shearing. Personal communication with the collaborators who extracted the fluid, as
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well as visual inspection of the tubes, showed a high degree of cellularity in the samples,

whilst no previous work had determined the amount of cfDNA in the sample.

The parameter set in Table 2.2 was the first set encountered, which performed ad-

equately at shearing the lDNA, whilst preserving the sDNA. This does not preclude the

existence of parameter sets which could do so more efficiently. In particular, the Covaris

shearing protocols for the E220 Evolution sonicator recommended up to 100W incident

power at 30% duty factor, meaning an average power of 30W.[238] The set used in this

project was 15W incident power at 15% duty factor (2.25W average power). Future work

could assess the effectiveness of increasing the duty factor and decreasing the treatment

time, whilst avoiding excessive heat build-up in the sample. The minimisation of treat-

ment time was not critical for this project, as a proof-of-concept, but the application of such

shearing protocols in clinical settings where sample throughput is key, would make this an

important avenue of development.

2.4.2 Hybrid capture - the FLCP-1 panel and its implementation

A main aim of this chapter was to develop a capture panel for genes and regions which

was targeted towards a diverse range of PBTs. The use of prior work by Guichard et

al., and collaboration with Prof. Tom Jacques at GOSH made the creation of this panel

straightforward.[216] The choice of the Agilent XT kit as a platform for this meant that the

panel itself could be tailored to the samples which the author had access to, whilst enabling

the panel to be expanded by the addition of extra biotinylated RNA baits to the capture

panel.

The design of the panel made use of all coding exons from all splice variants in the

RefSeq and Ensembl databases. This likely included many exons which were never ex-

pressed within the brain, making them unlikely to be useful when searching for SNVs or

InDels. An interrogation of each splice variant within the panel could have been used to de-

crease the number of regions in the panel, but the 118kb panel was already narrow, and the

extra captured regions could be used as normalisers during Copy-Number Variation (CNV)

calling. As a result, the decision was made not to cull these during the preliminary study, as

their usefulness outweighed the benefit of reduced sequencing.

The implementation of the panel in the workflow improved over time. Initial calcula-

tion of the on-target percentage using control material, during the HC1 study, resulted in an

on-target percentage of 37.56%, which had major implications on the number of samples
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which could be sequenced per run. The use of an improved magnetic rack, and the use of a

recently calibrated thermocycler increased the on-target percentage to 49%, paving the way

for larger numbers of samples per run in future studies. This improvement was built upon

during the HC2 study. Although no major improvements to the capture procedure were

undertaken between the HC1 and HC2 studies, more care was taken during the washing

steps to keep the 0.2ml tubes at 65◦C throughout, which could explain the improvement in

on-target percentage. This is because the specificity of annealing between single-stranded

oligonucleotides is dependent on temperature.[239, 240]

2.4.3 library quantification, normalisation, and QC

The normalisation and pooling of libraries prior to sequencing was achieved using a wide

range of techniques at the UCL Cancer Institute, and personal communication with mem-

bers of the Genomics Core facility suggested that optimisation of the methods was required

for every wet-lab workflow. The library preparation kit was in its beta-testing phase at

the beginning of the project, and there were no established pooling protocols for similar

workflows, meaning that optimisation fell within the bounds of this project. The prelim-

inary study’s results demonstrated that a single Bioanalyzer quantification insufficiently

normalised the libraries, producing widely variable numbers of reads per sample, demon-

strating the necessity of improvement. The implementation of a two-step quantification

procedure during the HC1 study was a major improvement, as shown in Figure 2.10. This

was significant when combined with other factors. The more reads which collapse into a

single family, the more reliable that family is, but with diminishing returns, as sequencing

depth is increased. If a minimum number of reads per family is set, then the sequencing

depth should be tuned such that the mean family size is slightly above that, so the vast

majority of original template molecules which form libraries are sequenced to a sufficient

depth to form families. In this case, the pooling accuracy added an uncertainty to the pre-

diction of sequencing depth, and the main way to counteract this was to add more of each

library to a pool, and to have fewer samples per pool. The high accuracy of pooling meant

that the uncertainty factor was low, and the number of samples per sequencing run was able

to be high.

The HC2 study took pooling to its logical conclusion, using the prior knowledge of

the percentage of input molecules which formed amplified libraries, the capture efficiency,

and the pooling accuracy. The highly accurate ddPCR quantification was the primary data
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used to predict the number of template molecules’ products were in the final libraries. This,

combined with the advertised number of reads per sequencing kit, informed pooling, and

produced the highly accurate results of Figure 2.11. The single anomaly in this figure was

HC2C-1 - an unspun cystic fluid sample, quantified using ddPCR, with a 100ng input into

library preparation. This sample was run in a batch alongside other samples whose predicted

and actual family depths were close, so a partial failure of a reaction in the workflow was

unlikely. The most likely explanation was a pipetting error during pooling, or during the

first step of library preparation. Despite the anomaly, the strong correlation between the

predicted and actual family depths showed that the method was robust, and reliable from

sub-nanogram to 100ng library preparation inputs. During the normalisation of the HC2

libraries, some libraries required the accurate pipetting of volumes in the region of 2µl.

Future use of this normalisation and pooling method would benefit from ensuring that the

volumes were higher, for increased reliability.

2.4.4 The complete workflow

During the preliminary study, there was no literature on how efficient a workflow of this

type was at converting input DNA molecules into double-stranded libraries, so one of the

first objectives when creating the overall workflow was to estimate this efficiency. There

were drastic changes to the workflow between the preliminary and HC1 studies, however,

which may have rendered any efficiency value of the preliminary workflow irrelevant when

predicting the Version 1 efficiency. Due to the prohibitive cost of running control material on

the HiSeq, the decision was made to process the HC1 cohort before assessing the efficiency,

instead of running the two control libraries generated at the beginning of the HC1 study.

This went hand in hand with the ability to assess the accuracy of the improved pooling

method, as discussed above, and the samples were over-sequenced.

This data showed a hockey stick-shaped curve of efficiency (Figure 2.12). The curve

likely showed that at low concentrations, the initial quantification was less accurate, and

under-represented the number of molecules in low input samples, leading to higher effi-

ciency values. Further evidence to support this came in the form of the HC2 efficiencies,

which were based on the ddPCR quantification (Figure 2.13). Through the region where

the efficiency rose above 15% in the HC1 study, the HC2 samples’ efficiencies varied more

than at higher concentrations, but did not show the same rise in efficiency. This increased

variation was expected, as the DNA concentrations approached the limit of accuracy of the
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quantification method.

The overall efficiency of the workflow was tested on retrospective samples, in the HC1,

HC2 and HC2C cohorts. These samples were often small in volume, and in DNA content, as

evidenced by Figures 2.6 and 2.13. The ability of the final workflow to generate sequence-

able libraries from disparate sample types, with variable inputs demonstrates the robustness

of the methodologies and parameters which were optimised over the course of this project.
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Chapter 3

Development of a prototype pipeline for the

detection of Single Nucleotide Variants in

barcoded sequencing data, and initial

detection of copy-number variants from

liquid biopsy DNA

3.1 Introduction

One of the main objectives of the overall project was to create a suitable data analysis

pipeline for use with data produced by the wet-lab workflow. This chapter details the early

work on bioinformatic pipeline development which occurred during the preliminary and

HC1 studies, which brought the project closer to this goal. The work in this chapter was per-

formed with the preliminary and HC1 cohorts as development datasets, processed using the

preliminary and Version 1 wet-lab workflows respectively, as presented in Chapter 2. The

work culminates in the detection of Single Nucleotide Variants (SNVs) in Adamantinoma-

tous Craniopharyngioma (ACP) samples, the detection of Copy-Number Variation (CNV)

in Atypical Teratoid/Rhabdoid Tumour (ATRT) samples, and the orthogonal validation of

CNV variants by droplet digital Polymerase Chain Reaction (ddPCR).

At the time of the preliminary study, there was no bioinformatic solution for handling

Tag-seq data, so testing of the of the Duplex Sequencing pipeline (v2.0) was performed to

assess the suitability of the pipeline in the analysis of the data.[10] During the course of

the study, Curio Genomics produced a web-based platform for the analysis of Tag-seq data,
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and this was used to generate preliminary results for assessment of its suitability for the

project’s aims. The Curio platform was in its beta-testing stage, so the number of features

available was limited, and the implementation of these features was done through Curio

Genomics. The decision was made to develop an in-house pipeline, which was able to run

on UCL’s High Performance Computing (HPC) platforms, and was more easily modified

by the author. The initial development of this pipeline, supporting work, and validations of

the pipeline’s first successful results are presented in this chapter.

3.2 Aims and objectives
Initially, the aim was to determine the suitability of any pre-existing pipelines and software

packages, developed against other barcoding schemes, for SNV calling of Tag-seq data.

When the Curio platform was released in beta-test form, it was added to the list of pre-

existing software. Once it became clear that Curio, in its beta form, was sub-optimal, the

main aim was to develop a prototype in-house pipeline for the detection of SNVs. Concur-

rently, the project aimed to investigate the detection of CNVs within the data, and to verify

any findings using orthogonal methods.
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3.3 Materials and methods

3.3.1 Determination of the suitability of existing pipelines and software pack-

ages

3.3.1.1 Initial analysis of sequencing data without utilising barcode information

When assessing the suitability of pipelines and packages for the analysis of Tag-seq data, a

traditional analysis serves as a baseline against which the new method can be compared. An

advantage of this kind of baseline is the ability to remove the barcodes and stem sequences

from the raw reads of a barcoded dataset, to create an unbarcoded dataset.

Paired-end FASTQ files, produced by a Next-Seq 500 at the UCL Genomics facility,

were downloaded from Illumina’s BaseSpace platform to UCL’s Legion HPC cluster. The

data for each sample was in 4 separate file pairs, one pair for each lane of the NextSeq flow

cell. A script was developed to concatenate each set of Read 1 files and Read 2 files for each

sample into a single file pair, such that a read on line (x) of the output Read 1 FASTQ file

was still paired with the read on line (x) of the Read 2 file. Copies of these concatenated files

were made, for use in barcoded analysis, as described later in this chapter. The barcodes

and stem sequences were trimmed from the 5’ end of each read using Trim Galore. This

produced a raw set of FASTQ files which were ready for non-barcoded analysis.

The analysis of the datasets began with alignment against the GRCh38 version of the

human genome using BWA mem 0.7.2.[241] Samtools 1.2 was used to compress the output,

then to remove duplicate bit flags in the BAM files, and to sort and index the files.[242]

Picard MarkDuplicates was used to remove duplicate reads.[243] Samtools mpileup was

used to make an mpileup file for regions within Forshew Lab Capture Panel 1 (FLCP-1),

and Varscan 2.3.9 was used to detect SNVs relative to the GRCh38 reference.[244] Filter-

based variant annotation was performed using Annovar with the settings outlined in Table

3.1.[245] There were two competing factors which led to the 4.7% Variant Allele Frequency

(VAF) used to filter variants. The first was the number of variants detected at the advertised

positions in Samples 3 to 8, the pairs of Horizon Discovery cfDNA control samples with

advertised variants at 5%, 1% and 0.1% respectively. The second was the total number of

variants in Samples 1 and 2, the cfDNA control samples which contained no advertised

variants. This VAF was chosen as a compromise, minimising the former whilst maximising

the latter, and was in line with standard variant calling detection thresholds in Illumina DNA

sequencing.[246]
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Table 3.1: Parameters used for Annovar filter-based annotation of variants

Parameter Value

Genome build version GRCh38

Variant allele frequency Minimum 4.7%

Refseq Gene variant exonic function[220] Exclude synonymous SNVs

HRC R1 database allele frequency[247] Exclude above 0.1%

1000 Genomes August 2015 database allele frequency[248] Exclude above 0.1%

Kaviar 23 September 2015 database allele frequency[249] Exclude above 0.1%

ESP 6500siv2 database allele frequency [250] Exclude above 0.1%

ExAC 03 database allele frequency[251] Exclude above 0.1%

3.3.1.2 Testing the Duplex Sequencing Pipeline on ThruPLEX Tag-seq data

During the early stages of the preliminary study, there was no off-the-shelf pipeline which

was designed to process Tag-seq data. Before investing development time into the creation

of a custom pipeline, the Duplex Sequencing pipeline was assessed for its ability to process

Tag-seq data. The concatenated raw NextSeq files from the non-barcoded analysis were

saved before barcode removal.

On the Legion HPC cluster at UCL, version 2.1 of the Duplex Sequencing pipeline was

downloaded from https://github.com/loeblab/Duplex-Sequencing.[10]

All of the scripts which form the Duplex pipeline are executed by a master Bash script in

the default. In order to run on UCL’s Legion cluster and the Sun Grid Engine, the Bash

script was split into five parts and a launcher script was written for each part. It was dis-

covered that the single stranded consensus-maker from the Duplex Sequencing pipeline

was not able to run with sequences of a different length to a stated constant, so any reads

which were shorter than 151 bases were padded to the required length with "N" sequence

characters and "#" Sanger quality characters.

Part 1 consisted of a launcher Perl script which searched for sets of paired-end FASTQ

files based on filename, and submitted a qsub script to the cluster’s job queue. The qsub

script concatenated the 6nt barcodes for both paired-end reads and stored them in the

FASTQ header for each read. An 11nt sequence immediately 3’ of the barcode, containing

the 8-11nt stem, was removed from each read. Quality scores were modified similarly to

the sequence strings.

Parts 2 to 5 consisted of a related set of launcher Perl scripts and four different qsub

https://github.com/loeblab/Duplex-Sequencing
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scripts which performed the data processing on the cluster’s nodes. The launcher scripts

checked in log files and the cluster queue. If a previous part was running for a given sample,

the launcher waited for the previous process to finish before continuing. If the preceding

part of the pipeline exited with errors for a given sample, if input files for the current part

were missing, if the current part was already running, or if a subsequent part in the pipeline

had been started, the launcher would not allow the current part to start. Once all checks

were passed, the current part was submitted to the cluster for the given sample.

Part 2 ran BWA aln (version 0.7.12) on each processed FASTQ file to generate an aln

file.[252] Part 3 took the processed FASTQ files and the two aln files, and processed them

into a paired-end SAM file using BWA sampe. In part 4, Samtools view and sort (version

1.2) were used to convert the SAM file into a BAM file in which records were sorted by

genomic location.[242] Part 5 launched the single-stranded consensus maker with the sorted

BAM file and created a paired-end BAM file which contained consensus sequences from

reads with the same genomic starting location and barcode string.

3.3.1.3 Testing beta release of the Curio platform on preliminary Tag-seq data

During the investigation of existing technologies, Curio Genomics developed a cloud-based

platform for the processing of barcoded data which was explicitly compatible with Thru-

PLEX Tag-seq data. This platform was released in ’beta’, and the author joined the program.

The concatenated paired-end FASTQ files which were used in the unbarcoded analysis

were uploaded to the Curio platform through their web portal. The platform was used to

generate alignments for each FASTQ file pair using the Bowtie 2 aligner and the parameters

in Table 3.2.[253] At the time, the hg19 assembly was the only one available on the platform,

so this was used with the intention of lifting the variants over to GRCh38 at the end of

analysis. Reads with an alignment quality of lower than 99% were removed, and individual

bases with an alignment quality below the threshold were changed to N’s.

Allele frequencies were calculated next. Barcodes, known as Unique Molecular Tags

on the platform, were used to group reads into read families. At a given position on the

genome, each family which overlapped with the position was checked for consensus at the

position. If the percentage identity of the sequences comprising the family was more than

99% and there were 3 or more reads in the family, the consensus base was used in allele

frequencies at the position.
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Table 3.2: Parameters used for alignment using Bowtie 2 on the Curio Genomics NGS analysis
platform

Parameter Value

Alignment mode Local

Aligner Bowtie 2

Genome assembly hg19

Minimum read length 100

Multiseed heuristic preset Very sensitive

Trim 3’ ends with Phred quality below 28

Barcode length 6

Maximum stem sequence length between barcode and read 11

Extended mates Detect as discordant

Discordant alignments Suppress alignments

Unpaired alignments Allow alignments

At the time of this test, variant calling had not yet been implemented on the Curio plat-

form, so the BAM files of collapsed read families were downloaded. The original sample

material, for all samples in the preliminary cohort, were comprised of DNA from multiple

cell lines, mixed to give certain VAFs at specific genomic locations.[232] Outside of these

defined positions, there were unadvertised variants, which were a product of the same mix-

ing of cell line DNA, which could not be verified. As a result, variant calling was only

advisable at the advertised positions. Samtools was used to index the BAM files for ease of

access, and VAFs were manually read from the data using the Integrated Genomics Viewer

(IGV).[254]
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3.3.2 A prototype pipeline for detection of Single Nucleotide Variants

Following the results of the preliminary study and the lack of features available in the Curio

platform in its ’beta testing’ form, the decision was made to develop an in-house pipeline,

using open-source tools. This would give the author the flexibility to develop the pipeline

to suit the data, and to add components which highlighted or removed artefacts.

The main stages of the prototype pipeline are summarised in Figure 3.1. Compressed

FASTQ files of data from the HC1 cohort were downloaded from Illumina’s Basespace plat-

form onto the UCL Legion HPC Cluster. The data for each sample was in two pairs of files,

one pair from each lane on the HiSeq Rapid flow cell, and these were combined into a single

pair of files using the same custom script developed for the preliminary study. Each pair of

files, containing the forward and reverse reads for a sample respectively, was subjected to

Quality Check/Control (QC) using FastQC, and Trim Galore was used to remove barcode

and stem sequences from the 3’ end of sequences where read-through occurred. The reads

were aligned to the GRCh38 version of the human genome using BWA mem, and the result-

ing BAM files were sorted, filtered to remove unaligned/poorly aligned reads, and indexed

by Samtools.

Download data from Basespace™

Data Preparation:
FastQC

Trim Galore!

Alignment phase:
BWA mem

Samtools filter
Samtools index

Collapse reads into families:
Connor

SNV calling:
Samtools mpileup

SNAFU

SNVs out

Figure 3.1: The prototype Single Nucleotide Variant calling pipeline.
The main stages of the prototype pipeline, and the principle software packages
and commands used at each stage. The gold box indicates the variant calling
phase.
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3.3.2.1 Collapsing reads into families using Connor

During the evaluation of the Curio platform, an Connor, an open-source tool for the collaps-

ing of reads into families, was developed. This tool, available at https://github.com/umich-

brcf-bioinf/Connor, used a method which was reportedly compatible with the Tag-seq bar-

coding scheme, since Connor collapsed reads based purely on barcode and alignment start

position.[129, 130] Groups of read pairs with the same alignment start sites on the genome

for both reads, and barcode pair (as described in Figure 2.5), were collapsed into a single

family. Due to the possibility of sequencing errors when sequencing the barcode, a degree

of promiscuity in barcode sequence was necessary. Hamming Distance (HD) is the mini-

mum number of substitutions necessary to convert one string into another string of equal

length. For example: the string "AATAAT" can be converted into "AAAAAC" with two

substitutions, so the first string has a HD from the second of two. When collapsing reads

into families, all barcode pairs with a HD of one or zero from each other were collapsed

together, and a consensus sequence was made from these reads. In order to minimise the

prevalence of PCR or sequencing errors in the collapsed output, a consensus threshold of 0.8

was used. Any position in a family where fewer than 80% of the constituent reads agreed

on a base call were replaced by N’s in the consensus sequence. Additionally, a family was

only written to the output if it was made of a minimum of three reads.
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3.3.2.2 Early Single Nucleotide Variant calling using SNAFU v1.0

Artefacts discovered by visualisation of Connor-collapsed BAM files, described in the Re-

sults section, necessitated the development of a custom variant caller which was tolerant to

these artefacts. This new variant caller, called Single Nucleotide Alteration Filtering Utility

(SNAFU), took the family counts at each position of the mpileup file to find putative vari-

ants, and filtered them based on the families which overlapped the position. The logic for

SNAFU v1.0 is displayed in Figure 3.2.

mpileup fileConnor
BAM file

Retrieve families at the
putative variant position

mini-BAM file

Collect collapsed families’
alignment start-sites

Are there more
variant families
than threshold?

Are there at least
2 family pairs that

don’t share a common
start site for forward

or reverse reads?

Discard variant
If all answers are

"Yes", Output variant

Yes
No

Figure 3.2: The logic which underpins SNAFU v1.0.
A flow chart showing the decisions and processes which SNAFU v1.0 uses to call
SNVs.

3.3.3 Investigation of Copy-Number Variation in the HC1 cohort

3.3.3.1 Manual CNV detection

Initial CNV detection was performed manually. The collapsed read families from Section

3.3.2.1 were used to calculate the mean family depth for the targeted positions in the FLCP-

1 panel, for each sample. The mean family depth for all positions in the FLCP-1-targeted
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regions of SMARCB1 were also calculated, and divided by the mean family depth for all

targeted regions. This gave an internally normalised family depth for SMARCB1 versus the

rest of the panel.

The following describes the detection of CNVs at the exon level. The mean family

depth for each exon of SMARCB1 (e) was calculated, and divided by the mean family depth

across the whole FLCP-1 panel, to give the normalised exon depth (en). Control samples

were selected from tumour types which do not show recurrent CNVs in SMARCB1, and the

en was calculated for each exon in each control sample. Exons 1 and 9 were excluded from

Exon-level analysis, as the low and variable en in the control samples made the detection of

a CNV loss in these exons unreliable. The mean and the standard deviation, for Exons 2-8,

of all control samples’ en was calculated. The en value in each exon, of each tumour sample

with a mean family depth over 100, was compared to the mean en of the controls.

3.3.4 Droplet Digital PCR verification of CNV results

The exon level CNV results yielded a putative loss of SMARCB1 Exon 5. In order to ver-

ify this, a custom ddPCR assay was designed for this region, the design parameters for

which are available in Table 3.3. The primers and probe were manufactured by Integrated

DNA Technologies, and dissolved in nuclease-free water. An assay mixture was created,

containing each primer at 18µM, and the probe at 5µM.

Table 3.3: The design details of a custom ddPCR CNV assay for SMARCB1 Exon 5

Property Value

Gene SMARCB1

Amplicon Length 72

Forward primer sequence AGCTGTGATCCATGAGAACG

Reverse primer sequence CCATCGATCTCCATGTCCAG

Probe sequence ATCTCAGCCCGAGGTGCT

Probe modifications 5’-FAM, 3’-BHQ1

Temperature 60◦C

Two assay pairs were used for the verification of CNVs. Assay Pair 1 was a com-

bination of the assay in Table 3.3, and a CNV normalisation assay targeted at the RPP30

gene, made by Bio-Rad (Assay ID: dHsaCP2500350). Assay Pair 2 was made up of the
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same RPP30 assay, and a Bio-Rad CNV assay targeted at SMARCB1 Exon 4 (Assay ID:

dHsaCP1000520).

The control material for this assay was Bioline Human Genomic DNA, sheared using

the parameters in Table 2.2. The control ddPCR reactions were run in quadruplicate, and

each assay pair was run on sheared tumour DNA in duplicate.

The ddPCR reactions were set up according to Table 3.4, and were then placed in

a Bio-Rad Automated Droplet Generator, in which each reaction was partitioned into the

droplets of a water-in-oil emulsion. The emulsions were foil-sealed in a 96 well plate, and

Polymerase Chain Reaction (PCR) cycled under the conditions outlined in the Supermix

manual.[255] After PCR, the droplets from each emulsion were read by a Bio-Rad QX200

Droplet Reader, and the Copy-Number Variation status was analysed automatically by the

QuantaSoft analysis software.

Table 3.4: The generalised reaction mixture for the Droplet Digital PCR testing of sheared Cere-
brospinal Fluid samples for Copy-Number Variation

Reagent Volume (µl)

2X ddPCR Supermix for probes 10

20X FAM assay premix 1

20X HEX assay premix 1

Sample 8

Water 0
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3.4 Results

3.4.1 The preliminary and HC1 cohorts

The cohorts and samples used in the preliminary and HC1 studies were previously described

in detail, in Section 2.3.1. Briefly, the preliminary cohort was made up of eight samples:

two each of the four Horizon Discovery cfDNA Reference Standards, which had defined

variants at 0%, 5%, 1% and 0.1% respectively. The HC1 cohort was a retrospective group

of eighteen ATRT, Diffuse Intrinsic Pontine Glioma (DIPG), Medulloblastoma, and ACP

samples, sixteen of which were sequenced. These samples were a mix of cerebrospinal fluid

(CSF), plasma, and cystic fluid samples.

3.4.2 Assessing the suitability of existing analysis methods for Tag-seq data

The most effective strategy to achieve the aims of the project was to use as many existing

technologies as possible, provided that these technologies were suitable for the wet-lab

methodology, and to focus development time on the novel aspects of the data analysis.

To this end, a baseline non-barcoded analysis was performed, and the Duplex Sequencing

pipeline and the Curio platform’s ’beta’ release were trialled.

3.4.2.1 Analysis of preliminary Tag-seq data without barcodes

To create a baseline to compare further analysis against, analysis of the Tag-seq data was

performed without barcode information. Barcodes were removed from the reads in the

preliminary FASTQ files, and the reads were aligned to the GRCh38 reference genome.

Duplicate reads were removed, variants were called within the regions covered by FLCP-1,

and variant alleles were annotated.

There were large numbers of variant alleles called which were not advertised. These

VAFs varied between 4.9% and 74%, and each variant allele was not stable between the

Reference Standards. Communication by lab members with Horizon Discovery revealed

that these alleles were real and were a result of the mixing of cell line DNA during produc-

tion. As a result, only the six variants advertised by Horizon Discovery were considered,

and the Reference Standards were used for sensitivity measurement only. Figure 3.3 shows

that in samples 3 and 4, with an advertised 5% VAF, eleven of twelve possible variants

were detected using this method. When the detection threshold was dropped to 1%, the

total number of variants below 30% increased from a mean of 85 ±6 across all samples to

138 ±25. The decision was made to keep the detection threshold at 4.7%, since this was

in line with traditional Illumina detection thresholds, and many of the extra variants at the
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lower threshold were likely to be false-positives.[246]

Figure 3.3: Detected variant allele frequencies from variant calling without barcoding infor-
mation.

Samples 3 and 4 were from the Horizon Discovery 5% cfDNA control in the
preliminary cohort.

3.4.2.2 Testing of the Duplex sequencing pipeline with preliminary Tag-seq data

NextSeq data came in the form of 4 pairs of gzipped FASTQ files for each library, one pair

for each lane on the sequencer. A Perl script was written and this successfully converted the

4 pairs of files into a single pair of fastq files. These inputs were used in a version of the

Duplex sequencing pipeline which was designed to run on UCL’s Legion cluster.

The output files generated by the single-stranded consensus maker consisted of strings

of 151 N’s for approximately one third of their families. An inspection of the Duplex

pipeline’s Python scripts revealed that the two consensus makers would need to be rewritten

to handle the header information from Tag-seq reads, and that the current version of the

Duplex sequencing pipeline was not compatible with Tag-seq data.

A complete rewrite of the Duplex Sequencing pipeline had been performed by

Kennedy and Kohrn, which moved the construction of the consensus to a point before

alignment.[131, 256] The barcodes for Duplex Sequencing were 12nt × 2 long, so there

were theoretically 2.8×1014 possible barcode combinations, whilst Tag-seq’s 6nt × 2 bar-

codes resulted in only 1.7 × 107 combinations. It was feasible to collapse Duplex data

without utilising the positional information inherent to aligned data. This was not, how-

ever, possible for Tag-seq data, as too many separate families would have the same barcode

pairs, so separating families by their genomic position was necessary for accurate consensus

generation. The revised pipeline was not considered for the trials for this reason.

During the assessment of the initial Duplex Sequencing pipeline, the Curio platform
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had been developed for the analysis of Tag-seq data and the platform was released for beta

testing, so analysis was moved over to this system.

3.4.2.3 Analysis of preliminary Tag-seq data using the Curio platform

The Curio platform, a cloud-based system for the analysis of barcoded sequencing data, was

released into ’beta’; this platform was designed to handle Tag-seq data.[257] The concate-

nated FASTQ files from samples 5 to 8, prepared from the 1% and 0.1% cfDNA controls,

were uploaded to the Curio platform, and analysed using the tools available at the time.

Due to space constraints on the platform, the plan was to upload the data in two batches,

with samples 5 to 8 in batch 1, and samples 1 to 4 in batch 2. This was because the ability

to detect variants at 1% and 0.1% were the focus of the project. The results in the fol-

lowing section demonstrated that development time was better used to develop an in-house

pipeline, and batch 2 was not analysed on Curio. Original data for the following graphs is

available in Appendix A. The six advertised substitutions per sample were used to probe the

limits of sensitivity of the overall workflow, in a similar fashion to the barcode-free analysis

presented previously. Figure 3.4a shows that five of the six substitutions were, on average,

covered to sufficient depth for barcoding to be of use, but PIK3CA was not likely to contain

sufficient families for rare allele detection in these samples.

Broadly, when barcode processing was not applied to the data (Figures 3.4b, 3.4d and

3.4f), a low level of noise pervaded fourteen of the fifteen sites where reads were present,

as represented by the blue bars. This was almost entirely removed by barcode processing,

leaving one false-positive family in all three samples. This coincided with an absence of

true variant families at two of the original fifteen sites (Figures 3.4c, 3.4e and 3.4g).

Reads from samples 5 and 6 (1% cfDNA Reference Standard) clearly showed that

sensitivity at 1% was not an issue, even in the absence of barcoding information (Figures

3.4b and 3.4d). After the barcode processing, the low level noise from the other possible

minor alleles (blue bars) was almost completely eradicated (Figures 3.4c and 3.4e).

At a 0.1% VAF, sensitivity was promising, but showed that there were challenges to

be overcome (Figures 3.4f-3.4g). Low numbers of variant reads hampered the formation of

sufficient families for reliable detection of variant alleles at some of the advertised positions.

Sample 7 contained a maximum of 4 reads for any given variant allele, and no families

of more than 3 members were formed, so data is not shown. This showed that a higher

sequencing depth is necessary before the sensitivity is at an acceptable level for detection at
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a 0.1% VAF.

(a)

(b) (c)

(d) (e)

(f) (g)

Figure 3.4: Variant allele detection in Horizon Discovery cfDNA controls

3.4a) Mean read depth at each Horizon Discovery cfDNA advertised substitution
site for samples 5, 6, 7 and 8. 3.4b to 3.4g) Variant allele read/read family depths
at each advertised substitution site for samples 5, 6 and 8. The red bars represent
the advertised minor allele, and the two blue bars represent the two other possible
minor alleles.
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3.4.3 Development of a prototype pipeline for SNV detection, and its applica-

tion to the HC1 cohort

The overall results from the Curio platform were promising, especially given the prelimi-

nary study’s use of its beta release. The pace of development and the customisability of the

parameters required for this project, however, did not line up with the schedule that Curio

hoped to achieve within the time-frame of the project. As a result, the decision was made

to move to an open-source pipeline for the HC1 study.

With the knowledge that a 37% on-target rate for the hybrid capture limited the number

of samples which could be sequenced per run on the HiSeq, a small cohort of CSF, cystic

fluid, and plasma samples was selected. This cohort, named HC1, would provide the train-

ing data for the development of the in-house pipeline. Libraries were prepared from these

samples, and sequenced.

3.4.3.1 Selecting an appropriate Hamming Distance for the Connor package

Once the sequencing data was concatenated, pre-processed, and aligned to the genome,

the first novel step in optimisation was to determine the optimal Hamming Distance (HD)

(described in 3.3.2.1) for Connor’s collapsing of reads into families. A high HD would

account for PCR and sequencing errors in the barcode strings, as reads with a sequencing

error in the barcode would be grouped with reads whose barcodes were sequenced correctly.

An excessively high HD would, however, decrease the number of families in the data, by

collapsing reads from different original molecules into the same family. This would have a

negative effect on the pipeline’s ability to detect rare variants, as any real rare variant family

was very likely to be collapsed with a family with no variant. This would in turn reduce

the likelihood of the variant base appearing in the family’s consensus sequence, reducing

sensitivity.

Before the HD value for further analysis was set, an early version of Figure 2.12

showed that some samples had unusually high family depths for their inputs. At the time,

the source of these inflated family depths was unknown, and this may have had an effect

on the results from which a hamming distance was chosen. Samples with inflated mean

family depths were therefore excluded from the optimisation of the Connor software’s HD

parameter.
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Connor was set to HDs of 0, 1 and 2, and the mean family depths for each sample

are displayed in Figure 3.5a. Between HDs of 0 and 1, there was a 0.07% ±0.16% loss

of mean family depth. Between HDs of 1 and 2, there was a correlation between mean

family depth and the mean family depth lost between a HDs of 1 and 2 (Figure 3.5b). This

correlation suggested that, with an HD of 2, the collapse of multiple molecules’ families into

a single family outweighed the collapse of artefactual families into single families. Connor’s

HD parameter was set to 1 for all future analysis, which produced the mean family depths

displayed in Figure 3.5c.

(a)

(b)

(c)

Figure 3.5: The effects of changing Connor’s Hamming Distance parameter on the numbers of
families produced by the software package, and the resulting mean family depths.

3.5a) The mean family depth, across the FLCP-1 panel, at different HD values.
3.5b) The correlation between mean family depth and the loss of mean family
depth between HD values of 1 and 2. 3.5c) The resulting mean family depths for
each sample of the HC1 cohort.
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3.4.3.2 The development and initial trials of the SNAFU variant caller

Once the HC1 data had been collapsed into families using an appropriate HD, the collapsed

data was viewed in IGV. This showed that the molecular barcoding was able to suppress

the noise greatly, but that there were artefacts within the data. Examples of these artefacts,

extracted from the Integrated Genomics Viewer, are displayed in Figure 3.6.

(a)

(b)

Figure 3.6: Artefacts in the sequencing data produced by the Connor deduplicator

3.6a) Two families with the same start site, and the same barcode, had different
barcodes on their mates. 3.6b) All variant families had different barcode pairs
and different mate start sites, but all families had the same start site.

Single Nucleotide Alteration Filtering Utility (SNAFU) was created to filter these arte-

facts out of the data whilst calling SNVs. Due to low family depths in the plasma samples

and most of the CSF samples, no variants passed filter for these samples. The results of

variant calling on the cystic fluid samples was more positive, showing that large amounts of

variant DNA were present in this fluid (Table 3.5). Additionally, all of the SNVs detected in

cystic fluid were well known variants associated with ACP, commonly mutated in multiple

cancers.[177, 178, 258]

Table 3.5: CTNNB1 Exon 3 SNVs which were called by the early version of SNAFU.

Sample GRCh38 position Ref. SNV Family
depth

VAF Transcript and protein
change (NM_001904)

HC1-12 chr3:41224606 G A 611 7.9% c.G94A:p.D32N

HC1-13 chr3:41224622 C T 224 17% C110T:p.S37F

HC1-14 chr3:41224613 G A 376 9.0% G101A:p.G34E
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3.4.4 Initial detection of Copy-Number aberrations in Cerebrospinal Fluid

samples

At the time of the work in this section, there were no published methods for the detection

of CNVs in barcoded targeted sequencing data. The work in this section was performed

manually, to assess the possibility of CNV detection within these samples.

The samples under scrutiny in this section were the ATRT samples and the Medul-

loblastoma sample from the HC1 cohort. This is because the vast majority of ATRTs exclu-

sively show aberrations in a single gene: SMARCB1; Medulloblastomas can have alterations

in the SWI/SNF complex, of which the SMARCB1 protein is a member.[259] Control sam-

ples for CNV calling were made up of a mixture of the cystic fluid samples and DIPG

plasma samples from the HC1 cohort, since SMARCB1 alterations are not found recurrently

in either of these tumour types, and ACP does not have any recurrent CNVs.[178, 198, 258]

For each sample, the mean family depth at targeted positions within SMARCB1 was

calculated, and normalised against the mean family depth across the whole FLCP-1 panel,

to give a relative copy-number. Figure 3.7 shows that there were possible CNVs in samples

HC1-10 and HC1-4. The low mean family depths in samples HC1-10, HC1-1 and HC1-3,

however, meant that the CNV calls for these samples were of lower confidence than the

other samples.

Figure 3.7: The gene-level results of manual Copy-Number Variation detection in Cere-
brospinal Fluid samples

Two samples show large deviations from the mean of the control material: one
Medulloblastoma, and one ATRT. The numbers above each non-control bar are
the mean family depth across the SMARCB1 targeted regions, and the mean family
depth across all FLCP-1 targeted regions. The error bar on the control column
represents the standard deviation of the control samples’ relative copy-numbers.
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The process was repeated, treating each exon of SMARCB1 separately. The control

samples had low relative copy-numbers for Exons 1 and 9, of 0.30 and 0.24 respectively.

The possibility of artefactually low values in the controls led to these exons being excluded

from the analysis. The results for Exons 2-8, available in Figure 3.8, show that the gene-

level results from Samples HC1-10 and HC1-4 were also present at the exon level. Addi-

tionally, Sample HC1-2 showed a marked drop in relative copy-number in Exon 5 alone,

suggesting a single exon deletion was present here.

Figure 3.8: The exon level relative haploid copy-number values for the ATRT and Medul-
loblastoma samples in the HC1 cohort.

The error bars on the control columns represent the standard deviation of the
control samples represented by these columns. The asterisk highlights a low Exon
5 relative copy-number for Sample HC1-2.

Based on these two analyses, three putative SMARCB1 CNV calls were made: a low

confidence single copy deletion in HC1-10, a biallelic whole gene deletion in HC1-4, and

an Exon 5 deletion in HC1-2. The deletion in Sample HC1-2 was manually viewed in IGV,

and is displayed in Figure 3.9. These variants were of great interest, however, they required

validation before the continuation of the project. This was especially important, as bounds

separating high confidence and low confidence CNV calls could not be established by such

a small number of samples.

Figure 3.9: Manual viewing of the SMARCB1 Exon 5 deletion in Sample HC1-2.

This view revealed family pairs which aligned on either side of the deletion, and
a sharp drop in read coverage in a 156 base region: chr22:23803175-23803331.
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3.4.5 Orthogonal validation of Copy-Number Variants using Droplet Digital

PCR

The early results above showed some putative CNVs, and it was necessary to confirm these

using an orthogonal method such as ddPCR. Bio-Rad offered a ddPCR assay against Exon

4 of SMARCB1, which was geared towards CNV detection. Another assay, against Exon 5

of SMARCB1 was designed. These 2 assays would be able to confirm the putative whole

gene deletions in Samples HC1-10 and HC1-4, by showing a low relative copy-numbers

in both assays. The putative Exon 5 deletion in Sample HC1-2 would be confirmed if the

Exon 4 assay showed normal relative copy-numbers, whilst Exon 5 showed a lower relative

copy-number than the controls. Bioline Human Genomic DNA was used as the control for

this verification. The results of the ddPCR (shown in Figure 3.10) confirmed the single

exon deletion in Sample HC1-2, the multi-exon deletion in Sample HC1-4, and the lack of

a deletion in Exons 4 or 5 in Sample HC1-16. The results from Sample HC1-10 did not,

however, show a significant loss in copy-number in either of the exons assayed. This was

likely to be an artefactual call in the Next-Generation Sequencing (NGS) data, resulting

from the low family depth.

Figure 3.10: CNV results from ddPCR assays on Exons 4 and 5 of SMARCB1.

The copy-number values were calculated relative to the assumed diploid RPP30
gene. The error bars represent the 68% Poisson confidence interval, as calculated
by QuantaSoft.
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3.5 Discussion

The basis of the first half of this chapter was to trial various methods of utilisation of the

data, from the recently released barcoded library preparation kit. As more methods were

released by other parties, the project moved to keep abreast of the developments, and to

include these in the trials. The aims of the preliminary and HC1 studies reflected the shifting

nature of the early stages of the work. As methods were settled upon, more development

time was applied to them, such as the development of the pipeline centred around Connor.

Finally, development time was spent on the creation of software which was able to produce

the preliminary results discussed in the preceding Results section.

3.5.1 Investigation of the suitability of pre-existing pipelines and software

packages for SNV calling of Tag-seq data

Since there was no software which was explicitly compatible with the Tag-seq kit, at the start

of the project, software developed against other barcoding schemes were trialled against

Tag-seq data.

A traditional analysis was performed on the data from the preliminary study, to as-

certain how much information was available using older techniques. The construction of

unbarcoded datasets from the barcoded datasets meant that any technical biases within one

dataset were in the other, making the results more comparable. This was a fairer comparison

between the two methods than a trial on two different datasets, and represented real-world

data better than simulated data. The traditional analysis resulted in a poor 4.7% detection

threshold. The inclusion of a true-negative control to this test may have resulted in the selec-

tion of a better detection threshold, the result was broadly in line with what was achievable

using traditional Illumina sequencing.[246]

The Curio platform was trialled once it was released, and this trial was more focused on

the six advertised loci of the Horizon Discovery HD780 samples’ SNVs. When focusing on

these single sites, there was a low level of noise which pervaded all of the loci, and this was

almost completely removed in all samples, by barcode processing. Although the numbers

of read families was low in the 0.1% VAF sample (Sample 8), the lack of noise across all

samples was promising. The small number of families in Sample 8 exemplified the need

for increased read depth to maximise family formation, and the importance of optimising

the wet-lab workflow efficiency. These results were the deciding factor in the move to

the Illumina HiSeq sequencer at the end of the preliminary study. A higher sequencing
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depth than was possible on the NextSeq 500, as well as the higher base quality of the four

colour chemistry, promised to increase the number of families, and to reduce the number of

sequencing errors in the HC1 study.[237, 260] These factors could increase the sensitivity of

the pipeline, and allow for stricter analytical parameters to increase specificity of the assay.

At the time of the beginning of the HC1 study, the Curio platform had not implemented

an output to VCF files, and it was difficult to download the BAM files from the platform.

The platform had yet to implement a variant annotation system, and the lack of VCF file

output meant that variant annotation away from the platform was challenging. The inability

of a researcher to view and search through the BAM files meant that the identification of any

artefacts was also difficult. Although the platform showed promise, the pace of development

and customisability required meant that Curio, in its beta release, was not suitable for this

project.

Overall, this set of trials of various software and platforms on Tag-seq data showed

that there were no off-the-shelf solutions to handling the data from preprocessing to variant

annotation, at the time. The decision was made to shift the focus onto an open-source

pipeline, utilising the Connor deduplicator, for maximum customisability.

3.5.2 Development of a prototype pipeline for the detection of SNVs

The development of this pipeline was one of the central aims of the HC1 study. To provide

useful training data for the creation of this pipeline, the HC1 cohort was chosen from tumour

types which were covered by FLCP-1.

During the optimisation of the HD parameter, samples with low inputs were discarded

since they displayed unusually high family depths in an early run of the draft pipeline.

This was possibly because the family depths of even high depth samples were low: under

1500 out of a theoretical 1.7× 107 combinations. The proportionality of the family depth

decrease and the family depth, when increasing the HD from 1 to 2, suggested that Connor

was collapsing distinct families into single families.

If a rare variant family were to be collapsed into another family, the probability would

favour collapsing it with a family which did not harbour a variant. Resulting from such

a collapse, the three possible consensus bases at the variant position would be the variant

base, an ’N’, or the reference base, depending on the collapser parameters and the relative

numbers of reads in the two families. The probability of losing variant families when the HD

parameter is too high exemplifies its importance, and the optimisation of this contributed to
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the construction of a sensitive pipeline.

The development of SNAFU was a direct result of the artefacts remaining in the col-

lapsed data produced by Connor. Unfortunately, the low family depths in many of the

samples hampered the calling of variants with low VAF, so development of this variant

caller was continued in the HC2 study. In the ACP cystic fluid samples, where the depth

was sufficient, CTNNB1 high confidence variants were found.

This prototype pipeline was developed from the ground up using open-source tools

and packages, and was optimised to handle Tag-seq data. Where tools were unavailable,

software was developed to overcome the existence of artefacts, and it was implemented in

such a way that it was able to work on HPC platforms. This pipeline was an early version,

and it was developed further into the Cerberus pipeline, as described in Chapter 4.

3.5.3 Investigation of CNVs, and wet-lab verification

The central principle of molecular barcoding is its ability to remove PCR duplicates in

sequencing data, leaving families which are a close approximation to the original molecules

used to construct the libraries. As in Figure 3.6a, Connor was not a perfect system for

removing PCR duplicates, but since it was able to produce low noise data for SNV calling,

there was a high probability of good CNV results. For expediency, the CNV calls were done

manually to assess the possibility of using targeted, barcoded data for CNV calling. The

putative variants detected during this analysis were all verified by ddPCR with the exception

of HC1-10, which was likely to be an artefact of low family depths in this sample. A notable

positive result was the verified Exon 5 deletion in Sample HC1-2, which demonstrates the

granularity with which these CNV calls can be made in barcoded data. The deletion of both

copies of SMARCB1 in Sample HC1-4 also explained the lack of SMARCB1 SNV calls in

this sample.

The ability to assay both CNVs and SNVs in the same sample made this an attractive

assay. Many current commercial assays, such as Oncomine and InVision are amplicon-

based, which limits the number of regions that the assay is capable of targeting. [261, 262]

An exception to this was the Guardant360 assay.[47] The Guardant360 assay was promis-

ing, but as of 2017, when the HC2 study began, there was no independent verification of

these results by an unconnected group. Additionally, the proprietary nature of the Digital

Sequencing platform upon which the Guardant360 assay was built was proprietary. The

latter factor meant that although the assay was compelling, it did not enable academic re-
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search to be based on the work of Lanman et al., nor did it allow for custom panels to be

created using Digital Sequencing technology. As a result of this, work continued on the

improvement of the technologies in this project in an open manner.
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Chapter 4

The creation of a pipeline for the detection of

multiple variant types in liquid biopsies

4.1 Introduction

Following on from the work in the HC1 study, development was switched to creation of a

new pipeline with three streams. This new pipeline, called Cerberus, was designed to take

the data from a single library, and to call SNVs, Insertions/Deletionss (InDels), and CNVs

on it. The suppression of the artefacts identified during the HC1 study was improved upon,

with the creation of SNAFU v1.2.

The HC2 cohort selected as a testing set for the development of this new pipeline

was more heavily weighted to tumours with variants in the SMARCB1 and CTNNB1 genes,

which was the basis for the selection of ATRT, MRT and WNT-Activated Medulloblastoma

(WAM) samples. This work culminated in the detection of low VAF SNVs, InDels, and

CNVs, including combinations of variant types within the same sample.

The detection of variant families in ACP samples during the HC1 study led to the

creation of a cohort of ACP samples, designated HC2C. The samples were serial cystic

fluid samples from two patients who underwent experimental Interferon-α (IFN-α) treatment

at Great Ormond Street Hospital (GOSH). These were used to test the Cerberus pipeline

and SNAFU v1.2 on its monitoring of these patients throughout treatment. The clinical

hypothesis for this section of the study was that good treatment response of ACP to IFN-α

would result in an increase in cell death. The cystic fluid, not being connected to a wider

fluid system, would accumulate the cellular debris, causing a higher concentration of variant

DNA to be present within the cystic fluid.

As was true in the HC1 study, the samples in both the HC2 and HC2C cohorts were
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supplied retrospectively. As a result, the data produced here, whilst successful, constituted

a pilot study and proof of concept for the use of targeted liquid biopsy DNA sequencing in

the detection of tumour DNA.

4.1.1 Aims and objectives

The first aim was to create a pipeline framework, which was able to handle data for SNVs,

InDels and CNVs calling. Secondly, the study aimed to improve SNAFU, to minimise the

effects of artefacts in collapsed data, and to test its specificity on the cohorts. The third aim

was to implement a more robust method for CNV calling, and to test this method on both

HC1 datasets where ground truth was known, as well as samples of the HC2 cohort. Another

aim was to implement small InDel calling within the pipeline. This study also sought to use

SNAFU and the HC2C cohort to produce preliminary data to answer the hypothesis that

treatment success correlated with higher variant DNA within the cystic fluid. The final aim

was to use serial samples from the same individual to compare the tracking of patients using

routine cytology with the Version 2 workflow and the Cerberus pipeline.
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4.2 Materials and methods

4.2.1 Cerberus - a bioinformatics pipeline for detection of SNVs, CNVs and

InDels

At the start of this project, the overall pipeline for the calling of SNVs was set, based on the

prototype pipeline developed for the HC1 study. The major changes to this pipeline would

be the upgrade to the SNAFU v1.2 variant caller. The framework for data processing before

CNV or InDel calling were not yet developed. This section describes the overall pipeline

scheme, and how each component fits into the whole. The calling of each variant type is

described in subsequent sections.

The first three stages of the pipeline, as depicted in Figure 4.1, were similar to the HC1

SNV pipeline. The sequencing data for the HC2 cohort was downloaded in fastq.gz format

from Illumina Basespace onto UCL’s Myriad High Performance Computing Cluster. The

data for each sample was in two pairs of files, one from each lane on the HiSeq, and these

were combined into a single pair of files using a custom script. Each pair of files was QCed

using FastQC. The ends of each read in the files were trimmed to remove adaptors and

UMI stem sequences using Trim Galore. Alignment of the reads to human genome version

GRCh38 was performed using BWA mem, and the resulting BAM files were sorted, filtered

to remove any unaligned/poorly aligned reads, and indexed by Samtools.

To accommodate the introduction of InDel calling to the pipeline, GATK InDel re-

alignment was added to the pipeline.[263] This was due to a number of studies’ reports of

small increases in InDel calling sensitivity after realignment.[264, 265] Additionally, Con-

nor was run with more promiscuous parameters, as the InDel error rate of both PCR and

Illumina HiSeq sequencing was low compared to their SNV error rates.[113, 266] This en-

abled the retrieval of families which may rarely include substitution errors, and would thus

be unsuitable for rare SNV calling, but were unlikely to have InDel errors. Connor was run

such that output families were made up of at least two reads, and any base within a family

with less than 80% consensus was changed to an ’N’.

The addition of CoNVaDING to the pipeline was achieved simply by using the BAM

files prepared for SNV calling as inputs for the CoNVaDING package. For SNV and CNV

detection, more stringent parameters were used for Connor than for InDel calling. A ham-

ming distance of 1, a minimum family size of 3, and a minimum consensus threshold of

95% were used, and the output was fed into each variant caller.
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Download data from Basespace™

Data Preparation:
FastQC

Trim Galore!

Alignment phase:
BWA mem

Samtools filter
Samtools index

InDel realignment phase:
Picard Tools

GATK indelrealigner

Collapse reads into families:
Connor (loose parameters)

Collapse reads into families:
Connor (stringent parameters)

Small InDel calling:
Samtools mpileup

Varscan

SNV calling:
Samtools mpileup

SNAFU

CNV calling:
CoNVaDING

Variant filtering:
Annovar

SNVs outCNVs out InDels out

Figure 4.1: The Cerberus pipeline.
The main phases of the pipeline, and the principle software packages and com-
mands used at each stage. The gold boxes highlight the three variant calling
phases.
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4.2.2 Implementing InDel calling in the Cerberus pipeline

The collapsed families were converted into mpileup format using Samtools, and Varscan

was used on the result, for variant calling.[244] Variants were called at a position if at least

five families overlapped the position, at least four families supported the variant, and the

p-value for the variant was less than 0.05. The resulting variants were filtered and annotated

using Annovar, with the parameters listed in Table 4.1.[220, 245, 247–249, 251, 267, 268]

Table 4.1: Parameters used for Annovar filter-based annotation of SNVs and InDels in the Cerberus
pipeline

Parameter Value

Genome build version GRCh38

Refseq Gene variant exonic function [220] Exclude synonymous variants

ClinVar clinical signature [268] Exclude variants marked as non-pathogenic

ESP 6500siv2 database allele frequency [250] Exclude variants in database at above 0.1%

ExAC 03 database overall allele frequency [251] Exclude variants in database at above 0.1%

Kaviar 23 September 2015 database allele frequency [249] Exclude variants in database at above 0.1%

HRC R1 database allele frequency [247] Exclude variants in database at above 0.1%

4.2.3 Single Nucleotide Variant detection using SNAFU v1.2

In preparation for variant calling, the collapsed families were converted into mpileup format

using Samtools. The output was fed, along with the collapsed BAM file, into an upgraded

version of SNAFU.

Based on the results from the HC1 study, there were some artefacts which remained

unsuppressed by the original version of SNAFU. With a maximum input of 29,000 haploid

copies (100ng) into library preparation, and a maximum efficiency at this input of 15.9%, as

shown in Figure 2.13, the maximum expected mean family depth was 4600. This was four

orders of magnitude below the 16777216 possible barcodes in a 2×6nt scheme. All variant

families deriving from separate original template molecules, overlapping a given point on

the genome, could therefore be expected to have different barcodes. The main change from

SNAFU v1.0 to v1.2 was this assumption.
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During early analysis of the sequencing data, it was noticed that collapsed data con-

tained potential artefacts of the following types:

1. One family’s consensus read pair had different start sites from another family, but

both families had the same barcode pair.

2. Two reads, in separate families, shared an alignment start site, and a barcode. This

was observed in files with low family depths where its occurrence was highly unlikely.

3. Two families had consensus reads where the forward start sites and reverse start sites,

respectively, were the same. The barcodes were different. This was also observed in

very low depth files.

These groups of families were discovered because they had shared variants within

them, which were not present in any other families. The presence of a variant where all

variant families had the same start sites were strongly indicative of an artefact of the work-

flow. SNAFU removed the effects of these variants by collapsing variant read families into

new families, based purely on barcodes. Within this re-collapsed data, a pair of variant

families was sought where:

1. All forward consensus reads from new family (a) were a minimum distance from

forward consensus reads from new family (b)

2. All reverse consensus reads from new family (a) were a minimum distance from

reverse consensus reads from new family (b)

3. The forward barcodes from the two families were different

4. The reverse barcodes from the two families were different

After re-collapsing variants by barcode, variants which passed the above test, and had

variant frequencies and family depths above threshold, were outputted in a VCF file. A

schematic for SNAFU’s logic is presented in Figure 4.2, and the thresholds used are pre-

sented in Table 4.2. A minimum family depth of 100 was chosen as a threshold, to minimise

the effects of any remaining barcode family artefacts, as the artefacts found thus far were

made up of up to ten members. These variants were then filtered and annotated using An-

novar and the parameters in Table 4.1.
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mpileup fileBAM file

Retrieve families at
putative variant position

mini-BAM file

Remove families whose barcodes or
stems overlap the variant position

Collapse variant
families by barcode

Collapse reference
families by barcode

Collect collapsed
families’ align-
ment start-sites

Is the number of
families above

threshold?

Calculate new
allele frequency

Are there more
variant families
than threshold?

Is the new variant
allele frequency
above threshold?

Are there two or
more collapsed

families which don’t
share a start site

or either barcode?

Discard variant
If all answers are

"Yes", Output variant

Yes

Yes

Yes

No

No

No

No

Figure 4.2: The logic which underpins SNAFU v1.2.
A flow chart showing the decisions and processes which SNAFU used to call
SNVs. These decisions centred around the removal of artefactual groups of read
families, which had filterable features such as barcode similarities, as discussed in
3.4.3.2. The traditional variant calling thresholds of VAF, variant family number
and family depth were also implemented in this variant caller.

4.2.4 Using CoNVaDING for the detection of CNVs

CoNVaDING is a package which takes an aligned tumour targeted NGS dataset, and com-

pares it to a pool of similar, CNV-neutral control datasets. Some regions of FLCP-1 were
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Table 4.2: The thresholds used for the SNAFU v1.2 variant caller during the HC2 study

Parameter Value

Minimum variant frequency 0.4%

Minimum variant families 3

Minimum overall family depth 100

Minimum distance between alignment start-sites 3

prone to alignment artefacts, so the first step in implementation was to remove these re-

gions from consideration by CoNVaDING, to make both the control and the tumour data

as consistent as possible. Due to the low number of CNV-neutral control samples, it was

postulated that CoNVaDING would have difficulty in comparing sex chromosome regions

between tumour and normal samples. As a result, regions on sex-chromosomes were re-

moved from analysis.

Alignment artefacts were discovered in the data, which presented as a single base at

which the family depth dropped by over 25%, creating a cliff-shape in a read depth graph, as

presented in the Results section (Figure 4.4). A Perl script was written to locate alignment

artefacts of the type. Across all covered regions of the FLCP-1 panel, the script looked for

adjacent positions where the family depth of one position was less than 75% of the depth at

the adjacent position. Bedtools was used to find which FLCP-1 region a problem position

belonged to, and any exons which appeared five or more times in the data (Figure 4.6) were

removed from FLCP-1, for the purposes of CNV analysis.[231]

Ideally, the CNV-neutral control samples are of the same fluid type as the tumour

samples, and they are processed in the same way as the tumour samples. The author was

unable to obtain ethical approval for control CSF samples during this study, so tumour

samples which were likely to be CNV-neutral were sought. ATRT patients which were

positive for two of either SNVs, InDels, or a combination of the two, were unlikely to have

an additional CNV. All samples from patients where two variants were previously found

were used as CNV-neutral control samples for the remainder. A total of fourteen ATRT

samples from two individuals were used as CNV-neutral controls, along with thirteen ACP

cystic fluid samples and two ACP plasma samples.

During the first step in the analysis, CoNVaDING internally normalised the read depth

of each targeted region to the mean depth across all targeted regions of the panel, for each

sample. The normalised read depth profile across all regions for a tumour sample was
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compared to the profiles of all CNV-neutral control samples.

Each control sample was given an Average Best Match Score (ABMS), which is a

measure of how dissimilar the CNV-neutral control’s profile is to the tumour sample. The

CNV-neutral controls which are most similar to the tumour sample were selected, and a

mean ABMS was calculated. The default number of CNV-neutral controls chosen by CoN-

VaDING was 30 from a much larger pool of controls. The Connor-collapsed data used in

this study was largely free from PCR duplicates, and the number of CNV-neutral controls

available in this study was small. It was for these reasons that CoNVaDING was set to select

the top 6 CNV-neutral controls for each tumour sample. The Mean ABMS for the controls

associated with a given tumour sample was calculated, and used as a quality metric for the

reliability of variant calling. A mean ABMS threshold of 0.095 was used here, and any

samples above this threshold were discarded from further analysis.

CoNVaDING called CNVs by comparing the internally normalised family depth at an

exon of the tumour sample’s dataset against the mean of the normalised family depths of

the controls. Default, strict, parameters were used during calling.
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4.3 Results

4.3.1 The cohorts of the HC2 study

The HC2 cohort was primarily made up of ATRT and Malignant Rhabdoid Tumour (MRT)

samples. The rationale for this selection was that both tumour-types were driven by the

biallelic inactivation of the SMARCB1 gene, with no known alterations in the rest of the

genome.[160–164] This lack of expected variants would be useful for testing the specificity

of the pipeline, in the absence of true normal liquid biopsy samples. The samples are

detailed in Appendix D.

The HC2C cohort was made up of five ACP cystic fluid samples each from two patients

treated with IFN-α. These samples were collected over the course of a 22-25 day IFN-α

treatment programme, and at some time points, there were multiple samples. The purpose

of this cohort was to test the SNV calling portion of the pipeline on its ability to track

patients through the course of treatment. This was used to answer the hypothesis that a

successful response to treatment would cause an increase in the VAF of cystic fluid DNA.

The cystic fluid fraction of each sample (i.e.: supernatant, cellular fraction or unspun), and

their library preparation inputs and outputs, were previously detailed in Table 2.6. The

presence of cellular and supernatant samples at the same timepoint also allowed for the

assessment of whether cellular fractions of cystic fluid yielded differing amounts of variant

DNA from their cell-free counterparts.

4.3.1.1 Termination of analysis for low-quality samples from the HC2 cohort

During the pre-library preparation sample handling stage for the HC2 cohort, quantification

of the DNA was performed using ddPCR, as presented in Section 2.3.1.3. The samples

from patients with MRT, Pilocytic Astrocytoma (PA) or WAM did not produce data which

was likely to yield variants. Table 4.3 shows the very low family depths, and the theoretical

minimum detectable VAF based on the requirement of two families to support a variant and

no minimum family depth. The final parameters for SNV calling in Cerberus required a

minimum family depth of 100 before calling, and these read depths did not pass CoNVaD-

ING’s QC for CNV calling. As a result, no variants of these types were able to be called

for any of these samples. The raw InDel data for these samples is available in Appendix B,

where there are some artefactual InDels in PTEN, and some intronic BRAF InDels which

cannot be verified with existing data. As a result of the factors listed above, these tumours

were excluded from further analysis.
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The three DIPG plasma samples (HC2-53, HC2-54 and HC2-55) which were run

through this pipeline yielded better mean family depths (861, 278, and 385 respectively).

Their yields were not, however, enough to detect variants above the noise floor of this sys-

tem, so analysis was terminated in these samples.

Sample HC2-37 failed to produce any quantifiable yield after library preparation. The

theoretical maximum sensitivity for a sample was calculated based on the requirement of at

least two variant families to support calling of a variant.

Table 4.3: Samples with low inputs, resulting family depths and their theoretical minimum de-
tectable VAF.

Sample Tumour type Patient Original input
(ng)

Mean family
depth

Theoretical minimum
detectable VAF

HC2-32 MRT B7 0 5.5 36.6%

HC2-33 MRT B7 0 6.9 29.1%

HC2-35 MRT B8 0 2.6 78.1%

HC2-36 MRT B8 1 2.9 68.7%

HC2-37 MRT B8 0 <Failed>

HC2-38 MRT B9 0.9 21.0 9.5%

HC2-39 WAM B10 0.3 6.1 33.1%

HC2-40 WAM B11 0.4 11.3 17.7%

HC2-41 WAM B11 0.2 6.3 31.6%

HC2-42 PA B12 0 2.1 96.2%

HC2-43 DIPG B13 0 3.9 50.9%

4.3.2 Improving the SNAFU variant caller

The method used to filter artefactual SNVs implemented in SNAFU v1.0 needed improve-

ment. By grouping variant family pairs by their barcodes and their alignment start sites, it

was hypothesised that it was possible to remove many of the artefacts from the data. To test

this, the remaining thirty ATRT datasets were run on the Cerberus pipeline. Each sample’s

reads were collapsed into families, SNVs were called by SNAFU, and the variants were

filtered by Annovar. The SNVs found within SMARCB1 are presented in Table 4.4.
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Table 4.4: SMARCB1 SNVs called by SNAFU, which passed Annovar filter-based annotation.

Patient Sample GRCh38 Position Ref. SNV family
depth

VAF Transcript and protein
change (NM_003073)

B1 HC2-11 chr22-23791894 G T 134 2.2% c.G232T:p.D78Y

B5 HC2-29 chr22-23816830 C A 310 1.0% c.C689A:p.P230Q

B15 HC2-45 chr22-23800967 G T 439 0.70% c.G386T:p.S129I

B16 HC2-48 chr22-23793558 G C 164 51% Exon 3 acceptor splice site

4.3.2.1 Testing the specificity of SNAFU v1.2 on ATRT and ACP samples

For specificity calculation, the HC2 ATRT samples and HC2C ACP samples were initially

treated separately, then combined into a final result with a weighted mean.

Since ACPs are driven by activating substitution mutations in the CTNNB1 Exon 3

phosphorylation motif, and are mutationally quiet otherwise, any SNVs with a VAF below

30% and not in CTNNB1 could be assumed to be false-positives for ACP samples.[176, 177]

All variants above 30% VAF were considered germline, and only CTNNB1 Exon 3 variants

were considered true somatic. This gave a mean false positive rate of 38.6 per sample, and

an overall per base specificity of 99.956%.

Many of the ATRT samples had low mean family depths, and inclusion of these into

specificity calculations would artificially decrease the number of false-positives, and give an

inflated specificity value. For this reason, only the eight samples with a mean family depth

above 100 were included. ATRTs are driven by biallelic SMARCB1 inactivation, with no

other somatic alterations (apart from rare SMARCA4-driven tumours).[16, 156, 157] Any

variants outside of SMARCB1, with a VAF of 30% or above, were treated as likely germline

variants, and any with a VAF below 30% were treated as false-positives. Only variants

within SMARCB1 were treated as true-positives. Within these samples, the mean false-

positive rate was 11.63, and the per base specificity was 99.987%.

Combining the two with a weighted mean resulted in an overall per base specificity of

99.970%.
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4.3.3 Using SNAFU v1.2 to correlate variant allele frequency with treatment

success in ACP

Following the success in the detection of variant DNA in the cystic fluid samples of the

HC1 cohort, the HC2C cohort, was retrospectively procured. This cohort was run through

the Version 2 wet-lab workflow, and through the Cerberus pipeline. SNV calling yielded

CTNNB1 variants from all ten samples in HC2C, as presented in tabular and graphical form,

in Figure 4.3. Patient C1, who responded well to treatment, had increasing levels of variant

DNA in the cystic fluid supernatant. Contrastingly, Patient C2, who did not respond well to

treatment, had steadily low relative amounts of variant DNA in their cystic fluid throughout

the course of treatment. The day 1 timepoint for Patient C1 had a standard deviation (σ)

of 1.5%, whilst the day 1 and day 22 timepoints for Patient C2 had σ of 0.01% and 0.07%

respectively. These low σ values were achieved when combining sequencing data from

different sample types (Table 2.6).

Patient Sample Treatment day Position Ref. SNV Family depth Frequency
C1 HC2C-1 1 chr3:41224634 C T 1050 3.14%
C1 HC2C-2 1 chr3:41224634 C T 1529 5.30%
C1 HC2C-3 4 chr3:41224634 C T 1437 9.67%
C1 HC2C-4 10 chr3:41224634 C T 1408 21.9%
C1 HC2C-5 25 chr3:41224634 C T 1308 34.0%

C2 HC2C-6 1 chr3:41224622 C T 1435 1.95%
C2 HC2C-7 1 chr3:41224622 C T 1269 1.97%
C2 HC2C-8 11 chr3:41224622 C T 458 1.31%
C2 HC2C-9 22 chr3:41224622 C T 1793 3.18%
C2 HC2C-10 22 chr3:41224622 C T 1790 3.07%

(a)

(b)

Figure 4.3: The difference in relative cystic fluid variant DNA levels between two patients over
the course of IFN-α treatment.

Error bars represent the standard deviation in VAF between samples at the same
timepoint, where available.
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4.3.4 Adding InDel calling to the Cerberus pipeline

The addition of InDel calling to the pipeline leveraged the relative rates of different types of

error in both PCR and Illumina HiSeq sequencing. In both of these, insertion/deletion errors

are far rarer than substitution errors.[113, 266] This allowed for the use of Connor on more

promiscuous parameters to minimise the number of molecules lost during the collapsing

of reads into families. The resulting families would give rise to more false-positive SNVs,

but any InDels within the data would likely be real. The more complete data was used to

maximise the family depth for the large number of HC2 samples which had mean family

depths of below 100. For initial variant calling, four variant families were required for a

positive call.

The resulting InDel calls within SMARCB1 are presented in Table 4.5. The minimum

family depth requirement of five for variant calling, and the inclusion of ATRT samples with

very low mean family depths, many of the VAFs in this table were unreliable.

Table 4.5: InDels detected by Varscan, following Annovar-based filtering and annotation. All tran-
script changes were described based on the NM_003073 transcript

Patient Sample GRCh38 Position Ref. InDel family
depth

VAF Transcript
change

B1 HC2-11 chr22:23834166-23834166 - C 92 65% c.1145dupC
p.A382fs

B1 HC2-12 chr22:23834166-23834166 - C 16 60% c.1145dupC
p.A382fs

B1 HC2-16 chr22:23834166-23834166 - C 96 7.3% c.1145dupC
p.A382fs

B1 HC2-19 chr22:23834166-23834166 - C 2901 2.90% c.1145dupC
p.A382fs

B2 HC2-21 chr22:23834165-23834165 G - 5 80% c.1143delG
p.T381fs

B2 HC2-24 chr22:23834165-23834165 G - 10 40% c.1143delG
p.T381fs

B2 HC2-24 chr22:23834167-23834167 C - 7 80% c.1145delC
p.A382fs

The specificity of the InDel calling was investigated next. For this, the HC2 ATRT

samples and HC2C ACP samples were initially treated separately, then combined into a

final result, in a similar manner to the SNAFU specificity calculation. Since ACPs are

driven by activating substitution mutations in the CTNNB1 Exon 3 phosphorylation motif,
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and are mutationally quiet otherwise, any InDels with a VAF below 30% across FLCP-1

could be assumed to be false-positives for ACP samples.[176, 177] As discussed above, any

InDels outside of SMARCB1 with a VAF below 30% were also assumed to be false-positives

for ATRT samples. In both cases, only samples with a mean family depth above 100 were

considered for specificity measurement, resulting in eight ATRT samples and all ten ACP

samples. The ATRT samples had a mean false-positive rate of 11.25, and a mean per base

specificity of 99.987%. The ACP samples had a mean false-positive rate of 17.5, and a

mean per base specificity of 99.98%. The final per base specificity, a weighted mean of the

two values, was 99.983%.

4.3.5 Implementation of CNV calling to the Cerberus pipeline

4.3.5.1 Identification of exons prone to possible alignment artefacts

The first step toward the addition of CNV calling was the removal of problematic regions,

which could impact the accuracy of the CNV calling. Manual viewing of the sequencing

data from this cohort in IGV revealed possible alignment artefacts which could interfere

with calls.[254] A script was written to identify exons which were prone to these artefacts,

an example of which is in Figure 4.4. The script was run on the FLCP-1 covered regions of

both the tumour and the CNV-neutral controls used in this study. Any regions in which an

artefact of this type was found five or more times were excluded from use as input for the

CoNVaDING CNV calling package (Table 4.6).

Figure 4.4: An exon with a suspected alignment artefact.

A position where the alignment of a significant proportion of reads’ starts in-
dicates an artefact which would skew family depth-based CNV detection. This
artefact was found in SUFU Exon 8.
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Table 4.6: The exons in which suspected alignment artefacts appeared at least 5 times, in the data
which was to be used for CNV calling.

Chromosome Start End Gene No. suspected alignment artefacts

chr10 87960890 87961129 PTEN 11

chr10 102599369 102599608 SUFU 10

chr17 31232051 31232290 NF1 9

chr17 7675983 7676282 TP53 6

chr17 7673467 7673903 TP53 5

chr19 11021711 11021980 SMARCA4 5

chr5 68273331 68273540 PIK3R1 5

chr6 135190102 135190371 MYB 13

chr6 26031630 26032079 HIST1H3B 11

chr7 140782237 140782566 BRAF 22

chr7 116769621 116769890 MET 14

chr7 140787313 140787882 BRAF 13

chr7 140784933 140787002 BRAF 11

chr7 140783565 140784644 BRAF 8

chr9 95457988 95458317 PTCH1 7

4.3.5.2 Using CoNVaDING to call CNVs in the HC2 cohort

During read depth or family depth-based CNV calling, tumour samples are compared to

CNV-neutral control samples. In the absence of available true control CSF samples in this

study, ATRT samples where two previous variants had been found in the patient were used

as CNV-neutral controls. This was done because ATRTs are driven by biallelic inactivation

of SMARCB1, with the rare exception of SMARCA4-driven tumours, and none have any

other somatic variant.[16, 156, 157] This means that where two variants had been found,

there were unlikely to be any more variants. Additionally, samples of the HC2C cohort,

and ACP samples of the HC1 cohort were used as CNV-neutral controls. This is because

ACP is similarly driven by variants in a single region: CTNNB1 Exon 3, with no known

CNV involvement.[174, 178, 258] This formed a pool of fourteen ATRT samples, thirteen

ACP cystic fluid samples, and two ACP plasma samples. Sixteen ATRT CSF samples were

analysed, along with the five sequenced MRT samples, and one DIPG CSF sample. Three

CSF samples from the HC1 study were added to the analysis as controls, all of which had

their copy-number status in Exons 4 and 5 confirmed by ddPCR (Figure 3.10). To avoid

confusion between these three samples and the CNV-neutral control samples, these samples

are referred to as "testers".
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During the first step of analysis, CoNVaDING internally mean normalised the family

depth of each covered region within a tumour sample. The profile of the normalised family

depths of the CNV-neutral control samples were compared to the tumour sample, and the

six controls with the lowest ABMS were chosen. Using a mean ABMS threshold of 0.095,

Figure 4.5 shows that the family depth was related to the Mean ABMS, and a higher family

depth was correlated with a lower Mean ABMS.

Figure 4.5: The Mean Average Best Matchscore for tumour samples and their relation to fam-
ily depth.

The Mean ABMS for each sample was automatically calculated by CoNVaDING
based on the six CNV-neutral controls that best matched the sample.

Six samples passed this QC: four ATRT samples from the current cohort, and two

testers. Of the testers, Sample HC1-4 had a verified Exon 4 and 5 deletion, whilst no dele-

tion had been detected in HC1-16. As mentioned in 4.3.1.1, no MRT samples passed this

QC, which was likely due to low family depths across the panel causing increased varia-

tion in the mean normalised depth profiles. The samples which passed the quality check

were subjected to CNV calling, and the results are in Table 4.7. No CNV call was made in

SMARCB1 for HC2-49 because the CNV-neutral controls for this sample showed significant

normalised family depth variability in all nine exons of SMARCB1. CoNVaDING marked

all nine exons as poor quality, and analysis was terminated at this stage.

For each exon, the ratio of the normalised copy-number of a tumour sample to the

mean of the CNV-neutral controls was calculated. These results (Table 4.6) expand on the
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Table 4.7: CoNVaDING CNV calling results of samples from HC1 and HC2

Sample CNV result

HC2-45 SMARCB1 deletion

HC2-46 No CNV detected

HC2-48 NF1 duplication

HC2-49 No call in SMARCB1

HC1-4 (deletion-positive) SMARCB1 deletion

HC1-16 (deletion negative) No CNV detected

ddPCR results of Figure 3.10, showing that the deletion of HC1-4 was a full gene deletion.

Sample HC2-45 displays bimodal behaviour at the exon level. In Exons 1 to 5, the copy-

number ratio was 0.23-0.25, consistent with the total loss exemplified by HC1-4. Exons 6 to

9, on the other hand, had ratios of 0.59-0.61, which was higher than values associated with

a total loss, but below the values in HC1-16. This data suggests that there was a loss of both

copies of SMARCB1 between Exons 1 and 5, and a single copy of Exons 5 to 9 remained in

the tumour.

Figure 4.6: The normalised copy-number values for samples of interest relative to their
CoNVaDING-chosen controls, at exon resolution.

X’s indicate low-quality exons where the controls chosen for the sample by CoN-
VaDING showed a coefficient of variation of larger than 0.1.
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4.3.6 Tracking of genetic variants in ATRT patients throughout treatment

Of the thirty ATRT CSF samples, nine were derived from Patient B1 and five samples were

derived from Patient B2. The detection of variants in any sample from a patient allowed

for the tracking of circulating tumour DNA (ctDNA) in other samples from the same indi-

vidual. This is possible irrespective of the fact that many variants did not pass the stringent

detection thresholds used for primary variant calling in all samples, as ATRT is genomically

stable.[269]

Table 4.8 illustrates that whilst the cytological results for this patient were inconclusive

throughout the course of treatment, ctDNA was observed at six out of nine time points.

Where ctDNA was not observed, the family depth was below 30 - a family depth which

would make rare variant detection problematic, as explored previously in 4.3.1.1.

Table 4.9 shows that cfDNA detection for samples from Patient B2 was more success-

ful than in Patient B1. Any position in which a variant had been detected in at least one

sample harboured variant families in all other samples where the depth was above zero.

The high VAFs observed for these variants are discussed in 4.4.
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4.4 Discussion

This phase of the project involved the creation of a system which was able to call SNVs,

CNVs, and InDels from datasets generated from the same sample, in liquid biopsies. The

Version 2 wet-lab workflow was used to generate raw data, which was used as training

data for the creation of the Cerberus pipeline. The overall pipeline relied on the principle of

simplicity, minimising the number of steps needed to generate the results of the three variant

calling and annotation phases. The ability to run the same annotation software and scripts

on both the InDel and SNV calls made both the development and the collation of data at

the end of a run simple. The implementation of Cerberus on Myriad took advantage of the

cluster’s scheduling, allowing for all samples in a run to be processed simultaneously. This

implementation of the pipeline was successful in achieving the aim of producing a pipeline

framework for the calling of SNVs, InDels and CNVs.

4.4.1 Rewriting the SNAFU variant caller, for minimisation of artefacts in the

collapsed data

The original version of SNAFU focused on the start sites of the forward and reverse read

families. This version was able to suppress many of the artefacts in the output of Con-

nor, but any changes in the alignment start site due to imperfect alignment formed a new

family, regardless of the barcode pair. The rewritten SNAFU v1.2 overcame this by assum-

ing that the highest family depth in the best quality sample was below 5000. Since 5000

was four orders of magnitude lower than the 16777216 possible barcode combinations in a

2×6nt barcoding scheme, the chances of clashes were rare. SNAFU required at least two

variant families to call a variant, so the probability of an extra reference family clashing

with one of these was 2÷16777216 = 1.19×10−7. Using the binomial probability calcu-

lator at https://stattrek.com/online-calculator/binomial.aspx, the

probability of one or more of five thousand randomly selected barcodes intersecting with

these two barcodes was 6.0× 10−4. Increasing the number of variant families, and there-

fore the VAF, increased the probability of a barcode clash, but also increased the number

of clashes necessary for a call not to be made, resulting in a lower probability of clashes

causing a false-negative call. Decreasing the number of reference families also decreased

the probability of clashes causing a false-negative. The theoretical maximum probability

of a false-negative due to SNAFU’s assumption was represented by the scenario outlined

above, and this was deemed to be acceptable for SNAFU to be designed in this manner.

https://stattrek.com/online-calculator/binomial.aspx
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The results of the annotated and filtered SNAFU outputs were promising, especially

the detection of a variant at 0.70% VAF, with a specificity of 99.970%. Despite this, the

data must be considered as preliminary, as the size of the cohorts were small, the samples

were of variable quality, and collection methodology was not controlled.

4.4.2 Implementation of InDel calling in the Cerberus pipeline

The implementation of InDel calling was done using relatively well established methods,

with one main novel process: the acceptance of smaller families when collapsing using

Connor. This was mainly to counteract the effects of a lack of DNA in the original CSF

samples of the HC2 cohort, as samples with more input DNA would result in higher family

depths, making InDel calling easier.

The lack of commercial control material containing known InDels in the HC1 or HC2

cohorts meant that the system’s InDel calling sensitivity was unknown whilst developing

the pipeline. As a result, the minimum variant family parameter was set to four to minimise

the number of false-positives, at the risk of lowering sensitivity. The aim of this study was

to implement InDel calling in the pipeline, and not to optimise the individual parameters, as

the cohort was smaller than was ideal for optimisation. Despite this, the overall specificity in

the data of 99.983% shows that the noise suppression of the molecular barcoding performed

well.

Future work to improve the variant calling parameters for a specific sample type would

use a large prospective cohort of samples, with a controlled volume. The cohort would

also include negative control samples collected using the same methodology, and positive

samples with known alterations at known VAF. These positive controls could be created

by diluting InDel-harbouring cell line DNA into reference DNA, in a similar manner to the

production of the Horizon Discovery cfDNA controls.

Although the study was primarily technologically based, some preliminary data with

possible clinical implications was produced. The InDels found within this study were un-

usually clustered. Using the NM_003073 transcript as a base, a span of three bases (c.1143-

1145 p.381-382) was host to a total of one insertion and two deletions in two individuals.

These were unlikely to be alignment artefacts, as no single read harbouring InDels at these

positions was found in any other sample of any of the cohorts of the project. All of these

variants caused frameshifts at the 3’ end of the gene, and similar variants have been found

in patients in other studies.[17, 218, 269] These results point to a potential hotspot for
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frameshifts in the SMARCB1 gene.

4.4.3 Using CoNVaDING for CNV calling in targeted sequencing

At the time of this study, CoNVaDING was a relatively new CNV calling package.[270]

Other packages for CNV calling existed, but CoNVaDING had advantages over these, such

as not requiring whole exome or Whole Genome Sequencing (WGS) data, and not requir-

ing a specific version of the genome.[271–273] Some packages, such as CNVkit, counted

reads in regions between the targeted regions of the panel. This is useful when using non-

molecularly barcoded data, as the read counts are higher than collapsed family counts, mak-

ing the so called "anti-target" read counts stable. Collapsing the data by barcode resulted in

zero or small family counts in these so-called ’anti-target’ regions, and CNVkit’s normal-

isation against these numbers gave highly variable results.[274] CoNVaDING was chosen

partially due to implementation reasons, and mainly because its suite of QC metrics allowed

for the separation of high quality CNV calls from low quality ones.[275]

The suitability of the different sample types’ datasets for use as normalisers in CoN-

VaDING was a concern during development, as mentioned in both the Methods and Results

sections. Different sample-types can have different DNA fragment length distributions,

owing to the proportions of cellular versus cell-free DNA and the fragmentation they un-

derwent prior to extraction.[70, 71, 276] Longer fragments which overlap a targeted region

would lead to larger mean family depths at the region than the same number of shorter frag-

ments, an effect which Plagnol et al. sought to remove.[271] Ideally, the control samples

would need to be from the same fluid type as the tumour samples, or a fragment length

agnostic method could be implemented to reduce the effects of different fluids.

One of the main advantages of using molecular barcoding in reducing the effects of

fragment-length on the analysis was the fact that the collapsing reduced the number of PCR

duplicates present in the data. This not only reduced the effects of stochasticity on the

family depths, but also reduced the effects of fragment length on PCR efficiency. This lead

to the positive results in the study, including the detection of the bimodal loss of SMARCB1

at the exon level.

More broadly, one must compare barcoded NGS in CNV calling to other modern

techniques. Fluorescence in situ Hybridisation (FISH), the process of applying fluores-

cent probes to metaphase spreads of chromosomes, is dependent on viewing such CNVs

through a microscope, which leads to low achieved resolutions. Array-CGH, relying on
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the concept of ’comparative genomic hybridization’ between normal and tumour DNA to

normal metaphase chromosomes, has improved upon traditional FISH and has a reported

resolution of 5-10Mb.[277] These are still far lower than the resolutions achieved within this

study. Theoretically, it is possible to fluorescently label short, liquid biopsy DNA for use in

array-CGH, but current protocols require inputs of the order of 100ng, which is not tractable

given the amounts of DNA within the liquid biopsies used in this study.[278, 279] Multi-

plex Ligation-Dependent Probe Amplification (MLPA) has been used as a basis for CNV

calling since 2002.[280] It relies on the annealing of two probes, which have sequences

complementary to adjacent regions on the genome, to sample DNA. Ligation of the probes

creates a contiguous template which is able to be PCR amplified and detected. Since then,

digitalMLPA has incorporated molecular barcodes into the probes, and the amplified prod-

ucts are sequenced on an NGS platform.[281] The sequenced data can be deduplicated,

and the collapsed counts for each probe pair can be analysed for CNV detection. This

approach relies on many of the same principles as the work in this study, and the initial

input amounts of 40ng in the initial study were low enough to be within the range of liquid

biopsies.[123, 281] The annealing of probes to the sample DNA means that the probes must

be designed in regions of the genome with no Single Nucleotide Polymorphisms (SNPs).

Using such a technique on short fragments of DNA as opposed to full length tumour DNA,

such as those commonly found in cfDNA, may reduce the number of input molecules able

to be assayed. This is because a short fragment may contain the complementary sequence

for one probe, but an incomplete sequence which is insufficient to bind the other probe.

Probe lengths must be minimised to reduce the effects of this, or extra DNA above the

stated minimum for genomic DNA must be used for such tests. Overall, digitalMLPA is a

compelling new technique, and may be amenable to the field of cfDNA with some modifi-

cations. One caveat is the ability of this technique to assay for CNVs alone, where the work

of this project was aimed at multiple variant types.

4.4.4 Preliminary evidence for the correlation between treatment success and

cystic fluid DNA in ACP

The ACP samples used in this retrospective cohort were all of high quality, and resulted

in ideal family depths, making them suitable for tracking of the levels of DNA which har-

boured variants. This resulted in the stark difference between the results of the two patients,

with Patient C1, who responded well to treatment, having elevated VAFs throughout treat-
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ment after Day 1. The low variability of the samples taken at the same timepoint, from the

same patient, but from different fractions of the sample, demonstrate the reliability of the

method. They also provided data which showed that separating the cells/debris and super-

natant was not necessary, as combinations of cellular fractions, supernatants, and unspun

samples showed similar VAFs.

It must be noted that these levels of variant-harbouring cystic fluid DNA were relative,

not absolute. The IFN-α treatment was supposedly targeted at the cell type from which ACP

originates, but the molecular rationale which underpins IFN-α’s effectiveness in ACP is not

well understood.[183, 184, 189] As a result, the effect on the non-neoplastic tissue in and

around the cyst is not known. The VAF is by its definition a relative term, and the amount

of variant DNA was recorded as a percentage of the whole. One can however surmise

from data from Patient C1 that IFN-α, especially the supernatant samples, that there was

increased cell death in the mutant cells, and that this predominated over death of wild-type

cells.

The variability in the response to treatment of such a genetically quiet tumour, par-

ticularly the low VAFs in the samples from Patient C2, shows that genetics may not be

the main factor which drives treatment resistance. This data agrees with previous assess-

ments of gross tumour size or presence, over the course of treatment, which show sim-

ilar variability.[182, 183, 189] Probing the transcriptome of ACP cells using an RNA-

sequencing experiment could provide answers to why some tumours respond to this therapy,

and some do not. Clustering bisulphite sequencing data or methylation array data between

responders and non-responders could also identify methylation states in genes which are

important for treatment response.

Overall, this experiment was successful in answering the hypothesis that treatment

success correlated with higher variant DNA within the cystic fluid, with the caveat that the

quantification was relative to the wild-type DNA levels in the sample.

4.4.5 Tracking of variants throughout treatment, and comparison to routine

cytology

Whilst tracking the InDels in Patient B2, one of the HC2 cohort patients with ATRT, it was

observed that VAFs were high for circulating samples, and that for each sample the VAFs

added up to close to 100%. The high VAFs observed for these variants could have been

caused by the aggressive tumour releasing large quantities of ctDNA into the CSF, but these
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could also be artefacts arising from the low family depths in these samples.

Mosaicism was also a possibility. The total loss of SMARCB1 in embryos before the

blastocyst stage is lethal, which makes germline mutation an impossibility.[282–284] It is

possible that one InDel was acquired later during embryonic development, leading to a high

degree of prevalence in cells in the brain. More samples from other tissues, and from cells

derived from other germ layers, would be needed to confirm this hypothesis.

The Version 2 wet-lab workflow, combined with the Cerberus pipeline, was able to

track ctDNA throughout the course of treatment with an accuracy that may be better than

current cytological methods, for both Patients B1 and B2. This is particularly promising,

because the samples used for this analysis were both smaller in volume than the 3ml routine

cytological samples used at GOSH, and because the samples did not include the cellular

fraction, both of which could improve sensitivity. More data from samples comparable to

those used in cytology is needed to confirm this.
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Chapter 5

Conclusions and future work

To reiterate, the main hypotheses of the project were as follows:

1. It was possible to create a versatile workflow, which was capable of taking multiple

liquid biopsy types and processing them into barcoded, targeted libraries, suitable for

Illumina sequencing.

2. It was possible to apply molecular barcoding to liquid biopsies, to improve on cy-

tology: the current gold standard of monitoring in Paediatric Brain Tumours (PBTs)

with leptomeningeal involvement.

To explore these hypotheses, the framework for a wet-lab workflow needed to be de-

veloped, added to, and optimised. The initial version of this workflow was created during

the preliminary study, taking advantage of as many off-the-shelf components as possible,

such that development efforts could be concentrated on novel components. One part of this

was the creation of FLCP-1, a 118kb panel which was based on the Agilent XT chemistry.

This platform allowed for the creation of new panels using the Agilent SureDesign soft-

ware, adding to the assay-agnosticism of the workflow. This workflow was built upon with

the introduction of clinical CSF, plasma and cystic fluid samples, during the HC1 study.

Optimising the shearing of DNA previously sheared by QIAamp column processing, whilst

keeping short DNA intact, allowed for the workflow to process genomic DNA as well as the

short DNA common in liquid biopsies.[68, 116]

Throughout the project, the techniques used in the wet-lab workflow were refined. This

lead to the development of a custom magnetic rack for the quick separation of magnetic

beads from liquids, allowing for better temperature control during the hybrid capture of

libraries. The on-target percentage steadily increased to an overall median above 60%.
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Concurrently, the library normalisation and pooling procedures were improved. The control

of pooling was such that the predicted fraction of a run’s sequencing reads deriving from

a sample versus its actual fraction correlated with a Pearson’s coefficient of 0.96 (Figure

2.11).

Overall, the results of Chapter 2 demonstrate the possibility of versatile workflow cre-

ation, and give a positive answer to the first hypothesis.

This project began at a time when many molecular barcoding technologies existed, but

the development of data analysis pipelines to handle the data produced by these technologies

was embryonic.[10, 68, 127, 132, 285–287] To answer the second hypothesis, off-the-shelf

software was trialled as an initial approach. When existing software was found to be subop-

timal, development of an in-house pipeline was started. During the HC1 study, this resulted

in the discovery of artefacts in the output of Connor, and the subsequent development of

SNAFU v1.0 in an attempt to counteract these. This study also demonstrated the ability of

the pipeline to detect CNVs within the targeted sequencing data, at the exon level; results

which were validated using ddPCR. This development continued in the HC2 study, with the

creation of the Cerberus pipeline. Cerberus combined CNV calling, InDel calling and SNV

calling in a single pipeline, along with the improved SNAFU v1.2. Overall specificities of

99.970% for SNV calling, and 99.983% for InDel calling were promising, and it was un-

fortunate that the samples in the HC2 and HC2C cohorts did not allow for an assessment of

specificity. Despite this, the pipeline was able to track patients throughout their treatment,

detecting residual disease when cytology was negative or inconclusive. The tracking abil-

ity of the pipeline also provided evidence to answer the hypothesis that treatment success

lead to an increase in variant-harbouring cystic fluid DNA in ACP cysts. This section of

the project represents the first ever sequencing of DNA derived from cystic fluid of ACP

patients.

Overall, although the cohorts for this project were retrospective and not ideal, the com-

bination of the workflow and Cerberus were able to provide preliminary evidence that bar-

coded, targeted sequencing was better than the CSF cytology used at GOSH.

5.0.1 Comparisons to other technologies

In assessing the work performed in this project, one must compare it to other techniques and

processes. Mouliere et al. were able to detect CNVs in CSF using low-pass WGS.[71] This

technology is certainly strong, as it is not only capable of detecting CNVs over large sections
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of the genome, but can potentially be used to look for structural rearrangements.[288] The

main problem with low-pass sequencing is its lack of sensitivity for rare InDels or SNVs,

caused by the low read depth at variant positions. As mentioned in 4.3.1.1, the sensitivity of

SNV and InDel detection depends on the read/family depth at the variant position and the

number of variant reads/families, so a low read depth leads to low sensitivity. Increasing the

depth of WGS is possible, but sequencing costs quickly become prohibitive as a result. The

resolution of this sequencing is also low, with every 500bp region represented by a small

number of reads. The low resolution leads to the lack of sensitivity for focal InDels which

are larger than the small InDels defined by the read aligner, but which are still much smaller

than 500bp.[252] One example of this could be the 156bp Exon 5 deletion in Sample HC1-2

(Figure 3.9). The deep, panel based sequencing used in this project has the advantage of

being able to detect all three of these variant types, but with a lowered ability to detect novel

genetic alterations outside of the panel, and a higher per-sample cost.

Work by Miller et al., published in 2019, highlights the speed of progress in this

field.[123] One advantage of their work was the 3.5ml of CSF or plasma per sample, as

well as the access to tumour and germline DNA. This allowed for their results to be as-

sessed against the ground truth, and for sensitivity and specificity to be assessed accurately.

Whilst the per-base specificity of this system is excellent, there are still some false-positives

in the variant list outputs. Work to eliminate these remaining artefacts, such as the recently

described Illumina index hopping, is crucial in making this test reliable for minimal resid-

ual disease detection.[289, 290] The Memorial Sloan Kettering IMPACT system is likely to

be compatible with the work in this project.[291] A hybrid system, which merges methods

from this project and from the IMPACT pipeline, could deliver vastly superior results to

any produced by either method alone. In particular, the addition of molecular barcodes, as

opposed to the Illumina indexes which were referred to as ’barcodes’ in their paper, could

increase the sensitivity and specificity within their system.[123, 291]

The Oncomine assay family, based on amplicon sequencing technology, have achieved

highly multiplex PCRs with molecular barcodes on the primers.[292] These assays are ad-

vertised to have detection limits of 0.1% to 0.01%, which are impressive when combined

with panels which sequence genomic regions in the megabase range.[293] Assays of this

type are highly efficient when converting template DNA into sequenced libraries, as they

do not rely on an inefficient ligation step.[294, 295] One downside is that these assays are
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prone to first round PCR artefacts, as discussed in 1.2.1. Another downside to amplicon-

based assays in general, including the Oncomine family, are the inability to detect structural

variants where the partner is unknown. Where both breakpoints of a structural variant occur

at known locations, primers can be designed to bridge the breakpoint, and the PCR prod-

ucts can be sequenced. In more complex genomic landscapes, such as that of the Ph-like

B-cell precursor acute lymphoblastic leukemia, breakpoints are diverse, and primer design

becomes complex.[19] Primer binding sites may also be lost in cases of large InDels, which

would reduce the ability of amplicon sequencing to resolve the ends of such InDels. As

a technology, amplicon-based barcoded sequencing is less versatile than capture-based se-

quencing, as the latter does not require priming for targeting, but the annealing of RNA

baits. The versatility of capture-based sequencing is also ahead of assays such as the On-

comine family in its ability to add to a panel. Technologies such as the Agilent XT capture

kit require the checking that additional baits do not anneal to existing baits in the panel,

before addition. This is not so with amplicon sequencing, as any new primers must have

their priming conditions validated, and the possibility of priming the amplification of an

off-target region of the genome increases as the number of primers in the panel increases.

Overall, there are pros and cons to these two main classes of technology, and the choice of

capture-based sequencing at the start of this project was made to ensure maximum versatil-

ity in the overall workflow developed.

The recently released Agilent XT HS2 kits did not advertise the details of their barcod-

ing scheme, but work by Yamaguchi et al. on their short-lived predecessor suggested that

their scheme was similar to Duplex Sequencing.[296, 297] This system featured dual 3nt

barcodes, giving up to 4096 possible combinations. This system, integrated with the newest

version of Agilent’s capture technology, was a step towards a workflow with the versatility

of custom panels, and a robust barcoding scheme. The closed-source nature of the library

preparation kit, combined with the lack of data on the library conversion efficiency, meant

that a direct comparison with this kit and the ThruPLEX Tag-seq kit was not possible. It

remains to be seen how these two technologies compare to each other.

5.0.2 Future improvements to the wet-lab workflow

Despite the successes in CSF and cystic fluid, plasma still proved problematic for the over-

all system. More work is needed to increase the amount of DNA which survives between

extraction and sequencing, and an increase in specificity would help to increase confidence
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in variant calls. One of the ways in which the workflow efficiency could be increased is

to optimise the library conversion efficiency. Lanman et al. asserted that their Digital Se-

quencing platform had a library conversion efficiency of over 80%, but neglected to publish

a method for how this was achieved.[47] Assuming that negligible numbers of molecules

are lost from the already amplified libraries following the use of the ThruPLEX Tag-seq kit,

the kit had an approximate efficiency of between 4.5% and 17%. This leaves much room

for improvement, and the movement of the barcoding to library preparation kits with higher

ligation efficiencies, or the research into a highly efficient library preparation kit represents

an avenue for future research.

One of the artefacts from the Connor output was the presence of read pairs with the

same read start sites for both paired end reads, but different barcode pairs. One possible

explanation for this was that the use of 8-11nt stem sequences 3’ of the barcode allowed

unligated adaptors to prime amplification of libraries with different barcodes but the same

template sequence. Agilent’s XT HS2 barcoded library preparation scheme incidentally

uses 1-2 "dark bases" in place of these stem sequences. The optimisation of the library

preparation technology by reducing the length of the stems, by adding a wash step to re-

move unligated adaptors, or by adding blocking oligos which bind the stem sequences,

could remove these artefacts. Integrated DNA Technologies filed a patent in 2018 for re-

verse complement adaptors, or blocking oligos, to mitigate this.[298] Using a closed-source

system such as the ThruPLEX Tag-seq kit hampered such optimisations in this project, but

future work could improve upon this system.

5.0.3 Future improvements to the Cerberus pipeline

Currently, the SNAFU variant caller is designed to remove artefacts from the collapse of

barcodes by Connor. These artefacts are not adequately removed by Connor, and it may be

more computationally efficient to perform barcode-based collapsing simultaneously with

variant calling. Some of the improvements to collapsing performed by SNAFU v1.2 can

be integrated into a discrete collapser, such as the collapsing of nearby reads with the same

barcodes into a single family. Other improvements, including the disregarding of variants

where all variant families start at similar locations, would need to be done at the variant

calling level. Future work to increase the efficiency of SNAFU, or a similar variant caller,

should focus here. The SNAFU caller performed with a high specificity on the data in this

cohort, but there were still artefacts in the data which were not suppressed. One of these
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artefact types could be due to Illumina Index switching.[289, 290] A simple solution to this

would be to search all other aligned and collapsed BAM files in a run for variant families

which have the same barcodes as a given variant. The indexing of BAM files and the use

of SAMtools, used in a similar way to the methods used in SNAFU already, would make

this a computationally simple process. Further work in the identification of the source of

these artefacts, both in the wet-lab workflow and in the data processing, would be needed

for progress.

The Cerberus pipeline was able to simultaneously scan for SNVs, InDels and CNVs,

but was not designed to detect Copy-Number Neutral Loss of Heterozygosity, or structural

variants. Further work on a future iteration of this pipeline, which allows for the detection

of more types genetic alteration would greatly improve the power of this system.

5.0.4 Other future work

There is data on the dynamics of cell-free DNA (cfDNA) in plasma, but the turnover rate

of cfDNA in CSF and cystic fluid, both of which were used in this project, are not yet

known. The cystic fluid was assumed to have no turnover other than that which was due

to nucleic acid degradation within the cyst, but this has not been demonstrated. Ethical

approval for a temporal study on the levels of ctDNA in CSF following the excision of

a tumour from a human patient may be difficult to obtain owing to the invasiveness of

obtaining CSF. Serial samples of cystic fluid may be possible, however, since some patients

have intracystic catheters, and the aspiration of cystic fluid is an existing part of the care

pathway. Mammalian models with similar physiologies may provide a suitable alternative

to human studies. This would provide a much needed foundation for future studies on both

novel detection methods and treatment efficacy, which would have a major impact on those

with PBTs. Studies have been attempted using human xenografts in mice, in the context

of plasma DNA as a marker for tumour burden.[299–301] One problem encountered was

the ability to extract sufficient quantities of plasma from the animal to accurately perform

an assay upon the sample. This is exacerbated by the smaller volume of CSF than blood in

a mammal. One potential solution to this, albeit one which requires specialist facilities, is

to use a larger mammalian model, such as a domestic pig. Pigs have been used as model

organisms for cancer studies, particularly because their physiology and size makes drug

dosing similar to that of humans.[302–305]

In any future studies which build on this work or trial similar methods, one major
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improvement would be to use samples which compare more closely to those already used

in routine care. As exemplified by the HC2 cohort, the lack of DNA in the low volume

CSF samples severely hampered the project as a whole. Samples of 3ml including cellular

fractions, as used in routine cytology, would give a more fair comparison between any novel

methods and the current gold standard. The fact that positive results gained by this project

with such small samples were testament to the efficiency of the system as a whole.

5.1 Final remarks
This project supports previous work showing that variants can be detected in CSF, and

provides the techniques to facilitate its application to the analysis of cystic fluid in

research.[55, 114, 205] Further development of this versatile system has significant poten-

tial for a direct impact on patient care, with regards to diagnosis, stratification and tracking.
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Appendix A

Table A.1: The original read depths for each allele at each Horizon Discovery cfDNA advertised
mutational site for samples 5 to 8. These samples are displayed before and after barcode
processing.

TF-5 No barcode processing

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 3 1 3 2 2 0

C 7951 2 7677 2 4454 0

G 0 39 0 4606 0 2108

T 127 6812 86 46 92 0

N 1054 1214 872 720 553 96

TF-5 Barcodes processed

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 0 0 0 0 1 0

C 1093 0 1036 0 573 0

G 0 3 0 613 0 325

T 17 957 12 6 14 0

N 12 7 1 8 2 0

TF-6 No barcode processing

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 4 1 5 0 4 0

C 7470 4 7093 1 4537 0

G 2 69 5 4626 1 2088
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T 97 7015 28 39 45 0

N 984 1296 835 771 544 103

TF-6 Barcodes processed

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 0 0 0 0 0 0

C 977 0 944 0 587 0

G 0 14 0 621 0 316

T 13 971 4 4 3 0

N 5 8 7 3 4 0

TF-7 No barcode processing

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 3 4 0 0 4 0

C 7426 0 7218 2 4405 0

G 1 1 1 4550 0 2222

T 3 6444 0 1 4 0

N 956 1191 823 728 583 112

TF-7 Barcodes processed

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 0 0 0 0 0 0

C 965 0 984 0 570 0

G 0 0 0 599 0 325

T 0 987 0 0 0 0

N 6 7 2 3 3 0

TF-8 No barcode processing

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 1 4 3 0 2 0

C 4734 0 3941 1 2749 0

G 0 24 0 2756 0 1310
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T 3 4467 0 7 2 0

N 606 849 493 499 383 62

TF-8 Barcodes processed

Base EGFR T790M EGFR L858R KRAS G12D NRAS Q61K NRAS A59T PIK3CA E545K

A 0 0 0 0 0 0

C 634 0 571 0 368 0

G 0 2 0 378 0 187

T 0 666 0 1 1 0

N 2 5 3 4 3 0
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Appendix C

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 300
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(a)

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 120
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(b)

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 80
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(c)

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 64
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(d)

Figure C.1: A comprehensive list of the shearing conditions tested, for the optimal shearing of
lDNA and preservation of sDNA.

(This figure continues on the following pages.) A total of 39 conditions were tri-
alled on a Covaris E220 Evolution sonicator. The main variables changed during
testing were the incident power, the treatment time, and the duty factor.
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Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 48
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(e)

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 31
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(f)

Parameter Value
Incident power (W) 18
Duty factor 20%
Cycles per burst 50
Treatment time (s) 15
Temperature 6-9◦C
Water level 10
Sample volume 15µl
E220 – Intensifier Yes
Container MicroTUBE-15

(g)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 95
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(h)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 62
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(i)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 40
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(j)

Parameter Value
Incident power (W) 75
Duty factor 10%
Cycles per burst 1000
Treatment time (s) 50
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(k)

Parameter Value
Incident power (W) 75
Duty factor 10%
Cycles per burst 1000
Treatment time (s) 70
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(l)
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Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 70
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(m)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 63
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(n)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 57
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(o)

Parameter Value
Incident power (W) 75
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 50
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(p)

Parameter Value
Incident power (W) 50
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 100
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(q)

Parameter Value
Incident power (W) 50
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 50
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(r)

Parameter Value
Incident power (W) 37
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 150
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(s)

Parameter Value
Incident power (W) 37
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 100
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(t)
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Parameter Value
Incident power (W) 37
Duty factor 20%
Cycles per burst 1000
Treatment time (s) 50
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(u)

Parameter Value
Incident power (W) 37
Duty factor 20%
Cycles per burst 500
Treatment time (s) 50
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(v)

Parameter Value
Incident power (W) 37
Duty factor 20%
Cycles per burst 200
Treatment time (s) 100
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(w)

Parameter Value
Incident power (W) 25
Duty factor 20%
Cycles per burst 500
Treatment time (s) 150
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(x)

Parameter Value
Incident power (W) 25
Duty factor 20%
Cycles per burst 200
Treatment time (s) 200
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(y)

Parameter Value
Incident power (W) 20
Duty factor 20%
Cycles per burst 200
Treatment time (s) 200
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(z)

Parameter Value
Incident power (W) 20
Duty factor 15%
Cycles per burst 200
Treatment time (s) 250
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(aa)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 300
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ab)
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Parameter Value
Incident power (W) 20
Duty factor 10%
Cycles per burst 200
Treatment time (s) 250
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ac)

Parameter Value
Incident power (W) 15
Duty factor 10%
Cycles per burst 200
Treatment time (s) 350
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ad)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 600
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ae)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 775
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(af)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 950
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ag)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 1125
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ah)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 1300
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ai)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 300
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(aj)
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Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 433
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(ak)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 567
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(al)

Parameter Value
Incident power (W) 15
Duty factor 15%
Cycles per burst 200
Treatment time (s) 700
Temperature 6-9◦C
Water level 6
Sample volume 50µl
E220 – Intensifier Yes
Container MicroTUBE-50

(am)
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Appendix D

Table D.1: Details of the samples in the HC2 cohort, and the mean family depth sequenced from
those samples.

Diagnosis Patient Sample Sample type Status

ATRT B1 HC2-11 CSF supernatant Sequenced
ATRT B1 HC2-12 CSF supernatant Sequenced
ATRT B1 HC2-13 CSF supernatant Sequenced
ATRT B1 HC2-14 CSF supernatant Sequenced
ATRT B1 HC2-15 CSF supernatant Sequenced
ATRT B1 HC2-16 CSF supernatant Sequenced
ATRT B1 HC2-17 CSF supernatant Sequenced
ATRT B1 HC2-18 CSF supernatant Sequenced
ATRT B1 HC2-19 CSF supernatant Sequenced
ATRT B2 HC2-20 CSF supernatant Sequenced
ATRT B2 HC2-21 CSF supernatant Sequenced
ATRT B2 HC2-22 CSF supernatant Sequenced
ATRT B2 HC2-23 CSF supernatant Sequenced
ATRT B2 HC2-24 CSF supernatant Sequenced
ATRT B3 HC2-25 CSF supernatant Sequenced
ATRT B4 HC2-26 CSF supernatant Sequenced
ATRT B5 HC2-27 CSF supernatant Sequenced
ATRT B5 HC2-28 CSF supernatant Sequenced
ATRT B5 HC2-29 CSF supernatant Sequenced
ATRT B6 HC2-30 CSF supernatant Sequenced
ATRT B6 HC2-31 CSF supernatant Sequenced
MRT B7 HC2-32 CSF supernatant Sequenced
MRT B7 HC2-33 CSF supernatant Sequenced
MRT B7 HC2-34 CSF supernatant No DNA
MRT B8 HC2-35 CSF supernatant Sequenced
MRT B8 HC2-36 CSF supernatant Sequenced
MRT B8 HC2-37 CSF supernatant Failed library prep
MRT B9 HC2-38 CSF supernatant Sequenced
WAM B10 HC2-39 CSF supernatant Sequenced
WAM B11 HC2-40 CSF supernatant Sequenced
WAM B11 HC2-41 CSF supernatant Sequenced
PA B12 HC2-42 CSF supernatant Sequenced
DIPG B13 HC2-43 CSF supernatant Sequenced
ATRT B14 HC2-44 CSF supernatant Sequenced
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ATRT B15 HC2-45 CSF supernatant Sequenced
ATRT B15 HC2-46 CSF supernatant Sequenced
ATRT B15 HC2-47 CSF supernatant Sequenced
ATRT B16 HC2-48 CSF supernatant Sequenced
ATRT B6 HC2-49 CSF supernatant Sequenced
ATRT A3 HC2-50 CSF supernatant Sequenced
ATRT B4 HC2-51 CSF supernatant Sequenced
ATRT A5 HC2-52 CSF supernatant Sequenced
DIPG A6 HC2-53 Plasma Sequenced
DIPG A7 HC2-54 Plasma Sequenced
DIPG A8 HC2-55 Plasma Sequenced

Figure D.1: DNA inputs for library preparation of the HC2 cohort.

Input amounts were calculated ddPCR results from 1µl of each sample, and the
four CSF samples prepped using Bioanalyzer quantification are omitted from this
figure. Unless otherwise indicated, all sample types were CSF. This figure is a
zoomed version of Figure 2.6, which does not include two 100ng ATRT samples,
to highlight the differences between the low input samples.
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Appendix E

Table E.1: The raw read depths of the HC1 cohort’s sequencing run

Sample Raw reads overlapping FLCP-1 Mean bases per FLCP-1 position

HC1-10 260,668,195,493 301,335,146

HC1-12 7,297,118,076,487 8,435,544,416

HC1-13 1,007,907,461,013 1,165,151,511

HC1-14 3,139,966,742,920 3,629,834,223

HC1-16 880,312,910,861 1,017,650,884

HC1-17 973,141,226,847 1,124,961,383

HC1-18 1,237,798,284,892 1,430,907,696

HC1-19 478,462,903,736 553,108,095

HC1-1 52,024,291,625 60,140,622

HC1-2 1,384,955,116,200 1,601,022,524

HC1-3 46,341,586,031 53,571,356

HC1-4 7,321,597,006,139 8,463,842,314

HC1-6 1,049,952,963,202 1,213,756,549

HC1-7 824,505,697,425 953,137,164

HC1-8 338,905,852,974 391,778,692

HC1-9 259,316,562,154 299,772,644
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Table E.2: The raw read depths of the HC2 cohort’s sequencing run

Sample Raw read depth Mean read depth per base of FLCP-1

HC2-11 734,169,800 6,240

HC2-12 139,100,000 1,182

HC2-13 139,100,000 1,182

HC2-14 139,100,000 1,182

HC2-15 139,100,000 1,182

HC2-16 2,016,950,000 17,144

HC2-17 139,100,000 1,182

HC2-18 1,351,356,500 11,487

HC2-19 8,067,800,000 68,577

HC2-20 139,100,000 1,182

HC2-21 139,100,000 1,182

HC2-22 139,100,000 1,182

HC2-23 139,100,000 1,182

HC2-24 139,100,000 1,182

HC2-25 139,100,000 1,182

HC2-26 139,100,000 1,182

HC2-27 139,100,000 1,182

HC2-28 2,492,950,200 21,190

HC2-29 1,403,797,200 11,932

HC2-30 139,100,000 1,182

HC2-31 153,288,200 1,303

HC2-32 139,100,000 1,182

HC2-33 139,100,000 1,182

HC2-35 139,100,000 1,182

HC2-36 139,100,000 1,182

HC2-38 139,100,000 1,182

HC2-39 139,100,000 1,182

HC2-40 139,100,000 1,182

HC2-41 139,100,000 1,182

HC2-42 139,100,000 1,182

HC2-43 139,100,000 1,182

HC2-44 139,100,000 1,182

HC2-45 8,067,800,000 68,577

HC2-46 1,484,475,200 12,618

HC2-47 139,100,000 1,182

HC2-48 629,288,400 5,349

HC2-49 556,678,200 4,732

HC2-50 139,100,000 1,182

HC2-51 139,100,000 1,182

HC2-52 139,100,000 1,182

HC2-53 493,749,360 4,197

HC2-54 354,983,200 3,017

HC2-55 394,515,420 3,353
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Acronyms

EGFR Epidermal Growth Factor Receptor

σ standard deviation

ABMS Average Best Match Score

ACP Adamantinomatous Craniopharyngioma

ATRT Atypical Teratoid/Rhabdoid Tumour

B-ALL B-cell Precursor Acute Lymphoblastic Leukemia

C19MC Chromosome 19 microRNA Cluster

cfDNA cell-free DNA

CNS Central Nervous System

CNV Copy-Number Variation

CSF cerebrospinal fluid

CT Computerized Tomography X-ray scan

CTC Circulating Tumour Cell

ctDNA circulating tumour DNA

ddPCR droplet digital Polymerase Chain Reaction

DIPG Diffuse Intrinsic Pontine Glioma

FDA Food and Drug Administration

FISH Fluorescence in situ Hybridisation
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FLCP-1 Forshew Lab Capture Panel 1

GOSH Great Ormond Street Hospital

HC1 HiSeq Capture 1

HC2 HiSeq Capture 2

HCC Hepatocellular Carcinoma

HD Hamming Distance

HPC High Performance Computing

ICH Institute of Child Health

IFN-α Interferon-α

IGV Integrated Genomics Viewer

IHC Immunohistochemistry

InDel Insertions/Deletions

LOH Loss of Heterozygosity

MIP Molecular Inversion Probe

MLPA Multiplex Ligation-Dependent Probe Amplification

MRI Magnetic Resonance Imaging

MRT Malignant Rhabdoid Tumour

NGS Next-Generation Sequencing

NHS National Health Service

PA Pilocytic Astrocytoma

PBT Paediatric Brain Tumour

PCR Polymerase Chain Reaction
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QC Quality Check/Control

qPCR quantitative Polymerase Chain Reaction

RTPS Rhabdoid Tumor Predisposition Syndrome

SNAFU Single Nucleotide Alteration Filtering Utility

SNP Single Nucleotide Polymorphism

SNV Single Nucleotide Variant

VAF Variant Allele Frequency

WAM WNT-Activated Medulloblastoma

WGS Whole Genome Sequencing
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