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ABSTRACT
This paper investigates the adaptive attitude tracking problem for the rigid satellite involving out-
put constraint, input saturation, input time delay, and external disturbance by integrating barrier
Lyapunov function (BLF) and prescribed performance control (PPC). In contrast to the existing
approaches, the input delay is addressed by Pade approximation, and the actual control input
concerning saturation is obtained by utilizing an auxiliary variable that simplifies the controller
design with respect to mean value methods or Nussbaum function-based strategies. Due to the
implementation of the BLF control, together with an interval notion-based PPC strategy, not
only the system output but also the transformed error produced by PPC are constrained. An
adaptive fuzzy controller is then constructed and the predesigned constraints for system output
and the transformed error will not be violated. In addition, a smooth switch term is imported
into the controller such that the finite time convergence for all error variables is guaranteed for a
certain case while the singularity problem is avoided. Finally, simulations are provided to show
the effectiveness and potential of the proposed new design techniques.

1. Introduction
Due to the complicated deep space environment, the accurate attitude manipulation problem for the on-orbit space-

craft becomes challenging[1, 2]. During the past decade, many significant results have been reported for addressing
the attitude tracking problem. These existing strategies usually include but not limited to the adaptive control[3, 4],
finite/fixed time control[5, 6], sliding mode control[7], and fuzzy control[8].

According to the demands on the swiftness of the attitude tracking performance, the finite time control approaches
have been investigated widely among many researchers. In [9], the researchers proposed a fractional order-based
error compensation technique and all signals are guaranteed to be finite time stable. Moreover, by noting the finite
convergence property, the fractional order-based error compensation in [9] is even applied to a quadrotor system with
the prescribed output performance in [10]. In [11], the finite time tracking problem, integrating the state time-delay
and event-triggered mechanism, is addressed on the basis of a proper Lyapunov-Krasovskii candidate function. In
order to eliminate the influence caused by actuator failures, Cui et al.[12] proposed a command filter-based adaptive
finite time control approach such that all the tracking errors can converge to the neighborhood of the origin within a
finite time. On the basis of a novel BLF with adjustable parameters, the adaptive finite time controller design in [13]
considered the facts of both the tracking errors’ convergence time and the boundary constraint for the tracking errors.
By means of adaptive fuzzy estimation method and BLF approach, the finite time convergence of the tracking error
is guaranteed with respect to the implementation of the nonlinear switch term and the performance constraints are
taken into account in [14]. Although these aforementioned strategies can provide finite time responses for the tracking
errors, the singularity problem inherits from the fractional term used to achieve the finite time property has not been
properly solved yet. In addition to the singularity problem caused by the fractional term, [15] even points out that the
fast convergence rate for the tracking error cannot be guaranteed all the way by only utilizing the fractional order term,
especially when the state is far way from the equilibrium. As a result, these problems will be discussed in this paper
during the finite time controller design process.
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In addition to the demand for the swift response, the problem of the amplitude constraint of the output error system
has been studied intensively as well. The widely applied strategies involve the BLF method and the PPC control
framework[16–18]. By integrating the adaptive fuzzy logic system, the output constraint problem with input delay
is addressed on the basis of the BLF method in [19]. Similarly, Li et al. proposed a neural network-based output
constraint controller in [20] and the full state constraint is hence guaranteed by the barrier Lyapunov function. In
[21], the adaptive fault tolerant controller is presented on the framework of the PPC approach and the input saturation
problem is handled with the Nussbaum gain method. To achieve the prescribed output tracking performance, the
predesigned constraint is equivalently substituted by the state-constraint dynamics on the basis of the PPC method in
[22] while the controller is constructed with the backstepping algorithm. It should be noted that these output constraint
approaches are mainly developed on the backstepping control frameworks. However, the constraint for the transformed
error given by the PPC strategy is not considered for most of the existing PPC approaches. This may lead to the large
output of the virtual controller in order to stabilize the transformed error. In addition, one prominent drawback of the
backstepping control is the differential explosion problem. To solve this, some attempts concerning output constraint
and differential explosion problem can be found in [23, 24] with the utilization of command filter. Nevertheless, the
constraint variables in [23, 24] are mixed up with the filter error such that the output constraint cannot be specified
directly. Therefore, it remains a large space for researchers to develop a command filter-based controller that can
constrain not only the output performance but also the transformed error provided the PPC method directly.

Although the output constraint control techniques have been intensively studied, the input saturation and input
delay are rarely discussed simultaneously when there exists the output performance constraint. The widely used solu-
tions for input saturation are mainly like mean value method and Nussbaum function. In [25], the asymmetric output
saturation constraint is considered and the proposed mean value-based controller can provide a smooth control input.
The Nussbaum function is used in [26] such that the impact caused by actuator saturation is compensated. By inte-
grating Nussbaum function along with an auxiliary filter system, the smooth approximation of the input saturation is
hence realized in [27]. Contrary to the mean value method as well as the Nussbaum function approach, an auxiliary
variable-based input saturation solution is proposed in [28] and the controller design with respect to input saturation
is simplified. However, the discussions about the input delay problem are missing from these above references. To
address input saturation and input delay, some trials can be found in [29, 30]. By importing an auxiliary variable, the
given state feedback controller in [30] can compensate the input delay and saturation in a sense of semi-global stability.
Nonetheless, all these attempts only consider the linear systems. The correlated researches concerning input saturation
and input delay for the nonlinear systems remain few, let alone the output constraint.

Motivated by the above discussions, the BLF-based control scheme proposed in the present paper will focus on
the solution to the constraints of the attitude tracking error and the corresponding transformed error produced by the
PPC strategy under the impact of input saturation and input delay. Firstly, the input delay is handled with the Pade
approximation method, and by introducing an auxiliary dynamic system, the input saturation can then be approximated
smoothly. To restrain the attitude tracking error, a novel interval notion-based PPC strategy is proposed. As for the
constraint of the transformed error, the BLFmethod is applied during the construction of the controller. In addition, the
command filter and the fuzzy logic system are introduced into controller design such that the controller has advantages
on solving the differential explosion problem and producing the estimation of the unknown nonlinear term in the
system, respectively. Compared to the existing researches, the main contributions are summarized as follows:

• Based on the Pade approximation method, the input delay is handled by introducing an intermediate variable
�(t). Meanwhile, differing from the existing mean value approach and Nussbaum function, the input saturation
is addressed on the basis of the given auxiliary dynamic system, which not only simplify the controller design
but also relax the demand on the pre-knowledge of the controller’s initial value.

• Contrary to the existing PPC or BLF strategies, the constraints for both the attitude tracking error and the trans-
formed error generated by the PPC are considered in the controller design and this control objective is realized
by integrating the interval notion-based PPC approach and the BLF method. In addition, the singularity problem
in traditional PPC method is avoided with the interval notion-based error transformation.

• To calculate the derivative of the virtual controller, the command filter is used. Differing from [23, 24], the
variable of the BLF is only the transformed error. This provides a more direct aspect to investigate the parameter
constraint problem when using command filter technique. The stability of the integrated control scheme is
proved by invoking Lyapunov stability analysis. In addition, the control input is guaranteed to be continuous
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even though there exists saturation and time delay.
The rest of this paper is organized as follows. Some preliminaries including the system dynamics and Pade ap-

proximation are given in Section 2. In Section 3, the interval notion-based error transformation is provided. Section
4 mainly discusses the adaptive fuzzy control strategy design. The simulation results are illustrated in Section 5 and
Section 6 is the conclusion of this research.

2. Problem Formulation and Preliminaries
2.1. System Dynamics

On the basis of the modified Rodrigues parameters(MRPs), the rigid satellite attitude system is presented as [31],

�̇ = 1
4
[(

1 − �T �
)

I3 + 2�× + 2��T
]

! = G(�)! (1)
J!̇ = −!×J! +Du(�(t − �)) + Td (2)

where � = [

�1; �2; �3
] and ! = [

!1;!2;!3
] indicate the system’s attitude and the angular velocity in body frame to

the inertial frame respectively. D ∈ 3×n denotes the distribution matrix for n reaction wheels. u(⋅) represents the
constrained control input with respect to physical saturation and � ∈ n is the ideal saturation-free control torque.
� is the fixed time delay. J represents the inertia matrix while I3 ∈ 3×3 is an identity matrix, �×, !× ∈ 3×3

are skew-symmetric matrices which satisfy × = [0,−3,2;3, 0,−1; −2,1, 0] with  = [1;2;3]. The
external disturbance Td is denoted as Td = [Td1; Td2; Td3]. Additionally, for the case �T � > 1, the MRPs are mapped
to their shadow counterparts �s by �s = �∕(�T �). As a result, the MRPs indicate the shortest rotation distance to the
origin and they are always bounded by a unit sphere. To achieve the expected attitude output performance, two error
variables are given as,

�̃ = � − �d , !̃ = ! − !d

where �d is the attitude reference signal and !d is the desired angular velocity which is also known as the virtual
controller under the framework of backstepping control.
2.2. Fuzzy Logic System(FLS)

It has been proven that any nonlinear function ϝ(x) can be approximated via FLS with IF-THEN rules:
Rm:If x1 is Xm

1 and x2 is Xm
2 ,…, xn is Xm

n ,

Then y is Y m, m = 1, 2,… , q

where x = [x1;… ; xn] and y are the input and output of the FLS. The fuzzy sets Xm
i and Y m are related to the fuzzy

function �Xm
i
(xi) and �Y m (y). q represents the amount of the fuzzy rules. According to singleton function, center

average defuzzification and product inference, y(x) can be written as [32],

y(x) =
Σqm=1ȳmΠ

n
i=1�Xm

i
(xi)

Σqm=1(Π
n
i=1�Xm

i
(xi))

where ȳm = maxy∈ �Y m (y). Defining Λm =
Πni=1�Xmi

(xi)

Σqm=1(Π
n
i=1�Xmi

(xi))
as the fuzzy basis function and z = [ȳ1;… ; ȳq] and

Λ(x) = [Λ1;… ;Λq], then the output of the FLS is given as y(x) = zTΛ.
Lemma 1 ([33]). Consider a smooth function ϝ(x) defined on a compact set Ω, for any given constant ℏ, there exists
a FLS output zTΛ(x) such that supx∈Ω |ϝ(x) − zTΛ(x)| ≤ ℏ always holds.
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2.3. Control Input with Saturation and Time Delay
In order to eliminate the impact caused by input delay �, the Pade approximation method based on the Laplace

space is constructed. By transforming u(�(t − �)) into Laplace space, it has,
ℒ [u(�(t − �))] =exp(−�s)ℒ [u(�(t))]

≈(1 − �s∕2)∕(1 + �s∕2) ⋅ ℒ [u(�(t))]

where s is the Laplace operator andℒ [u(�(t − �))] is the transformation of u(�(t − �)) with respect to Laplace space.
In addition, a virtual internal variable �(t) is imported here and it satisfies,

(1 − �s∕2)∕(1 + �s∕2)ℒ [u(�(t))] = ℒ [�(t)] −ℒ [u(�(t))] (3)
Furthermore, (3) can be rewritten as,

2ℒ [u(�(t))] = ℒ [�(t)] + 1∕2 ⋅ �sℒ [�(t)] (4)
Taking the inverse Laplace transformation for (4) gives,

�̇(t) = 2�u(�(t)) − ��(t) (5)
where � = 2∕�. Then, (2) is modified as,

!̇ = −J−1!×J! + J−1D�(t) − J−1Du(�(t)) + J−1Td (6)
For the input saturation problem, the constrained input u(�(t)) is defined as,

ui(�i(t)) =
{

�i, |�i| < umax
umaxsign(�i), |�i| ≥ umax

where umax is the maximum control power for each channel. ui(⋅) and �i(t) are the ith constrained and constrained-freecontrol input in u(�(t)). As is shown in [21], the following tanh(⋅) function can be used to approximate u(�(t)),
g(�i) =umax ⋅ tanh(�i(t)∕umax)

=umax ⋅
exp(�i(t)∕umax) − exp(−�i(t)∕umax)
exp(�i(t)∕umax) + exp(−�i(t)∕umax) (7)

According to (7), u(�(t)) can be replaced by,
u(�(t)) =g(�(t)) + es(�(t))

=umax ⋅ tanh(�(t)∕umax) + es(�(t)) (8)
where g(�(t)) = [g(�1);… ; g(�n)] and es(�(t)) = u(�(t))− g(�(t)) is the approximation error. From [21], es is boundedand satisfies |esi| = |ui(�i) − g(�i)| ≤ umax(1 − tanh(1)). In order to design the control input �(t), an auxiliary variable
� is given as,

�̇ = −� + (g(�) − �) (9)
Therefore, according to (5)-(9), the whole system is represented as,

�̇ =G(�)! (10)
!̇ = − J−1!×J! + J−1D� − J−1Dg(�) − J−1Des(�) + J−1Td (11)
�̇ = − �� + 2�g(�) + 2�es(�) (12)
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Remark 1. To transform the constrained input g(�(t)) into a constrained-free one �(t) in controller design process, two
main strategies have been proposed, namely mean value approach[21, 25] and Nussbaum function method[26, 28]. In
this paper, an auxiliary variable � is imported. Differing from the previous methods, it brings two main advantages.
One is that it does not need the hypothesis in mean value approach that �(0) = 0. The other is that it provides a
simplifed way to develop the controller when compared to the Nussbaum function-based method. These merits are
also revealed in the controller design.
Remark 2. Differing from many existing results, such as the one in [34], the input delay � is addressed by Pade
approximation and the complex deduction process caused by Lyapunov-Krasovskii function in [34] is avoided in the
present paper. Moreover, by referring [35], not only the constant time delay but also the time-varying delay can be
addressed by importing Pade approximation. In addition, according to (6), the controller design coupling problem for
simultaneously addressing input delay and saturation is solved. Therefore, in view of dealing with time-delay, this
paper can be viewed as an extension of [34].
2.4. Problem Formulation

The objectives of the control approach in this paper are,
• Constructing a novel BLF-based PPC strategy so as to guarantee the predesigned output performances while the

stability for the whole system is also ensured.
• The input saturation and the input delay problems should be addressed subject to the control strategy design.

The structure of the proposed control approach is illustrated in Fig. 1. From Fig. 1, the constraints for �̃ and the
transformed error "(t) are guaranteed by the PPC and BLF method separately. The command filter is used to estimate
the virtual controller !d and its derivative during the controller design. In addition, a command filter is presented
as[36],

!̇ci = −k$1|!ci − !di|1∕2sign(!ci − !di) +$i

$̇i = −k$2sign($i − !̇ci)

where k$1 and k$2 > 0, !di is the input signal which is the ith element in !d . !ci and !̇ci are the estimations of !diand its derivative, respectively.

BLF-Based

Virtual Controller

PPC Scheme

Novel Error

Transformation

Performance

Constraint

( )te

d
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w
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w
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w
c Controller
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Figure 1: The structure of the control scheme

For the sake of further analysis, following lemmas and the assumption are needed.
Lemma 2 ([21]). For any x ∈  and y ∈ +, if |x| < y, then it holds that log[y2∕(y2 − x2)] ≤ x2∕(y2 − x2).
Lemma 3 ([27]). For any x ∈  and z ∈ +, it satisfies that 0 ≤ |x| − x tanh(x∕z) ≤ kzz where kz ≈ 0.2785.
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Lemma 4 ([37]). For any 0 < 
0 < 1, a, b > 0, if the Lyapunov function V (x) satisfies V̇ (x) + aV (x) + bV 
0 (x) ≤ 0,
then the Lyapunov function V (x) approaches 0 within Treacℎ and the convergence time Treacℎ satisfies that Treacℎ ≤
1∕(a(1 − 
0)) log[(aV 1−
0 (0) + b)∕b].
Proposition 1 ([38, 39]). For any 0 < 
0 < 1, a, b > 0, if the Lyapunov function V (x) satisfies V̇ (x) + aV (x) +
bV 
0 (x) ≤ VΔ and VΔ > 0, then the state x in the Lyapunov function V (x) approaches the neighborhood of the
origin while the solution set  satisfies  =

{

x|V (x) ≤ VΔ
(1−c)a)

}

and the convergence time Treacℎ holds Treacℎ ≤
1∕(ca(1 − 
0)) log[(caV 1−
0 (0) + b)∕b] where 0 < c < 1.

Proof: Considering the following inequality,
V̇ (x) + acV (x) + bV 
0 (x) + (1 − c)aV (x) ≤ VΔ (13)

For the case when V (x) > VΔ∕ [(1 − c)a], (13) becomes V̇ (x) + acV (x) + bV 
0 (x) ≤ 0. Therefore, according to
Lemma 4, the solution for x converges to the set  =

{

x|V (x) ≤ VΔ
(1−c)a)

}

within a finite time satisfying Treacℎ ≤
1∕(ca(1 − 
0)) log[(caV 1−
0 (0) + b)∕b]. According to the previous deduction, the trajectory for x will not exceed set
 for the case when V (x) ≤ VΔ∕ [(1 − c)a]. □

Lemma 5 ([40]). For 0 < 
0 < 1 and xi ∈ , i = 1,… , n, then it holds that∑n
i=1 |xi|


0+1 ≥ (
∑n
i=1 |xi|

2)(
0+1)∕2.
Assumption 1. The external disturbance Td is bounded.

3. Novel Error Transformation
To perform tracking error transformation, a finite-time decreasing function �(t) is defined,

� =

{

(�0 − �tf )exp(lt∕(t − tf )) + �tf , 0 ≤ t < tf
�tf , t ≥ tf

(14)

where l is the decreasing index, �0 and �tf satisfy �0 = limt→0 �(t) and �tf = limt→tf �(t). tf is the reaching time. To
restrain the time response of the attitude tracking error �̃, the output constraint is given as,

−�
i
(t)�

i
(t) < �̃i < �i(t)�i(t), i = 1, 2, 3 (15)

where �i(t) and �i(t) can be inferred from (14) while �i(t) and �i(t) hold,
�
i
(t) = i1∕(i2 − i2exp(−&i1t) + i3)

�i(t) = i4∕(i5 − i5exp(−&i2t) + i6)

where &i1,i2 > 0. ij > 0, i = 1, 2, 3, j = 1,… , 6 and i1 > i3 > 0, i4 > i6 > 0. It can be easily shown that �i(t)and �
i
(t) in (15) satisfy [41],

1) �
i
(t), �i(t) > 0 and �̇i(t), �̇i(t) < 0,

2) �
i
(0) > 1 and limt→∞�i(t) = 1, 1 ∈ +,

3) �i(0) > 2 and limt→∞�i(t) = 2, 2 ∈ +.
For any given interval, the variable in this interval can be presented by the interval’s upper and lower boundaries.

According to (15), it evidently indicates that there exists  i satisfying 0 <  i < 1 such that,
�̃i =  i�̄i�̄i − (1 −  i)�i�i (16)
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Remark 3. To verify (16), a function �( i) is defined as �( i) = (�̄i�̄i + �i�i) i − �i�i. The derivation for �( i)
holds �̇( i) = �̄i�̄i + �i�i. Due to �̄i�̄i + �i�i > 0, �( i) is a strictly increasing function for  i ∈ (0, 1). Therefore,
�( i) ∈ (−�i�i, �̄i�̄i) and the interval notion-based expression (16) is valid.
Therefore, it can obtain that,

 i =
�̃i + �i�i
�̄i�̄i + �i�i

(17)

while the desired unconstraint transformation variable  id is given as,

 id =
�
i
�
i

�̄i�̄i + �i�i
(18)

By referring (17) and (18), the transformation error "i is defined as,

"i =  i −  id =
�̃i

�̄i�̄i + �i�i
(19)

From (19), it is obvious that "i ∈ (−1, 1). Taking the time derivative for "i gives,

"̇i =
̇̃�i ⋅

(

�̄i�̄i + �i�i

)

− �̃i ⋅
(

̇̄�i�̄i + �̄i ̇̄�i + �̇i�i + �i�̇i

)

(

�̄i�̄i + �i�i

)2

= Φi ̇̃�i + Ψi (20)
where Φi and Ψi are defined as,

Φi =
(

�̄i�̄i + �i�i

)

∕
(

�̄i�̄i + �i�i

)2

Ψi = −�̃i ⋅
(

̇̄�i�̄i + �̄i ̇̄�i + �̇i�i + �i�̇i

)

∕
(

�̄i�̄i + �i�i

)2

Consequently, from (20), it is immediate to obtain,
"̇ = ΦG(�)! + Ψ − Φ�̇d (21)

where " = ["1, "2, "3]T and Φ = diag{Φ1,Φ2,Φ3}, Ψ = [Ψ1,Ψ2,Ψ3]T .
Remark 4. This interval notion-based PPC strategy is truly an original one and it provides a more clear and simpler
way to depict the relationship between the output constraints and the attitude tracking errors. In addition, the interval
notion-based expression (16) is based on the basic algebraic calculation while the tanh-liked transformation is neces-
sary in [41]. As a result, the proposed error transformation method can lower the complexity of the PPC structure.
Remark 5. From the computation burden aspect, this approach can be dramatically simplified when confronted with
symmetric performance boundary constraints and the transformation error "i in (19) can be rewritten as "i = �̃i∕

(

2�̄i�̄i
).

This leads to a simple dynamic representation for " because the computation burden is alleviated. However, the in-
verse operation of the tanh-liked function in [41] is necessary to separate the transformation error. Therefore, the
construction for the transformation error is more direct and simpler than the traditional methods in [21, 41] under this
circumstance.
Remark 6. According to (15), the variables �

i
(t) and �̄i(t) are able to enlarge the distance between the tracking error

�̃ and the boundary −�
i
(t)�

i
(t) or �i(t)�i(t) by adopting i1 ≥ i2 + i3 and i4 ≥ i5 + i6. This results in a smaller

control power demand for stabilizing "i at the initial phase. In addition, (15) also indicates that the decreasing ratio ofthe performance boundary is affected by of −�
i
(t)�

i
(t) or �i(t)�i(t). Therefore, to maintain a moderate control torque

during the attitude manipulation, the decreasing rate indices &i1 and &i2 for �i(t) and �̄i(t) are suggested to be small
ones.
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4. Barrier Lyapunov Function-Based PPC Controller
In this section, a novel BLF-based PPC controller will be constructed within the framework of backsteppingmethod

while the command filter and adaptive fuzzy approximation strategy are also utilized.
To construct the virtual controller, a log-type barrier Lyapunov function is introduced,

V1 =
1
2

3
∑

i=1
log

k2b
k2b − "

2
i

(22)

where the barrier variable kb = 1. Taking the time derivative of V1 gives,

V̇1 =
3
∑

i=1

"i"̇i
k2b − "

2
i

=
3
∑

i=1

"i
k2b − "

2
i

(

Φi�̇i + Ψi − Φi�̇di
) (23)

To achieve a finite time convergence, a proper dynamic process for �i is assumed to be like,
�̇i = Φ−1i

(

−k1"i − Ψi + Φi�̇di − k'1'"i
)

(24)
where k1 and k'1 are positive scalars. The nonlinear term '"i("i) in (24) is selected as,

'"i ("i) =

⎧

⎪

⎨

⎪

⎩

"
i
(

k2b − "
2
i
)

1−

2 , if |"i| ≥ Δ1

�1"i + �2"3i , if |"i| < Δ1
where 0 < 
 < 1 and Δ1 < kb is a small positive constant. �1 and �2 are defined as,

�1 =
(

Δ1sign("1)
)
−1 (k2b − Δ

2
1
)

1−

2 − �2Δ21

�2 =
sign("i)
2Δ31

(
 − 1)
(

Δ1sign("i)
)


[

(

k2b − Δ
2
1
)

1−

2 +

(

Δ1sign("1)
)2 (k2b − Δ

2
1
)− 1+
2

]

Substituting (24) into (23) yields,

V̇1 =
3
∑

i=1

"i
k2b − "

2
i

(

Φi�̇i + Ψi − Φi�̇di
)

= − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i (25)

1) For the case when |"i| ≥ Δ1, V̇1 holds,

V̇1 = − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"1+
i

k2b − "
2
i

(

k2b − "
2
i
)

1−

2

≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1

3
∑

i=1

(

log
k2b

k2b − "
2
i

)
1+

2

(26)

According to Lemma 2 and (25)-(26), we have,

V̇1 ≤ −2k1V1 − 2
1+

2 k'1V

1+

2

1 (27)
By retrospecting Lemma 4 and (27), the designed �̇i can guarantee the finite time convergent property of "i under thiscircumstance.
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2) For the case when |"i| < Δ1, V̇1 satisfies,

V̇1 = − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1�1
3
∑

i=1

"2i
k2b − "

2
i

− k'1�2
3
∑

i=1

"4i
k2b − "

2
i

≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1�1
3
∑

i=1
log

k2b
k2b − "

2
i

≤ − 2(k1 + k'1�1)V1 (28)
Then it concludes that "i is asymptotically stable.

Due to the implement of backstepping control, it should be emphasized that the construction of (24) is based on
the stability of the inner loop which means ! = !d0. However, the difference between ! and !d0 cannot be neglectedduring the attitude manipulation process.

Therefore, �̇ can be represented as,
�̇ =Φ−1

(

−k1" − Ψ − k'1'"
)

+ �̇d
=G(�)(!̃ + !d)

(29)

where '" = ['"1;'"2;'"3]. Consequently, an ideal virtual controller !d0 is chosen as,
!d0 = G−1(�)Φ−1

(

−k1" − Ψ − k'1'" + Φ�̇d
) (30)

By referring (29) and (30), (25) can be further rewritten as,

V̇1 =
3
∑

i=1

"i
k2b − "

2
i

(

Φi�̇i + Ψi − Φi�̇di
)

= − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

+ "TF (")ΦG(�)!̃ (31)
where F (") = diag{[1∕(k2b − "21); 1∕(k2b − "22); 1∕(k2b − "23)]}.Due to the implement of the command filter, the difference !Δ between the filtered signal !c and !d is defined as
!Δ = !c − !d . Then, (29) can be rewritten as,

�̇ = G(�)(!̄ + !d + !Δ) (32)
where !̄ = ! − !c . According to (32), (31) is represented as,

V̇1 = − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

+ "TF (")ΦG!̄ + "TF (")ΦG!Δ

(33)

Consequently, an adaptive fuzzy virtual controller is given as,

!d =G−1(�)Φ−1
[

−k1" − Ψ − k'1'" −
F (")
2�

" − Φ�̇d −
%̂F (")�
2�

"
]

(34)

̇̂% =
�1

∑3
i=1

"2i
(k2b−"

2
i )
2�

T
i �i

2�
− k%

(

2%̂ − l%
) (35)

where k%, �, �, l%, and �1 are positive scalars,� = diag{[�T1 �1;�T2 �2;�T3 �3]}. Defining % = max{‖%1‖2, ‖%2‖2, ‖%3‖2}and %̂ is the estimation of %. The detailed definitions for �i, and %i, i = 1, 2, 3 will be given in later part.
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For the inner loop, an auxiliary variable is constructed as,

Υ = !̄ +
J−1D�
�

− J−1D� (36)
Taking the time derivative for (36), it obtains,

Υ̇ =!̇ − !̇c − J−1D� + 2J−1Dg(�) + 2J−1Des(�)

+ J−1D� − J−1Dg(�) + J−1D�

= − J−1!×J! + J−1D� − J−1Dg(�) − J−1Des(�)

− !̇c − J−1D� + 2J−1Dg(�) + 2J−1Des(�)

+ J−1D� − J−1Dg(�) + J−1D� + J−1Td
= − J−1!×J! + J−1D� + J−1D�

+ J−1(Des(�) + Td) − !̇c (37)
Then another Lyapunov function V2 for the inner loop is chosen as,

V2 = V1 +
1
2
ΥTΥ (38)

Referring (37), the time derivative of (38) holds,

V̇2 = − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

+ "TF (")ΦG!̄ + "TF (")ΦG!Δ
+ ΥT

[

−J−1!×J! + J−1D� + J−1D� + J−1(Des(�) + Td) − !̇c
]

Then, the adaptive finite time controller �(t) is designed as,
� =D−1J

(

−k2Υ − k'2'Υ + !̇c + J−1!×J! − tanh(Υ∕z) ̂̄E
)

− � (39)
̇̄̂E =�2 tanh(Υ∕z)Υ − kE

(

2 ̂̄E − lE
)

(40)

where k2, �2, k'2, and kE are positive scalars. lE is a positive vector. ̂̄E is the estimation of Ē and the estimation
error ̃̄E is ̃̄E = Ē − ̂̄E. The definition for Ē will be given in later part. The nonlinear term 'Υ(Υ) is developed as,

'Υi(Υi) =

{

Υ
i , if |Υi| ≥ Δ2
�3Υi + �4Υ3i , if |Υi| < Δ2

where Δ2 is a positive scalar. �3 and �4 are selected as,

�3 =
3 − 

2

(

Δ2sign(Υi)
)
−1 , �4 =


 − 1
2

(

Δ2sign(Υi)
)
−3

Remark 7. The given �i, i = 1,… , 4 are used to guarantee continuous solutions to '", 'Υ and their derivatives '̇",
'̇Υ even though their forms are changed due to the different cases for " and Υ. Therefore, the switch terms '" and
'Υ can provide a smooth and continuous output. In addition, the smooth and continuous outputs for '" and 'Υ avoid
the chattering phenomenon when '" and 'Υ change their forms with respect to " and Υ. Invoking by the nonsingular
terminal sliding mode control method, the singular problem is also avoided. Comparing with the fractional form in
'" and 'Υ, the polynomial cases with cubic forms will not lead to the singular problem when " and Υ approach the
origin.
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Theorem 1. For the rigid satellite attitude system (1) and (2) with input delay and saturation, the tracking error �̃ and
!̄ are ultimately uniformly bounded by utilizing the proposed controller (34) and (39) while the predesigned output
constraints for �̃ and " are maintained. In addition, the convergent performances of �̃ and !̄ are categorized as follows,

• For the case when |"i| ≥ Δ1 and |Υi| ≥ Δ2, �̃ and !̄ can converge to the neighborhood of the origin within a
finite time.

• For other cases, �̃ and !̄ can asymptotically converge to the neighborhood of the origin.

Proof: Define the following Lyapunov function,

V1m = V1 +
1
2�1

%̃2

where %̃ = % − %̂. Considering (33)-(35), the time derivative of V1m satisfies,

V̇1m = − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

+ "TF (")ΦGΥ + "TF (")F̄

− "TF (")
(

F (")
2�

+
%̂F (")�
2�

)

" +
k%
�1
%̃%̂

− %̃

∑3
i=1

"2i
(k2b−"

2
i )
2�

T
i �i

2�
+
k%
�1
%̃
(

%̂ − l%
) (41)

where F̄ = ΦG
(

−J−1D�∕� + J−1D� + !Δ
). The following equality is valid with reference to Lemma 1,

F̄i = %Ti �i("i) + ℏi, i = 1, 2, 3

where F̄i is the ith element in F̄ . %i and �i are the weight vector and the fuzzy basis function vector, respectively. ℏiis the approximation error introduced by the FLS. In addition, it can be found that,
3
∑

i=1

"i
k2b − "

2
i

F̄i ≤
3
∑

i=1

"i
k2b − "

2
i

%Ti �i("i) +
3
∑

i=1

|"i|
k2b − "

2
i

|ℏi|

≤
3
∑

i=1

"2i
(k2b−"

2
i )
2 %�

T
i �i

2�
+
3�
2
+

3
∑

i=1

"2i
2�(k2b − "

2
i )2

+ 3
2
�ℏ2

where ℏ = max{|ℏ1|, |ℏ2|, |ℏ3|}.As for (k%∕�1)%̃%̂ and (k%∕�1)%̃
(

%̂ − l%
), it holds,

k%
�1
%̃%̂ =

k%
�1
%̃(% − %̃) ≤ −

3k%%̃2

4�1
+
k%%2

�1

k%
�1
%̃
(

%̂ − l%
)

≤ −
k%
2�1

%̃2 +
k%
2�1

(

% − l%
)2

Noting that 0 < 
 < 1, from [40], it concludes that,
(

k%%̃2

2�1

)
1+

2

−
k%%̃2

2�1
≤ 1
4
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Therefore, (41) satisfies,

V̇1m ≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i + "
TF (")ΦGΥ

+
3�
2
+

3
∑

i=1

"2i
2�(k2b − "

2
i )2

+ 3
2
�ℏ2 −

3
∑

i=1

"2i
2�(k2b − "i)

2

+
3
∑

i=1

"2i
(k2b−"

2
i )
2 %�

T
i �i

2�
−

3
∑

i=1

%̂"2i�
T
i �i

2�(k2b − "
2
i )2

− %̃

∑3
i=1

"2i
(k2b−"

2
i )
2�

T
i �i

2�

−
3k%%̃2

4�1
+
k%%2

�1
−

(

k%%̃2

2�1

)
1+

2

+ 1
4
+
k%
2�1

(

% − l%
)2

≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i −
3k%%̃2

4�1

+ "TF (")ΦGΥ −

(

k%%̃2

2�1

)
1+

2

+ ΔVm1 (42)

where ΔVm1 = 3�∕2 + 3�ℏ2∕2 + k%%2∕�1 + 1∕4 + k%∕(2�1)
(

% − l%
)2.

Then, constructing V2m as follows,

V2m = V1m +
1
2
ΥTΥ + 1

2�2
̃̄ET ̃̄E

By considering (42), the derivative for V2m holds,

V̇2m ≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

+ ΥTGTΦF (")" −
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

+ ΔVm1 +
1
�2

̃̄ET ̇̄̃E

+ ΥT
[

−J−1!×J! + J−1D� + J−1D� + J−1(Des(�) + Td) − !̇c
]

≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i −
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

+ ΔVm1 + ΥTE

+ ΥT
(

−J−1!×J! + J−1D� + J−1D� − !̇c
)

− 1
�2

̃̄ET
[

�2 tanh(Υ∕z)Υ − kE
(

2 ̂̄E − lE
)]

(43)

where E = GTΦF (")" + J−1(Des(�) + Td). According to Assumption 1, E is a bounded variable. By retrospecting
Lemma 3, it can be found that,

ΥTE ≤
3
∑

i=1
|Υi|Ēi ≤

3
∑

i=1

(

Υi tanh(Υi∕z)Ēi + kzzĒi
)

≤ ΥT tanh(Υ∕z)Ē +
3
∑

i=1
kzzĒi

= ΥT tanh(Υ∕z)Ē + ΔĒ (44)
Zepeng Zhou et al.: Preprint submitted to XXX Page 12 of 22



Submitted Manuscript

where z is a positive scalar and tanh(Υ∕z) = diag{[tanh(Υ1∕z); tanh(Υ2∕z); tanh(Υ3∕z)]}. Ēi is the upper bound forthe ith element in E and Ē = [Ē1; Ē2; Ē3]. Substituting (39) and (44) into (43), it obtains that,

V̇2m ≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

−
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

+ ΔVm1 − k2ΥTΥ

− k'2ΥT'Υ + ΔĒ +
kE
�2

̃̄ET ̂̄E +
kE
�2

̃̄ET
(

̂̄E − lE
)

(45)

Similarly to the previous deduction, we have,
kE
�2

̃̄ET ̂̄E ≤ −
3kE
4�2

3
∑

i=1

̃̄E2i +
3
∑

i=1

kE
�2
Ē2i

= −
3kE
4�2

̃̄ET ̃̄E +
kE
�2
ĒT Ē

kE
�2

̃̄ET
(

̂̄E − lE
)

≤ −
kE
2�2

̃̄ET ̃̄E +
kE
2�2

(

Ē − lE
)T (Ē − lE

)

−
kE
2�2

̃̄ET ̃̄E ≤
3
∑

i=1
−
(

kE
2�2

̃̄E2i

)
1+

2
+ 3
4

= −
(

kE
2�2

̃̄ET ̃̄E
)

1+

2
+ 3
4

Furthermore, (45) can be formulated as,

V̇2m ≤ − k1
3
∑

i=1

"2i
k2b − "

2
i

− k'1

3
∑

i=1

"i
k2b − "

2
i

'"i

−
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

− k2ΥTΥ − k'2ΥT'Υ

−
3kE
4�2

̃̄ET ̃̄E −
(

kE
2�2

̃̄ET ̃̄E
)

1+

2
+ ΔVm2 (46)

where ΔVm2 = ΔVm1 + ΔĒ + (kE∕�2)ĒT Ē + 3∕4 + (kE∕(2�2))
(

Ē − lE
)T (Ē − lE

).
1) For the case when |"i| ≥ Δ1 and |Υi| ≥ Δ2, (46) holds,

V̇2m ≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1

3
∑

i=1

(

log
k2b

k2b − "
2
i

)
1+

2

−
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

− k2ΥTΥ − k'2(ΥTΥ)
1+

2

−
3kE
4�2

̃̄ET ̃̄E −
(

kE
2�2

̃̄ET ̃̄E
)

1+

2
+ ΔVm2

≤ − k3V2m − k4V
1+

2

2m + ΔVm2 (47)
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where k3 = min
{

2k1, 2k2, 3k%∕2, 3kE∕2
} and k4 = min

{

2
1+

2 k'1, 2

1+

2 k'2, k

1+

2
% , k

1+

2
E

}

.
According to Proposition 1, we note that V2m converges to V2m ≤ ΔVm2

(1−c)k3
within a finite time and 0 < c < 1.

Therefore, it indicates that,

|"i| ≤

√

1 − exp
(

−
2ΔVm2
(1 − c)k3

)

, i = 1, 2, 3

|%̃| ≤

√

2�1ΔVm2
(1 − c)k3

, ‖Υ‖ ≤

√

2ΔVm2
(1 − c)k3

, ‖

̃̄E‖ ≤

√

2�2ΔVm2
(1 − c)k3

In addition, the reaching time Treacℎ for this case is as,

Treacℎ ≤ 2
ck3 (1 − 
)

log
ck3V

1−

2

2m (0) + k4
k4

2) For the case when |"i| < Δ1 and |Υi| < Δ2, (46) holds,

V̇2m ≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1�1
3
∑

i=1
log

k2b
k2b − "

2
i

−
3k%%̃2

4�1

− k2ΥTΥ − k'2�3ΥTΥ −
3kE
4�2

̃̄ET ̃̄E + ΔVm2

≤ − k5V2m + ΔVm2 (48)
where k5 = min

{

2(k1 + k'1�1), 2(k2 + k'2�3), 3k%∕2, 3kE∕2
}.

According to Gronwall’s Inequality, it concludes that,

V2m ≤
(

V2m(0) −
ΔVm2
k5

)

exp(−k5t) +
ΔVm2
k5

The boundary sets for tracking errors and other variables are shown as,

|"i| ≤

√

1 − exp
(

−2
(

V2m(0) −
ΔVm2
k5

)

exp(−k5t) − 2
ΔVm2
k5

)

, i = 1, 2, 3

|%̃| ≤

√

2�1

[(

V2m(0) −
ΔVm2
k5

)

exp(−k5t) +
ΔVm2
k5

]

‖Υ‖ ≤

√

2
[(

V2m(0) −
ΔVm2
k5

)

exp(−k5t) +
ΔVm2
k5

]

‖

̃̄E‖ ≤

√

2�2

[(

V2m(0) −
ΔVm2
k5

)

exp(−k5t) +
ΔVm2
k5

]

3) For the case when |"i| ≥ Δ1 and |Υi| < Δ2, (46) holds,

V̇2m ≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1

3
∑

i=1

(

log
k2b

k2b − "
2
i

)
1+

2

−
3k%%̃2

4�1
−

(

k%%̃2

2�1

)
1+

2

− k2ΥTΥ
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− k'2�3ΥTΥ −
3kE
4�2

̃̄ET ̃̄E + ΔVm2

≤ − k6V2m + ΔVm2 (49)
where k6 = min

{

2k1, 2(k2 + k'2�3), 3k%∕2, 3kE∕2
}. Similarly, the variables hold the same forms of the tolerance

boundary in Case 2 with different gain parameters.
4) For the case when |"i| < Δ1 and |Υi| ≥ Δ2, (46) has the similar solution in (49).

V̇2m ≤ − k1
3
∑

i=1
log

k2b
k2b − "

2
i

− k'1�1
3
∑

i=1
log

k2b
k2b − "

2
i

−
3k%%̃2

4�1

− k2ΥTΥ − k'2
(

ΥTΥ
)

1+

2 −

3kE
4�2

̃̄ET ̃̄E + ΔVm2

≤ − k7V2m + ΔVm2 (50)
where k7 = min

{

2(k1 + k'1�1), 2k2, 3k%∕2, 3kE∕2
}. In addition, the tolerance boundaries for the variables hold the

same forms like Case 2 with different gain parameters.
According to the previous four cases, the tracking error �̃ and !̄ are forced to converge to the neighborhood of the

origin. The main difference between these cases is that the finite time convergence can be guaranteed only in Case 1
while the asymptotical convergence is maintained for Case 2-4.

□

Remark 8. Although (47)-(50) provide an ultimately uniformly bounded result, the solutions set for "i, %̃,Υ and ̃̄E can
be small enough by selecting proper control parameters with respect to different cases ofΔ1 andΔ2. In other words, "i,
%̃, Υ and ̃̄E can be forced to converge to an arbitrarily small neighborhood of the origin and the finite time convergence
can be ensured for a certain case. In order to accelerate the convergent process, Δ1 and Δ2 can be chosen small such
that the occurrence possibility for Case 1 can be increased. However, there exists a tradeoff for the selections of Δ1and Δ2 when considering the singularity problem. Therefore, the proper selections of Δ1 and Δ2 are based on the
designer’s demands on the time response and the output performance.
Remark 9. In this control strategy, a novel BLF-based PPC control framework is constructed. In many existing BLF
researches, the boundary constraint is usually set for the tracking error. As for the wildly used PPC approaches, they
focus on the constraint on the tracking error while the constraint for the unconstrained variable is not considered. For
this research, the constrained variable in BLF is transformed into the unconstrained variable "(t) produced by the PPC
method. Therefore, the constraints for both the tracking error �̃(t) and the transformed error "(t) are considered in the
novel BLF-based PPC control framework.
Remark 10. Formany existing BLFmethods, theymay only provide the asymptotical result for the proposed controller
design. By designing the switch terms'" and'Υ in the virtual and actual controller, the finite time convergent property
for the proposed method can be guaranteed for a certain case. In addition, due to the implement of '" and 'Υ, thesingularity problem in [42, 43] can be avoided when '" and 'Υ approaches the origin.

5. Simulation
In order to exemplify the effectiveness of the proposed control strategy, some simulation results are given in this

section. A classical adaptive backstepping controller in [44] is also considered. The aims of the simulation results
involve the demonstrations of the impact caused by time delay and input saturation under the constraint for the attitude
tracking error. During the simulation, the inertial matrix is chosen as J = [20, 1.2, 0.9; 1.2, 17, 1.4; 0.9, 1.4, 15]kg ⋅
m2 and the desired attitude �d is set as �d = [0; 0; 0] while the initial attitude states for � and ! are selected as
�(0) = [−0.2; 0.3; −0.3] and !(0) = [0; 0; 0]rad∕s respectively. The control allocation matrix D is D = I3. The
maximum control torque provided by each actuator is umax = 1Nm. The external disturbance is assumed as Td =
0.01 × [−3 sin(0.03t); cos(0.05t); 2 sin(0.02t)]Nm. The time delay � is set as � = 0.01s.

The parameters of the proposed control approach are given in Table. 1. As for the parameters in [44], they are
chosen on the basis of trial and error time response such that the controller performance in [44] has the nearly identical
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Table 1
Parameters for the proposed control strategy

Module Parameters
PPC-BLF �(0) = 0.5, �∞ = 0.01, l = 3, tf = 30s, i1 = 5,

i2 = 2, i3 = 3, i4 = 5, i5 = 3, i6 = 2,
&i1 = 0.1, &i2 = 0.2, i = 1, 2, 3, kb = 1

Virtual k1 = 0.2, k'1 = 0.01, � = 10, � = 1, 
 = 0.8,
Controller l% = 0.01, �1 = 0.5, k% = 5, Δ1 = 0.15
Controller k2 = 0.8, z = 0.01, k'2 = 0.01, �2 = 5,

kE = 0.05, lE = [1; 1; 1], Δ2 = 0.05
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Figure 2: The output of the transformed error "

time responses of the proposed control approach in this paper. The time response of the transformed error " is depicted
in Fig. 2. It shows that by integrating the criteria of the BLF, the given control strategy can guarantee the variance for
the transformed error " provided by the PPC. Even more, there is no overshoot for the time response of " during the
stabilization process. As a result, this also ensures the non-overshoot time responses of the attitude tracking error �̃
and the response of �̃ is forced to converge to the origin unilaterally along the given PPC boundary. In addition, this
statement is validated by Fig. 3. The upper bound for the attitude tracking error �̃ is represented as PUB while the
lower bound is denoted as PLB. From Fig. 3, it can be seen that the attitude tracking error can converge to the origin
swiftly and the performance constraint marked with red lines is kept from the beginning. Apart from this, the time
performance of the control strategy in [44] which is denoted as M2 is revealed with the black dashed line. It shows that
the time response of M2 is free from the overshoot as well and demonstrates comparable robustness with respect to the
external disturbance. However, the system response of [44] surpasses the boundary constraint and it takes more time
to stabilize the tracking error when compared to the proposed control strategy in this research. The time response of
! is depicted in Fig. 4. Although the peak of ! for the proposed method is larger than the one of M2, it can be viewed
as a concede for the swift time response. In addition, the larger ! also ensures the prescribed output constraint for �̃.

The control inputs of the proposed method and the approach in [44] are illustrated in Fig. 5. For the normal
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Figure 3: The time response of �̃

controller in [44], it can be seen from [44] that the input delay leads to the chattering phenomenon. This phenomenon
degrades the control performance during the attitude tracking process. On the other hand, by taking the input delay
into consideration, the proposed method avoids the chattering phenomenon. Due to the implement of the auxiliary
system, the control input of the system is continuous as shown in Fig. 6 while the right side of Fig. 6 indicates that
the control saturation occurs during this time interval whereas the control signal is continuous before and after the
occurrence of the input saturation. As for the attitude �, the trajectory of � is given in Fig. 7 where its initial value is
marked with red dot. It shows that � can converge to the origin marked with blue color smoothly.

6. Conclusion
In this paper, the robust output constraint control strategy is proposed along with the input saturation and input

delay. The BLF and the PPC methods are implemented such that the proposed control approach can constrain not only
the attitude tracking error but also the transformed error generated by the PPC method. The input delay is addressed by
the Pade approximation. On account of the auxiliary dynamic system, the impact caused by input saturation is offset.
The proposed auxiliary system provides a simpler and reliable way to investigate the controller design compared to
the mean value-based method and the Nussbaum function approach. In addition, the switching terms in the controller
can guarantee a continuous control input and the stabilization for the tracking error. The future work will focus on the
event-triggered methodology design on the basis of the BLF-PPC approach.
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Appendix
This appendix is focused on verifying the smoothness of '� and 'Υ in (24) and (39) when the cases are changed.

Firstly, for '"i ("i), two main scenarios are considered, namely, "i approaching Δ1 and −Δ1. When "i = Δ1, we have,

'"i ("i) = Δ
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When "i < Δ1 and "i approaches Δ1, it can obtain that,
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Therefore, the smoothness of '"i ("i) is guaranteed when "i approaches Δ1 and this result can be applied to the case
when "i approaches −Δ1.Similar to the above deduction, the smoothness of 'Υi(Υi) is analyzed when 'Υi(Υi) approaches Δ2 and −Δ2.
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Figure 5: The time response of the control input

When Υi = Δ2, it has that 'Υi(Υi) = Δ
2 and '̇Υi(Υi) = 
Δ
−12 . When Υi < Δ2 and Υi approaches Δ2, we can have,
lim
Υi→Δ2

'Υi(Υi) = �3Δ2 + �4Δ32 = Δ


2

lim
Υi→Δ2

'̇Υi(Υi) = �3 + 3�4Υ2i = 
Δ

−1
2

As a result, the smoothness is guaranteed when the cases are switched with respect to Υi.
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