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ABSTRACT
We perform an analysis in harmonic space of the Dark Energy Survey Year 1 Data (DES-Y1) galaxy clustering photometric data
using products obtained for the real-space analysis. We test our pipeline with a suite of lognormal simulations, which are used to
validate scale cuts in harmonic space as well as to provide a covariance matrix that takes into account the DES-Y1 mask. We then
apply this pipeline to DES-Y1 data taking into account survey property maps derived for the real-space analysis. We compare
with real-space DES-Y1 results obtained from a similar pipeline. We show that the harmonic space analysis we develop yields
results that are compatible with the real-space analysis for the bias parameters. This verification paves the way to performing a
harmonic space analysis for the upcoming DES-Y3 data.

Key words: cosmology: observations – large-scale structure of Universe.

1 IN T RO D U C T I O N

Cosmology has matured into a precision, data-driven science in the
last couple of decades. An immense amount of data from different
observables, including the detailed study of the cosmic microwave
background, the abundance of light elements, the detection of
thousands of Type Ia supernovae and the distribution of galaxies
and their shapes as measured in large galaxy surveys has confirmed
the standard spatially flat �CDM cosmological model (e.g. Frieman,
Turner & Huterer 2008). There are, however, some tensions among
some of these observables that, if they stand, can point to important
modifications in our understanding of the universe (Verde, Treu &
Riess 2019). Therefore, the testing of the standard cosmological
model and the search for new phenomena continue with new data
and improved analysis methods.

� E-mail: felipe.andrade-oliveira@unesp.br

The main cosmological analysis of several recent galaxy surveys
uses the measurement of two-point correlation functions (or power
spectra) of observables, such as galaxy clustering and cosmic shear,
as inputs to the estimation of cosmological parameters of a given
model in a likelihood framework. The use of a joint combination
of these two-point correlations is conventionally called the ‘3 ×
2-point’ analysis including galaxy–galaxy, galaxy–galaxy lensing,
and galaxy lensing–galaxy lensing (shear) two-point correlations.
These analyses can be performed in real-space with the angular
correlation functions or in harmonic space with the angular power
spectra. There are advantages and disadvantages in both approaches.
For an idealized full-sky survey, the harmonic modes are independent
on linear scales and the covariance matrices are diagonal. This is
not the case in real space, where the angular correlation function
presents large correlations at different angular scales. For realistic
surveys, however, the effect of the survey mask introduces mode
coupling that makes the analyses more convoluted and the real-space
measurements are in general more amenable to the presence of the
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mask. In principle the data contains the same amount of information
whether it is analysed in real or harmonic space if all modes or scales
are included but in reality differences may arise due to finite survey
area and the different, independent methods that are used (e.g. the
definition of scale cuts).

The Dark Energy Survey (DES1) used photometric redshift mea-
surements to perform tomographic real-space analyses of galaxy
clustering (Elvin-Poole et al. 2018), cosmic shear (Troxel et al. 2018),
and galaxy–galaxy lensing (Prat et al. 2018), culminating in a joint
3 × 2-point analysis (Abbott et al. 2018) for its first year of data
(DES-Y1). The only harmonic space analysis from DES-Y1 data so
far was the study of baryon acoustic oscillations (Abbott et al. 2019b;
Camacho et al. 2019).

Other photometric surveys have recently presented results in
harmonic space. The Kilo-Degree Survey (KiDS2) has presented a
harmonic- and real- space analysis of cosmic shear (Köhlinger et al.
2017) and 3 × 2-point analysis also in harmonic space in combination
with different data sets (van Uitert et al. 2018; Heymans et al. 2020).
Balaguera-Antolı́nez et al. (2018) investigated the clustering in
harmonic space in the local Universe using the 2MASS Photometric
Redshift catalogue (2MPZ; Bilicki et al. 2014). The Subaru Hyper
Suprime-Cam (HSC3) has performed a cosmic shear analysis from
its first year of data both in harmonic (Hikage et al. 2019) and real-
space (Hamana et al. 2020). Recently, Nicola et al. (2020) undertook
an independent investigation of the galaxy clustering in harmonic
space using HSC public data.

We should also mention that in spectroscopic surveys the clus-
tering analyses are performed in three dimensions, since they have
access to more reliable spectroscopic redshift measurements. The
most recent results come from the completed Sloan Digital Sky
Survey IV (SDSS-IV) extended Baryon Oscillation Spectroscopic
Survey, eBOSS4 (eBOSS Collaboration 2020) using both the two-
point correlation function (Tamone et al. 2020; Bautista et al. 2021;
Hou et al. 2021) and the power spectrum (de Mattia et al. 2020;
Gil-Marı́n et al. 2020; Neveux et al. 2020) for different tracers
(luminous red galaxies, emission line galaxies, and quasars). In
addition, two-dimensional angular clustering analysis with SDSS
data were also performed with the DR12 data, using both the angular
correlation function (Salazar-Albornoz et al. 2017) and the angular
power spectrum (Loureiro et al. 2019).

We perform an analysis in harmonic space of galaxy clustering
from DES-Y1 data using the galaxy sample and the survey systematic
maps with the corresponding weights from the real-space analysis
(Elvin-Poole et al. 2018). In order to compare the harmonic space
analysis with the real space one we adopt the same fiducial cosmology
used in Elvin-Poole et al. (2018), namely a flat �CDM model with
cosmological parameters �m = 0.276, h0 = 0.7506, �b = 0.0531,
ns = 0.9939, As = 2.818378 × 10−9, and �νh2 = 0.00553. This
will be referred to as DES-Y1 cosmology. In this cosmology the
amplitude of perturbations is fixed at σ 8 = 0.83. Our main goal is to
develop and test the tools for the harmonic space analyses of galaxy
clustering, demonstrating the compatibility with the DES-Y1 results
in real space.

This paper is organized as follows. In Section 2, we describe
the theoretical modelling of the angular power spectrum, presenting
in Section 3 the pseudo-C� method used to measure the angular

1www.darkenergysurvey.org
2kids.strw.leidenuniv.nl
3hsc.mtk.nao.ac.jp/ssp
4www.sdss.org/surveys/eboss/

power spectrum in a masked sky. Section 4.1 details the generation
of lognormal mocks. The results of measurements of the galaxy
clustering in the mocks are shown in Section 4.2 and different
covariance matrices are compared in Section 5. The pipeline that
we develop for the estimation of parameters from the angular power
spectrum is presented in Section 6 where we discuss the adopted
scale cuts and it is applied on the mocks in 7. Finally, Section 8
shows our results on DES-Y1 data and we present our conclusions
in Section 9.

2 TH E O R E T I C A L M O D E L L I N G

The starting point of the modelling of the galaxy angular power
spectrum is the 3D nonlinear matter power spectrum P(k, z) at a
given wavenumber k and redshift z. The matter power spectrum may
be obtained from public available Boltzmann solvers, e.g. CAMB5 or
CLASS,6 in order to calculate the linear power spectrum and the late-
time nonlinear power spectrum with the HALOFIT fitting formula
(Smith et al. 2003) in its updated version (Takahashi et al. 2012). The
galaxy angular power spectrum function can then be derived from
this 3D power spectrum in the Limber approximation (Limber 1953;
LoVerde & Afshordi 2008) as (e.g. Krause et al. 2017):

C
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where χ is the comoving radial distance, i and j denote different
combinations of photometric redshift bins and the radial weight
function for clustering qi

g is given by

qi
g(k, χ ) = bi(k, z(χ )) ni

g(z(χ ))
dz

dχ
. (2)

Here H0 is the Hubble parameter today, �m the ratio of today’s matter
density to today’s critical density of the universe, z(χ ) is the redshift
at comoving distance χ and bi(k, z) is a scale and redshift-dependent
galaxy bias. Furthermore, ni

g(z) denote the redshift distributions of
the DES-Y1 lens galaxies, normalized such that∫

dz ni
g(z) = 1 . (3)

Here we assume a simple linear bias model, constant for each red-
shift bin, i.e. bi(k, z) = bi, as was adopted in all the fiducial analyses
of the first year of DES data. To be consistent with the configuration-
space analysis, our model assumes the Limber approximation and
neglects redshift-space distortions terms following Elvin-Poole et al.
(2018). The validity of these assumptions for the DES-Y1 analysis
choices were addressed in Krause et al. (2017) as a stress-test for the
baseline model. The test was performed by generating a theory data
vector without relying on the Limber approximation and properly
including redshift-space distortion terms that was then analysed
using the baseline choices for the DES-Y1 pipeline. Fig. 8 in Krause
et al. (2017) demonstrates that the effect of the assumption of this
approximation is negligible for recovering �m and S8 parameters for
�CDM and w for wCDM.

The largest scale considered in the configuration space analysis
was θmax = 250

′
. In order to make our analysis consistent with this

5camb.info
6www.class-code.net
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result, we translate this scale to an �min ∼π/θmax = 43. We study the
small-scale cuts in harmonic space in Section 6.2.

When comparing with data, the angular power spectrum C(�)
should be binned in a given set of multipole ranges ��. This binning
and the effect of the mask will be discussed in Section 3.

The galaxy angular correlation function w(θ ) can be computed
from the angular power spectrum in the flat-sky approximation as

w(θ )ij =
∫

d��

2π
J0(�θ )Cij

δgδg
(�), (4)

where J0 is the zeroth-order Bessel function of the first kind.

3 ES T I M ATO R S FO R T WO - P O I N T G A L A X Y
C L U S T E R I N G C O R R E L AT I O N S

In this section, we present the estimators used for the measurements
of the two-point galaxy power spectrum and angular correlation
functions. Our starting point is the fluctuation in the number density
of galaxies in the direction n̂ with respect to the average number
density in the observed sample defined as

δg(n̂) = ng(n̂) − n̄g

n̄g

. (5)

In full sky, the fluctuation in the number density in a given position
on the sphere δg(n̂) can be expanded in spherical harmonics Y�m(n̂)
as

δg(n̂) =
∑
�,m

a�mY�m(n̂). (6)

The angular power spectrum C� is defined as〈
a�′m′a∗

�m

〉 = δ�′,�δm′,mC�. (7)

The angular power spectrum can be estimated as

Ĉ� = 1

2� + 1

∑
m

|a�m|2. (8)

However, when the survey does not cover the full sky, the procedure
above can still be carried out but it would result in the so-called
pseudo-C�, denoted by C̃�. In partial sky, the spherical harmonics
are not orthogonal anymore and a mixture of � modes contributes to
the true power spectrum. The survey area is characterized by a mask
that gives weights to the different regions of the survey. We use the
pseudo-C� method developed in Hivon et al. (2002) and implemented
in code NaMaster 7 (Alonso et al. 2019) to recover the true C�’s
by means of the so-called coupling matrix M

C̃� =
∑

�′
M�′�C�′ . (9)

The coupling matrix is solely determined by the survey mask and
can be computed numerically in terms of Wigner 3j symbols by
NaMaster. One needs to invert the coupling matrix or alternatively
to forward-model the pseudo-C� to use in a likelihood analyses. We
will use the former approach. In general, the loss of information due
to the masked data makes it impossible to invert the coupling matrix
(Alonso et al. 2019). A usual strategy to circumvent this difficulty is
to bin the pseudo-C� into bandpowers.

We will model the angular power spectrum with a given binning
of �’s and denote the binned angular power spectrum by Cq, where
q defines a range of �’s, {�1

q , �
2
q , . . . , �

nq
q }, and nq is the number of

7github.com/LSSTDESC/NaMaster

modes grouped in that particular bin. The binned pseudo-C� in a bin
q can be written as

C̃q =
∑
�∈q

w�
qC̃�, (10)

where w�
q is a weight for each �-mode normalized as

∑
�∈q w�

q = 1.
Unless otherwise stated we will adopt equal weights. The binned
angular power spectrum is given by

C̃q =
∑
q ′

Mqq ′Cq ′ , (11)

where the binned coupling matrix is written as

Mqq ′ =
∑
�∈q

∑
�′∈q ′

w�
qM�′�. (12)

Inverting the binned coupling matrix is numerically more stable
compared to the unbinned matrix.

The theoretical prediction for the binned power spectrum should
be corrected as (Alonso et al. 2019)

Cth
q =

∑
l

Fq�C
th
� , (13)

where the filter matrix F is given by

Fq� =
∑
qq ′

M−1
qq ′

∑
�′∈q ′

w�′
q ′M�′�. (14)

We also estimate the two-point angular correlation function w(θ )
between the galaxy distribution in 2 directions separated by an angle
θ

w(θ ) = 〈δg(n̂ + θ̂ )δg(n̂)〉, (15)

where θ is the angle between directions n̂ and n̂ + θ̂ .
The effect of the partial sky is taken into account by computing

correlations of galaxies in the actual catalogue and also from a
random catalogue within the survey area.

We use the Landy–Szalay estimator (Landy & Szalay 1993) to
estimate the galaxy clustering correlation function in a given angular
bin [θ1, θ2] as

ŵ[θ1, θ2] = DD[θ1, θ2] − 2DR[θ1, θ2] + RR[θ1, θ2]

RR[θ1, θ2]
, (16)

where, for the angular bin, DD[θ1, θ2] is the number of pairs of
galaxy, RR[θ1, θ2] is the (normalized) number of pairs of random
points sampling uniformly the survey footprint, and DR[θ1, θ2] is
the (normalized) number of galaxy-random-point pairs. In order to
reduce the shape noise, the number density of random points nr is
set to be much larger than the number density of observed galaxies
ng. In this case, RR and DR are respectively rescaled by the factors
(ng/nr)2 and (ng/nr).

4 D E S - Y 1 MO C K S

4.1 Description of the mocks

We use a suite of 1200 lognormal simulations generated using the
Full-sky Lognormal Astro-fields Simulation Kit (FLASK8) (Xavier,
Abdalla & Joachimi 2016) for the DES-Y1 analyses with resolution
Nside=4096. The input matter angular power spectra were computed
using CosmoLike (Krause & Eifler 2017) with a flat �CDM model

8www.astro.iag.usp.br/∼flask

MNRAS 505, 5714–5724 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/505/4/5714/6296446 by U
niversity C

ollege London user on 23 August 2021

https://github.com/LSSTDESC/NaMaster
https://www.astro.iag.usp.br/~flask


Galaxy clustering in harmonic space - DES-Y1 5717

Figure 1. Measured galaxy clustering angular power spectra on the 1200
DES-Y1 FLASK mocks. We show the mean of the noise subtracted mea-
surements along the mock realizations with the 1σ dispersion (black dots),
the unbinned theoretical input for the realizations (red line) and the estimated
binned noise (dot-dashed blue line) for the five photometric redshift bins.

with the following parameters (which we call FLASK cosmology):
�m = 0.285, �b = 0.05, σ 8 = 0.82, h = 0.7, ns = 0.96, and

∑
mν =

0.
Galaxy maps were generated in five photometric redshift (zph)

bins, with ranges (0.15–0.3), (0.3–0.45), (0.45–0.6), (0.6–0.75), and
(0.75–0.9), and with redshift distributions given in Elvin-Poole et al.
(2018). The average number density of objects in each tomographic
bin are: 0.01337, 0.03434, 0.05094, 0.03297, and 0.00886 arcmin−2.
We also adopted a linear bias model with a fixed value for each
redshift bin given by b = 1.45, 1.55, 1.65, 1.8, and 2.0, respectively.

4.2 Measurements on DES-Y1 mocks

The measurements of the angular power spectrum for the 1200 mocks
were performed using NaMaster, as described in Section 3. We
measured pseudo-C�’s in 20 logarithmic bins with �min = 30, �max =
3000 and a resolution of Nside=2048. The DES-Y1 mask was used
to compute the coupling matrix to obtain the binned C�’s.

In order to obtain a clean measurement of the clustering signal, we
subtracted a noise term assumed to be purely Poissonian. For that,
we follow the analytical derivation in Alonso et al. (2019) for the
shot noise in the pseudo-C� measurement, fsky/n̄

i
g , where fsky is the

covered fraction of the sky, defined by the angular mask, and n̄i
g the

angular density of galaxies in the i-th tomographic redshift bin in
units of inverse steradians. Here we use the input average density of
galaxies for each redshift bin i for all mocks.

In Fig. 1, we show the average of the 1200 shot-noise subtracted
measurements of the auto (same redshift bin) angular power spectrum
and compare them with the un-binned input C�’s demonstrating good
agreement.

However, one can notice that the first bin in � lies systematically
higher than the theoretical input in all five redshift bins. The reason
is that the input C�’s are not binned (we show the value of C� at
the centre of the bin). We show in Fig. 2 that properly taking into
account binning in the theoretical input C�’s via equation (13) affects
only the largest scales and it actually improves the agreement of the
first bin. Since these scales will not be considered we will use in the
following the theoretical C�’s computed at the centre of the bins in
order to increase the computational speed of the likelihood analysis.

The measurements of the real-space correlation function w(θ )
used in this work were performed on the same mocks using the
code TreeCorr (Jarvis, Bernstein & Jain 2004) with the parameter
binslop set to 0.1 and the Landy–Szalay estimator (Landy & Szalay
1993).

Figure 2. Difference between the interpolated theoretical C� evaluated at the
centre of the bin and the properly binned theoretical prediction measured in
terms of its standard deviation for the five redshift bins. The grey regions are
the ones excluded by the physical scale cuts (see Section 6).

5 C OVA R I A N C E M AT R I X

We use these measurements on the 1200 mocks to estimate a
sample covariance matrix for the angular power spectrum, properly
taking into account the Hartlap correction factor (Hartlap, Simon &
Schneider 2007) for its associated precision matrix. We compare
the FLASK covariance matrix with an analytical one generated
using CosmoLike with FLASK cosmology which includes non-
Gaussian contributions and the mask is treated using the so-called
fsky approximation.

We also produced a theoretical covariance matrix using an adapted
version of the public code CosmoCov9 (Fang, Eifler & Krause
2020) based on CosmoLike framework (Krause & Eifler 2017),
with configurations consistent with the Y1 3x2pt analyses. This
theoretical covariance includes non-Gaussian contributions given by
the trispectrum and the supersample covariance. However, it does
not contain the effect of the mode coupling induced by the angular
mask and also it does not introduce a bandpower binning.

The covariance matrix obtained from lognormal distributions (with
its shift parameter fixed by matching perturbation theory predictions
for the reduced skewness of the projected density bins at a fiducial
smoothing scale of 10 Mpc h−1 (see, e.g. Friedrich et al. 2018)
has been shown to yield accurate results for DES-Y1 (Krause et al.
2017) and DES-Y3 (Friedrich et al. 2020) two-point observables.
Furthermore, it was shown in Friedrich et al. (2020) that the non-
connected part of the covariance matrix does not cause significant
bias in a cosmological analysis. The main purpose of using these
simulations is to have a proper account of the survey geometry in the
covariance matrix.

A comparison of the CosmoLike and Flask correlation matrices is
shown in Fig. 3 (we have also produced a Gaussian covariance matrix
that takes into account the DES-Y1 survey mask using NaMaster
obtaining similar results). As expected, the FLASK covariance is
much noiser than the analytical one. However, we will show in
the next section that the impact of these differences in parameter
estimation will be negligible after applying scale cuts.

Given the fact that the FLASK covariance is more realistic, taking
into account, by construction, the mode coupling from angular

9https://github.com/CosmoLike/CosmoCov
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Figure 3. Correlation matrices from the FLASK mocks (lower right triangle)
compared to the analytical matrix from CosmoLike using the FLASK
cosmology.

masking and proper bandwidth binning, we will be using it as our
default choice.

6 A NA LY SIS PIPELINE AND SCALE CUTS

6.1 Analysis pipeline

We have developed a pipeline for estimating parameters from the
galaxy angular power spectrum based on CosmoSIS (Zuntz et al.
2015) using the MultiNest sampler (Feroz, Hobson & Bridges
2009; Feroz et al. 2019). We also use the existing DES-Y1 3 × 2-
point CosmoSIS pipeline for the angular correlation function in order
to compare our results. In order to explore the parameter space, we
compute the Likelihood, defined as10

− 2 logL( 	p) ≡ χ2 =
∑

ij

(Di − C�i( 	p)) Cov−1
ij (Dj − C�j ( 	p));

(17)

where C�i is the predicted value at the effective �i, Di is the measured
data point and Cov is the covariance matrix used in the analysis.
Finally, in the scenarios analysed in this work, the best-fitting set of
parameters was found using the MINUIT2 routine (James & Roos
1975).

In this section, we test this pipeline for the average of the FLASK
realizations and also for one particular realization. We also study the
effect of different scale cuts on the angular power spectrum and use
our mocks to determine the scale cuts we will use in the DES-Y1
data.

Our goal is to compare our results to previous DES-Y1 results
which focused on the estimate of the galaxy bias parameters bi,
or more precisely on the amplitude of perturbations given by biσ 8.
Therefore, we will also concentrate on these quantities.

10We assume here a Gaussian likelihood, as justified by the results of
Section 7. Although this is not strictly correct for a covariance matrix
obtained from mocks (Sellentin & Heavens 2015), it was shown to be a good
approximation in realistic cases (Lin et al. 2020). In addition, we have also
run chains with a t-distribution likelihood and found negligible differences.

We will run two types of nested sampling chains, depending on the
parameters allowed to change: ‘quick’ chains with only the five bias
parameters changing, ‘DES-Y1’ chains with all 10 nuisance (biases
and redshift uncertainties characterized by a shift parameter in the
mean of the distribution for each redshift bin). All runs in this section
adopt the FLASK cosmology described in Section 4.1.

6.2 Scale cuts

The DES-Y1 analyses defined a scale cut corresponding to a single
comoving scale of R = 8 h−1Mpc to ensure that the linear bias model
does not bias the estimation of the cosmological parameters in Elvin-
Poole et al. (2018). This corresponds to values of θ i

min = R/χ (〈zi〉)
given by 43, 27, 20, 16, and 14 arcmin for the five redshift bins with
DES-Y1 cosmology. The maximum values are set to θmax = 250

′
for

all bins.
There is no unique and rigorous way to translate the scale cut in

real space to harmonic space and we will test two different relations.
We first use a simple relation � = π /θ to convert the scale cuts
from configuration space to harmonic space and refer to it as ‘naive
scale cuts’. This procedure results in the following values for �max:
251, 400, 540, 675, and 771 for the five redshift bins for DES-Y1
cosmology and �min = 43 for all bins.

We also use what we call ‘physical scale cuts’, obtained from a
hard cut on the comoving Fourier mode kmax = 1/R related to the
minimum comoving scale R = 8 h−1 Mpc. This cut is translated to an
angular harmonic mode on each tomographic bin using the Limber
relation �max = kmax × χ (〈zi〉), where 〈zi〉 = ∫

zn(z) dz/
∫

n(z) dz is
the mean redshift for the ith tomographic bin of the analysis and χ (z)
the comoving distance computed on the fiducial cosmology of the
analysis. Similar approaches were taken in Nicola et al. (2020) and
Doux et al. (2020). We fix kmax = 0.125 h Mpc−1, which yields �max

= 80, 127, 172, 215, and 246 for the five redshift bins for DES-Y1
cosmology. We checked these cuts do not change significantly when
using a FLASK cosmology. We also keep �min = 43 for all bins based
on the impact of binning for our modelling.

In order to verify whether these scale cuts are effective to mitigate
the effects of nonlinear bias we perform a simple χ2 test comparing
two data vectors: a fiducial data vector generated with a linear bias
and a data vector contaminated with nonlinear bias. More specifically,
we generate a contaminated data vector with an additional quadratic
bias parametrized as a function of the linear bias as in Lazeyras et al.
(2016). Using the FLASK covariance matrix we find that �χ2 = 0.2
for the physical cuts, where

�χ2 =
∑
qq ′

(
Cf

q − Cb2
q

)
Cov−1

qq ′
(
C

f

q ′ − C
b2
q ′
)

, (18)

well below the criterion �χ2 < 1 adopted in Abbott et al. (2019a).
Hence the nonlinear biases as modelled above are mitigated by the
physical scale cuts. Just for comparison, for the naive scale cuts, we
find that �χ2 = 14.31 and therefore this further justifies our fiducial
analysis choice for the physical scale cuts.

7 R E S U LT S O N M O C K S

In order to validate our pipeline, we ran the implemented nested
sampling algorithm using as input a random mock realization as well
as the average of the set of mocks. We explored the parameter space:

	p = {b1, b2, b3, b4, b5, �z1, �z2, �z3, �z4, �z5 } (19)

where bi is the constant linear galaxy bias in the redshift shell zi with
a flat prior (0.8 < bi < 3.0), and �zi is the respective shift in the
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Galaxy clustering in harmonic space - DES-Y1 5719

Figure 4. Comparison of the bias constraints to the average of the FLASK
mocks using either FLASK (DES-Y1 run) or CosmoLike (quick run)
covariance matrices with physical scale cuts for the average of the mocks.
Inner (outer) contours are drawn at 68 per cent (95 per cent) of confidence
level.

mean of the photometric redshift distribution for each redshift bin
i: ni(z) → ni(z − �zi). The Gaussian priors are centred in �zi =
0 (for the synthetic data used in this section) and width σ�zi

=
{0.007, 0.007, 0.006, 0.010, 0.010} as in Elvin-Poole et al. (2018).

We use the FLASK covariance matrix as the fiducial one. We show
that the CosmoLike theoretical covariance matrix yields very similar
results in Fig. 4.11 In this section, we use the average of the FLASK
mocks as a proxy for a noiseless data vector, as used in simulated
likelihood analyses (Krause et al. 2017). The use of the FLASK
covariance matrix gives the uncertainty one would expect for the real
data likelihood analyses, which is the goal of the comparison between
the harmonic and configuration space performed in the DES-Y1 data
in Section 8. The recovery of unbiased cosmological parameters in
this case also shows that the Gaussian likelihood approximation is
adequate.

Figs 5 and 6 show the parameter contours for the average of the
measurements of the angular correlation function w(θ ) using DES-
Y1 cuts and the angular power spectrum C� on the mocks. In addition
to the good agreement between the estimates from configuration and
harmonic spaces one can see that the physical scale cuts result in
contours more similar to the configuration space (notice that both
cuts are consistent with configuration space results at 1σ ).

The same general behaviour is seen with the analysis of a single
mock, where larger statistical fluctuations are expected, as shown in
Figs 7 and 8. The measurements of the combination biσ 8 considering
different scale cuts are given in Table 1, for the average of mocks as
the data vector, and Table 2, for a single mock realization. In Figs 7
and 8, we show that our pipeline is able to recover the input values
from a simulated data vector. Some deviation from the input values
are however expected due to statistical fluctuations.

11We show only the results for galaxy biases. We have checked that the
posterior for the redshift biases are prior-dominated and consistent with zero.

Figure 5. Constraints obtained from the analyses on configuration space and
harmonic space for the combination of the five linear bias bi and σ 8, for the
average of the FLASK mocks. The green (red) region are constraints using
the physical (naive) scale cut (Section 6.2). Inner (outer) contours are drawn
at 68 per cent (95 per cent) of confidence level.

Figure 6. Configuration space and harmonic space constraints (for 2 scale
cuts) on bi σ 8 for the average of the FLASK mocks. The bar represents
68 per cent of confidence level.

Figure 7. Configuration space and harmonic space contours (for 2 scale
cuts) on biσ 8 for a single FLASK mock. Inner (outer) contours are drawn at
68 per cent (95 per cent) of confidence level.
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5720 F. Andrade-Oliveira et al.

Figure 8. Configuration space and harmonic space constraints (for 2 scale
cuts) for a single FLASK mock. The bar represents 68 per cent of confidence
level.

As an illustration, for one mock realization, we obtained χ2 =
16.01 for 16 degrees of freedom at the best-fit parameters, us-
ing the Flask covariance matrix and the physical scale cuts. For
comparison, the CosmoLike covariance matrix yields χ2 = 20.95,
for the same mock realization and scale cuts, giving �χ2

C−F =
χ2

CosmoLike − χ2
Flask = 4.94.

This shift can be compared with an analytical approximation for
the expectation value and variance of �χ2

C−F , computed following
the prescription in Fang et al. (2020),

E[�χ2
C−F ] = Tr(C−1

C CF ) − ND , (20)

Var[�χ2
C−F ] = 2ND + 2Tr(C−1

C CF C−1
C CF ) − 4Tr(C−1

C CF ). (21)

Here, CC(F ) is the CosmoLike (Flask) covariance and ND is the
number of degrees of freedom, which yields �χ2

C−F = 10.67 ± 4.30.
Hence, the �χ2 for the particular realization we choose, has a
typical deviation from the expected value. Finally, considering the
approach in section 7 of Friedrich et al. (2020), we computed the
�χ2 distribution from our set of 1200 mocks, obtaining �χ2 =
9.63 ± 4.19 (see Fig. 9). These values corroborate the analytical
estimates of χ2 shift from the different covariance matrices. Detailed
investigations of the survey mask effects are discussed in Friedrich
et al. (2020).

We notice that the more aggressive physical scale cuts in harmonic
space yielded less biased results for the single mock analysis and
is more compatible with the real-space analysis. Therefore we opt
to choose the physical scale cuts when studying the compatibility
between the configuration and harmonic space analyses in the DES-
Y1 data in the next section.

8 D ES-Y1 R ESULTS ON BIAS FRO M G ALAXY
CL USTERING IN H ARMONIC SPAC E

We use data taken in the first year (Y1) of DES observations (DES-
Y1) (Diehl et al. 2014). In particular, we will follow very closely
Elvin-Poole et al. (2018) and use the catalogue, redshift distributions
and systematic weights obtained in the configuration space galaxy
clustering analysis performed for the DES-Y1 data.

8.1 Data

We use the catalogue created in Elvin-Poole et al. (2018), where
details can be found, built from the original so-called ‘DES-Y1 Gold’
catalogue (Drlica-Wagner et al. 2018), with an area of approximately
1500 deg2. The galaxy sample in Elvin-Poole et al. (2018) was
generated by the redMaGiC algorithm (Rozo et al. 2016), run on
DES-Y1 Gold data. The redMaGiC algorithm selects Luminous Red
Galaxies (LRGs) in such a way that photometric redshift uncertain-
ties are minimized, and it produces a luminosity-thresholded sample
of constant co-moving density. The redMaGiC samples were split
into five redshift bins of width �z = 0.15 from z = 0.15 to z =

0.9. After masking and additional cuts, the total number of objects
is 653 691 distributed over an area of 1321 deg2.

8.2 Survey property maps

The number density of galaxies observed is affected by the conditions
of the survey, which are described by the survey property maps. DES
has produced 21 of these maps for the Y1 season, such as depth,
seeing, airmass, etc. The correlation between the galaxy density
maps with the survey property maps are a sign of contamination.
A so-called weight method was used in Elvin-Poole et al. (2018) in
which weights were applied to the galaxy maps in order to decorrelate
them from the survey property maps at the 2 − σ level. We use the
weights obtained in Elvin-Poole et al. (2018) in our analysis by
correcting the pixelized number counts map of galaxies with these
weights as multiplicative corrections.

8.3 Angular power spectrum measurements and results in
DES-Y1

We follow the analysis described in Sections 4.2 and 6 validated
on the lognormal FLASK mocks. For the angular power spectrum
results, we use the covariance matrix estimated by the FLASK mocks.
We show results from nested sampling DES-Y1 runs using the
MultiNest sampler (Feroz et al. 2009) for ten parameters (5 galaxy
biases and 5 redshift shifts), keeping the other parameters fixed at
DES-Y1 cosmology. In Fig. 10 we show that, as with the analysis on
the mocks, the use of either Flask or CosmoLike covariances do not
significantly bias our results.

Finally, we present our main results in Figs 11 and 12 from a DES-
Y1 run applying the physical scale cuts to the angular power spectrum
and compare them with results from a similar run in configuration
space.

We also present a comparison of the results for galaxy biases for
the different redshift bins from our analyses in configuration space
and harmonic space with the results from Elvin-Poole et al. (2018)
in Fig. 13.

We show in Fig. 14 the DES-Y1 angular power spectrum mea-
surements including the scale cuts compared to the best-fitting
predictions.

Fixing the cosmological parameters, we measured the galaxy
biases for the harmonic space analysis (with physical scale cut),
as shown in Table 3. In order to compare the analyses in harmonic
and configuration space, we also used our pipeline to constrain the
same set of parameters in configuration space in Fig. 11.

We analyse the goodness-of-fit by computing the reduced χ2

(equation 17) at best-fitting parameters. For the DES-Y1 data in
harmonic space, we obtain χ2 = 28.2 at the best-fitting set of
parameters 	p for ν = 26–10 degrees of freedom. These results
yield to a probability to exceed (PTE) of 3.0 per cent. Nevertheless,
as remarked in Elvin-Poole et al. (2018), since the five nuisance
parameters �zi are strongly prior dominated, one can consider here
the effective number only the remaining five parameters as the free
parameters, which leads in our case to ν = 26–5 and a PTE of
13.5 per cent. The quoted values of PTE shows that the pipeline was
able to produce a reasonable fit to the DES-Y1 data in harmonic
space. The probability to exceed found by Elvin-Poole et al. (2018)
are 1.4 and 4.5 per cent for 10 and 5 free parameters, respectively,
and 54 data points. These values are compatible to what we have
found in this work.
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Table 1. Measurements of galaxy bias for the different redshift bins from the average of mocks, using
Flask covariances in three different cases: (i) for the configuration space using the pipeline of this paper,
and for harmonic space (ii) physical scale cuts and (iii) the naive scale cuts (Fig. 5). Harmonic space with
physical scale cuts and configuration space have a good agreement between each other.

Model b1σ 8 b2σ 8 b3σ 8 b4σ 8 b5σ 8

FLASK cosmology 1.189 1.271 1.353 1.476 1.640

Config. Space 1.186+0.074
−0.075 1.274+0.047

−0.049 1.347+0.037
−0.039 1.471+0.042

−0.043 1.617+0.077
−0.080

Physical 1.194+0.100
−0.120 1.274+0.061

−0.059 1.340 ± 0.037 1.458+0.038
−0.041 1.615+0.068

−0.071

Naive 1.186+0.046
−0.050 1.265+0.029

−0.027 1.333 ± 0.022 1.454+0.027
−0.026 1.602+0.058

−0.055

Table 2. Measurements of galaxy bias for the different redshift bins from a single mock realization, using
Flask covariances in three different cases: (i) for the configuration space using the pipeline of this paper,
and for harmonic space (ii) physical scale cuts and (iii) the naive scale cuts (Fig. 7). Harmonic space with
physical scale cuts and configuration space have a good agreement between each other.

Model b1σ 8 b2σ 8 b3σ 8 b4σ 8 b5σ 8

FLASK cosmology 1.189 1.271 1.353 1.476 1.640

Config. Space 1.121 ± 0.077 1.287+0.044
−0.048 1.282+0.038

−0.039 1.437+0.040
−0.044 1.613+0.073

−0.076

Physical 1.133+0.120
−0.130 1.287+0.061

−0.060 1.337 ± 0.039 1.459+0.040
−0.039 1.619+0.075

−0.069

Naive 1.104+0.054
−0.049 1.262+0.029

−0.028 1.339+0.023
−0.021 1.451+0.028

−0.026 1.636 ± 0.055

Figure 9. Histogram of �χ2 for the CosmoLike covariance and the Flask
covariance (fiducial) and lognormal datavectors. We computed the χ2 of
mocks by the method described in section 7 of Friedrich et al. (2020).
From the resulting distribution of �χ2 = χ2

CosmoLike − χ2
Flask, we obtain

�χ2 = 9.63 ± 4.19. This value are in agreement to the theoretical estimate
(Section 7), namely, �χ2

C−F = 10.67 ± 4.30.

9 C O N C L U S I O N S

In this work, we present a pipeline to estimate cosmological parame-
ters from tomographic measurements of the angular power spectrum
of galaxy clustering in the DES-Y1 data within the framework of
CosmoSIS and using several products originally developed by the
DES collaboration for the real-space analysis. We focus on the
determination of the linear galaxy bias in order to compare with
the DES-Y1 analysis of the full-shape angular correlation function
in real-space.

We tested the pipeline in a suite of lognormal simulations, devise
scale cuts in harmonic space and applied the analysis to DES-Y1
data. We showed that different covariance matrices from FLASK
and CosmoLike produce similar constraints. Our analysis makes

Figure 10. Comparison on the constraints obtained from the analyses on
harmonic space using either Flask or CosmoLike covariances.

use of the sharp scale cuts devised for the DES-Y1 real-space
analysis adapted to harmonic space. Sharp cuts in configuration
space do not map exactly into sharp cuts in harmonic space and
we study two possibilities which we call naive and physical scale
cuts. We conclude that the latter produce results that are more
consistent with the real-space analysis on the mocks. Finally, ap-
plying our pipeline to DES-Y1 data We find that our results are
consistent with the DES-Y1 real-space analysis of Elvin-Poole et al.
(2018).

We are currently working on a complete 3x2pt analyses in
harmonic space for the DES-Y1 data and plan to do the same
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Figure 11. Comparison on the constraints obtained from the analyses on
configuration space and harmonic space for the combination of the 5 linear
bias bi and σ 8, for DES-Y1 data. We are using physical cuts for the angular
power spectrum. Inner (outer) contours are drawn at 68 per cent (95 per cent)
of confidence level.

Figure 12. Marginalized results in configuration space and harmonic on bσ 8

for DES-Y1 data. The error bars represents 68 per cent of confidence level.

Figure 13. Comparison of the results on galaxy bias for the different redshift
bins from our analyses in configuration space and harmonic space and the
results from Elvin-Poole et al. (2018) for DES-Y1 data also in configuration
space. The error bars represents 68 per cent of confidence level.

Figure 14. Measurements of angular power spectrum in DES-Y1 compared
to a model with the best fit values for galaxy bias. Grey bands are the physical
scale cuts.

for DES-Y3 data .12 These results are an initial step towards a
multiprobe analyses using the angular power spectra for the Dark
Energy Survey with a goal of demonstrating their compatibility and
eventually combining real and harmonic space results.
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Table 3. Measurements of galaxy bias for the different redshift bins from DES-Y1 data: (i) for the
configuration space using the pipeline of this paper and (ii) for harmonic space with physical scale
cuts (Fig. 11). Harmonic space with physical scale cuts and configuration space have compatible
measurements.

Model b1σ 8 b2σ 8 b3σ 8 b4σ 8 b5σ 8

Config. Space 1.160+0.070
−0.069 1.325+0.042

−0.047 1.327 ± 0.035 1.593+0.041
−0.042 1.639+0.057

−0.063

Harmonic Space 1.147+0.100
−0.130 1.319+0.053

−0.054 1.314+0.036
−0.038 1.618+0.032

−0.030 1.677+0.049
−0.048
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