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Abstract

Our main aim is to investigate the relation between free ideal rings (firs) which 

are algebras over a field and the rings obtained from them  by a commutative field 

extension of scalars. Having in mind the monoid of projectives of these rings, we 

prove th a t commutative monoids with distinguished element which are conical 

and have the UGN property are strongly embedded in their coproduct and tha t 

the coproduct inherits some properties of its factors. This result, in conjunction 

with Bergman’s coproduct theorems, is used to establish links between coproducts 

of skew fields and the rings obtained from them  by extension of scalars. The 

notion of a power-free ideal ring is explored when looking a t coproducts and, 

more generally, at rings obtained by m atrix reduction of coproducts. We also 

look at firs of the form R  = Fk(X), where F  is either a finite Galois extension 

or a simple purely inseparable extension of k. These firs, when tensored with F  

over fc, give rise to  rings th a t are no longer firs, bu t they are very close to being 

full m atrix rings over firs in the sense th a t the adjunction to  R  of a single inverse 

(in the purely inseparable case) or of finitely many inverses (in the Galois case) 

originates a ring which under the same extension of scalars is a full m atrix ring 

over a fir. The universal field of fractions of a fir obtained by this construction is 

just the skew field component of the simple artinian ring obtained by extending 

the scalars of the universal field of fractions of R.
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Introduction

The concept of a free ideal ring (fir) was first introduced by Cohn in the study of 

rings which can be embedded in skew fields. Later the class of all rings embedded 

in skew fields which preserve full matrices was named the class of Sylvester do­

mains and firs are therefore seen as special cases of Sylvester domains. The first 

chapter of this thesis summarizes all the results needed in the rest of the work 

concerning the theory of firs and Sylvester domains, monoid of projectives and 

the Bergman coproduct theorems. Section 1.4 contains prelim inary results on the 

direction of the main proposal of this thesis to which no convenient reference was 

available.

It has been known th a t the centres of firs which are not principal ideal domains 

are fields—so th a t these rings can be regarded as algebras over a field. A natural 

question arising from this observation is th a t of the description of the structure 

of the rings obtained from firs which are algebras over a field by extension of 

the ground field. We call rings obtained from this process extended firs. Since 

extended firs can be regarded as subrings of their extended universal field of 

fractions, in the case of finite ground field extensions, they are subrings of simple 

artinian rings. In C hapter 4 we use this information and try  to see how far they 

are from being m atrix  rings themselves.

To obtain information on the structure of extended firs we look at the module 

categories over these rings. A way of measuring the distance of an extended fir 

from being a fir is by measuring the distance of its modules from being free. To 

do so, we first look at the global dimension of the extended firs. This provides us 

with the inform ation on how far modules are from being projective. The second 

step is to look a t the monoid of projectives of such rings. This will tell us how
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far projectives are from being free.

In the case of separable extensions of the ground field of a fir, the answer to 

the first question is easily found: extended firs are hereditary. This is the contents 

of Proposition 1.4.4. The results quoted in the rest of this paragraph are new. 

Chapter 2 deals with the second question. In this chapter a theory of commu­

tative monoids with distinguished element is developed and special attention is 

given to coproducts in this category. The main result in this chapter is Theorem

2.1.3 which states th a t under certain conditions, the coproduct in this category is 

faithful and separating. This proves useful when considering rings obtained from 

ground field extensions of firs which are coproducts of “simpler” firs. By “sim­

pler” , is meant firs whose extensions have a better known structure. Theorem 

2 .2 .2 , used in conjunction with Bergman’s theorem on the monoid of projectives 

of a coproduct of rings, tells us th a t properties of the monoid of projectives of 

the extended factors of the coproduct are preserved in the coproduct.

The main tool for studying coproducts of rings are Bergm an’s coproduct the­

orems (Theorems 1.3.2 and 1.3.4). These theorems are strong enough to answer 

the questions on the global dimension and the monoids of projectives of extended 

coproducts of skew fields, a large class of examples of firs. Extended coproducts 

of skew fields are dealt with in Chapter 3. In particular, we prove th a t in some 

cases, the extended ring is a power free ideal ring (pfir) (Proposition 3.2.2)—a new 

concept th a t generalizes the concept of a fir. The coproduct theorems also prove 

useful in the study of extensions of firs obtained by m atrix  reductions of “simpler” 

firs. An example is Corollary 3.3.5 which states th a t the m atrix reduction of a 

skew field under a central field extension is a pfir.

Tensor rings, another large class of examples of firs, are studied in Chapter 4. 

Theorems 4.2.12 and 4.3.14 are original and the most im portant of this chapter. 

Using the fact th a t an extended fir is a subring of a m atrix ring, we enlarge the 

original fir in order to obtain a m atrix ring after the extension. This is always 

possible, because if R  is a ring which can be embedded in a skew field U and 

both have the same centre k : then, if E / k  is a finite commutative field extension, 

R e  = R ® k  E  can be embedded in Ue , which is a simple artinian ring, thus a
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m atrix ring. For each m atrix unit of Ue, there is a natural number s and 

elements ur G U and Ar 6  E, r = 1 , . . . ,  s such tha t

s

eij = ^ 2  ur ® \ r.
r —1

So if we take S  to  be a ring between R  and U which contains all the elements 

ur described above, we find th a t Se is also isomorphic to  a m atrix ring. In 

chapter 4, we apply this idea to two special tensor rings and extensions; we look 

at Fk(x) <S>k F ,  where F  is a finite commutative field extension of k. In Section 4.2 

we take F / k  to be Galois and in the following section we take F  to be a simple 

purely inseparable extension of k. It is proved th a t the adjunction of only a finite 

number of inverses to  R  is enough to produce the m atrix  units. We develop full 

calculations of generators and relations of S e  to conclude th a t, in these specific 

cases, S e  is in fact a m atrix  ring over a fir (Theorems 4.2.12 and 4.3.14).

A convention used in this thesis is th a t all rings are associative, but not 

necessarily commutative, and have a unit element, different from zero, which is 

preserved by homomorphisms, inherited by subrings and acts unitally on modules.

Commutative rings which are fields will be referred to  as commutative fields. 

Noncommutative fields will be called, in general, skew fields. Occasionally, when 

no possibility of confusion may arise, the adjectives “com m utative” and “skew” 

will be dropped. This is the case when we speak of the universal field of fractions 

of a fir, for instance. We recall th a t a ring is called semisimple if it is isomorphic 

to a finite direct product of m atrix  rings over skew fields.

Finally, maps will we w ritten on the left and composed accordingly, th a t is, 

from right to left, with a unique exception in Section 4.2, where the exponential 

notation is used for automorphisms.



List of notation

In the list below i?, S  will stand for arbitrary rings, P  a right module over R, D  a 

skew field, K  a sub-skew field of D, X  a set, k a commutative field, S  a /c-algebra 

and E  a commutative field extension of k.

N The set of non-negative integers

P m Direct sum of m  copies of P

R m Free right i?-module on m  generators

R  x  S  Direct product of R  and S

D k {X)  Free D ^-ring  on X , p. 14

*R.Ri Coproduct of the family of R-rings (Ri), p. 24

Ri * r R 2 Coproduct of the R-rings Ri and R2

mRn Set of all m  x n matrices over R

Rx Localization of R  at a set of matrices E, p. 15

Z(R)  Centre of R

y(R)  Monoid of projectives of R, p. 16

1 m  Distinguished element of the commutative monoid M , p. 17

Mi Coproduct of the family of commutative monoids with distinguished ele­

ment (M ^, p. 18
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M  ] J N N  Coproduct of the commutative monoids with distinguished element M  

and N

$Jln (R) Ring of n x n  matrices over R

A e Tensor product A  <g>* E

pd,R(P) Projective dimension of P

r.gl.dim(R)  Right global dimension of R

E(p)  Monoid congruence generated by the relation p

M /E (p )  Quotient of the monoid M  by the congruence E(p)

c —̂ d Elementary transition, p. 35

lin̂ i Cj Direct limit of the direct set (C/)

M  x  N  Direct product of the commutative monoids with distinguished element 

M  and N

2Hn(T; R) n x  n  m atrix reduction of the R-ring T, p. 60

[E : k] Degree of the extension E / k

&a, Left and right multiplications by a G A

M (A) M ultiplication algebra of A

Endk(A)  Set of all the A;-linear endomorphism of A

k e r ( f )  Kernel of the morphism /

Gal (E /k )  Galois group of the extension E / k

5ij Kronecker delta

E \ k  Set of elements of E  outside k

(?) Number of subsets of size i of a set of size n
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Chapter X

Background

1.1 Firs and Sylvester domains

In this section, we will present the definitions and main results related to the 

theory of firs and Sylvester domains and their properties of embeddability into 

skew fields. The presentation will follow Cohn (cf. [6] and [9]). Most theorems 

will be stated w ithout proofs and will be included just for completeness of the 

whole text.

We remind the reader th a t all rings are associative, have a unit element, 

different from zero, which is preserved by homomorphisms, inherited by subrings 

and acts unitally on modules.

1.1.1 Firs and semifirs

We start by giving some definitions which characterize rings with some restric­

tive properties about ranks of free modules. We will be working with finitely 

generated right modules over R. All definitions below, although stated in terms 

of right modules, will not contain the modifier “right” , because a ring satisfying 

one of them  will surely satisfy the dual definition, which is obtained by the du­

ality between the category of finitely generated projective right /^-modules and 

the category of finitely generated projective left i?-modules given by the functor 

H o m R(- ,R R).
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Let R  be a ring. R  is said to have invariant basis number (IBN) if, for all 

m ,n  £ N, R m = R n implies m  = n; R  is said to have unbounded generating 

number (UGN) if for all m, n  6  N, R m = R n © K  implies m  >  n\ R  is said to be 

weakly finite if for all n  £ N, R n =  R n © K  implies K  =  0.

We will also have to deal with rings which have some restrictions on the 

behaviour of some (or all) of its finitely generated projective modules. A ring R  

is said to be an Hermite ring if for all m, n  £ N, P  © R m =  R n implies n > m  

and P  =  R n~m. R  is said to be power-free if it has IBN and for each finitely 

generated projective module P  there exists n  £ N, which depends on P , such th a t 

P n is free. R  is said to be projective trivial if there exists a projective module P  

such th a t for every finitely generated projective module Q , there exists a unique 

n  £ N, which depends on Q , such th a t Q = P n. Finally, R  is said to be projective 

free if it has IBN and every finitely generated projective module is free.

We say th a t a ring R  has the cancellation of projectives property if for any 

finitely generated projective modules P, P \  Q,

The relations among the above properties of rings are illustrated by the fol­

lowing diagram, where a move downwards means a more restrictive property.

Projective trivial rings are very closely related to projective free rings, as the 

following proposition shows.

P ro p o s it io n  1 .1 .1 . For any ring R, the following properties are equivalent:

P  © Q ^  P' © Q implies P  = P ' .

IBN

UGN

Weakly finite

Hermite
\

Power free
Cancellation

Projective trivial

Projective free
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(a) R  is a full matrix ring over a projective free ring;

(b) R  is Morita equivalent to a projective free ring;

(c) R  is projective trivial

Proof. See [6 , Th. 0.4.6, p. 18]. □

We now come to the definitions of firs and semifirs.

D efin itio n . A ring R  is a semifir i f  it has IB N  and every finitely generated right 

ideal is free.

The above definition is equivalent to its dual—reason why we speak of semifirs 

instead of right semifirs. (Cf. [6 , Ch. 1])

D efin itio n . A ring R  is a right (left) fir i f  it has IB N  and every right (left) ideal

is free. A right and left fir is called a fir.

We can give more homological characterizations of firs and semifirs. And this

is the content of the following theorem.

T h e o re m  1.1 .2 . Let R  be a ring.

(a) R  is a semifir i f  and only i f  it is weakly semihereditary and projective free.

(b) R  is a right fir i f  and only i f  it is right hereditary and projective free.

In particular, we have

T h e o re m  1.1 .3 . For any ring R  the following conditions are equivalent:

(a) R  is a full matrix ring over a semifir (resp. fir);

(b) R  is Morita-equivalent to a semifir (resp. fir) ;

(c) R  is weakly semihereditary (resp. hereditary) and projective free.

The first examples of firs are skew fields and principal ideal domains; in fact, 

principal left ideal domains are always left firs. As nontrivial examples of firs, we 

look a t two large classes of rings. F irst, let D  be a skew field and K  a subfield

Proof. See [6 , Th. 1.4.1 and Cor. 1.4.2, pp. 77-78]. □

Proof. See [6 , Th. 1.4.4, p. 78 and Ex. 1.4.3, p. 79]. □

13



of D. Then the free D ^-ring D k {X)  on a set X  is a fir. D k (X )  is also called 

the D x-tensor  ring on X  (cf. [6 , p. 61]). This is the contents of Th. 2.6.2 on p. 

114 of [6 ] (cf. also Corollary 1.3.7 below). Free associative algebras over arbitrary 

fields are included in this class of examples and hence they are firs.

Next, we look at coproducts of skew fields. Given a family of skew fields 

(.Di)iei all containing a common subfield K , we can consider their coproduct in 

the category of iF-rings, denoted by As will be stated  later, coproducts of

firs am algam ating a common subfield are firs. So A  is a fir (see Proposition

1.3.5 and Corollary 1.3.6 below).

In this thesis we shall mainly be interested in firs which are also algebras over 

a commutative field. These firs form a large subclass of the class of all firs. In 

fact, Cohn proves in [6 , Cor. 6.3.4, p. 311] th a t the centre of a right fir which is 

not a principal right ideal domain is a commutative field.

1.1.2 Universal fields of fractions and Sylvester domains

Given a ring R , a field of fractions of R  is a skew field K  given together with 

an embedding R  U such tha t K  is generated as a field by the image of R. 

Cohn in [9, Ch. 4] gives necessary and sufficient conditions for a ring to have a 

field of fractions. In contrast to the commutative case, a field of fractions of a 

noncommutative ring does not have to  be unique up to isomorphism. So in this 

context we speak of the universal field of fractions of a ring, which is unique up 

to isomorphism (cf. Sec. 7.2 of [6 ]). We shall be interested in rings which have a 

universal field of fractions with an extra property. We s ta rt with some definitions. 

Given a ring R , and m, n  G N, let mR n denote the set of all m  x n  m atrices over 

R.

D efin itio n . Let R  be a ring and A an m  x n matrix over R. The inner rank of 

A  is defined to be the least r such that

A  = B C

where B  G mR r and C  G rR n . The inner rank of A  is denoted by p(A).
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Clearly, if A  6 mR n, then p(A) <  m in(m , n).

D efin itio n . Let R  be a ring and A  an m  x n matrix over R; then A  is said to 

be left full i f  p(A) = m, right full i f  p(A) = n and full i f  m  = n  and p(A) = n.

D efin itio n . A ring R  is called a Sylvester domain i f  for  any A  E mR r, B  € rR n

A B  =  0 implies p(A) +  p(B) < r.

We also need to define the concept of localization for arbitrary  noncommu- 

tative rings. Let R  be a ring and E a set of square matrices over R. A ring 

homomorphism /  from R  into a ring S  is called Y-inverting  if the image of each 

m atrix  in E is an invertible m atrix in S. We will call a ring the localization 

of R  a t E if J?s is a universal target of E-inverting homomorphisms from R. The 

existence and uniqueness of such a ring is given by the following

T h e o re m  1 .1 .4 . Given a ring R  and a set E of square matrices over R, there 

exists a ring R% and a homomorphism  A : R  — > R% which is Y-inverting and if  

f : R — > S  is a Y-inverting homomorphism, there exists a unique homomorphism  

g : Us — > S  such that gX =  / .

Proof See Th. 4.1.3 in [9]. □

T hat is, g is a unique homomorphism making the diagram

R  R z

9

S

commute. We can also look at localization at sets of non-square matrices, in 

which case, Theorem 1.1.4 is still valid, bu t this will be of no use for us in this 

thesis.

Note th a t A is an epimorphism but not, in general, a monomorphism. It is 

also worth noting th a t if R  is an algebra over a commutative ring k, then the 

homomorphism A is also fc-linear, for, if we denote the centre of R  by Z (R ),  then, 

since U s is a localization of R, A(Z (R)) C Z(R%).
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Localization does not depend on the order tha t inverses of matrices are ad­

joined. That is, if R  is a ring and E i, E2 are two sets of matrices over R , then

#Eiue2 -  (Rzih>

where T!2 is the image of E2 in . This isomorphism is a direct consequence of 

Theorem 1.1.4.

The following result states th a t Sylvester domains are exactly the rings tha t 

have a universal field of fractions over which every full m atrix is invertible.

T h e o re m  1.1.5. Let R  be a ring. Then the following are equivalent:

(a) R  is a Sylvester domain;

(b) the localization at the set of all full matrices is a skew field.

Moreover, is then the universal field of fractions of R.

Proof. See Th. 7.5.10 on p. 417 of [6] and Th. 4.5.8 on p. 181 of [9]. □

Since every semifir (and, therefore, every fir) is a Sylvester domain (cf. [6 , 

Prop. 5.5.1, p. 253]), we have

C o ro lla ry  1 .1 .6 . Let R  be a fir. Then R  has a universal field of fractions U 

such that every full matrix over R  can be inverted in U. □

1.2 Monoids with distinguished element

In the study of the category of all finitely generated projective right modules over 

an arbitrary ring R , it is often useful to look at the monoid of projectives of R. 

This is defined to be the monoid T(i?) whose elements are isomorphism classes of 

finitely generated projective right modules with operation induced by the direct 

sum. T(i?) is a commutative monoid in which we have a distinguished element 

given by the isomorphism class of R  as a right ft-module.

This situation motivates an abstract definition of the category of commutative 

monoids with distinguished element.

In this section, if x  is an element of an additive commutative monoid and n 

is a natural number, the notation n.x  will stand for the sum of n  term s equal to

16



n  terms

1.2.1 The category of com m utative monoids w ith distin­

guished elem ent

Let C be the category whose objects are pairs (M, </?), where M  is an (additive) 

commutative monoid and ip : N — > M  is a monoid morphism from the monoid of 

the natural numbers into M .  If ip ^  0, then (M, (p) is said to be genuine. In the 

applications, we will be mainly interested in genuine commutative monoids with 

distinguished element, but we can carry out the theory w ithout assuming this 

restrictive property. If (M, (p) and (L, V;) are objects of C, then a morphism from 

(M, tp) to (L, ip) is a monoid morphism /  : M  — > L  th a t makes the diagram

M  — L

commute.

Each object (M, <p) of C will have, then, a distinguished element given by 

1 m  — ^(1)- Therefore, morphisms in C are just monoid morphisms which preserve 

the distinguished element.

Given an object (M , p m ) of 6  and a positive integer r, we can define a new ob­

ject ( ^ M , p \ M) in the category such th a t is the same as M  as a commutative 

monoid, but in £M  we regard t . I m  as its distinguished element. For convenience, 

we denote the elements of £ M  by £r a ,  for m  G M ,  so th a t the operation in 

is given by
1 1 / /x
-7 7 1  H TU = - ( 7 7 1  +  7 7 1 ) ,
r r r

where the sum on the right-hand side is to be taken in M .  W ith this convention, 

the associated morphism cpiM : N — > - M  is given by =  -ipM(r-ri)- And
r  T r  T

thus the distinguished element l i M is ju st - { t . I m )-
r r

In the next subsection, we will use the construction of - M  from M  in orderi r

to make a convenient use of the equivalence between the category of finitely



generated projective modules over a ring and the respective category over the 

r  x r  m atrix ring of th a t ring.

Given two objects (M, <£>), ( N ,^ )  of C, a coproduct of M  and N  is an object 

M  LIn N  given with morphisms /  : M  — ► M  U N N  and g : N  — > M  ] J N N  such 

th a t if K  is any object in C, given any morphisms /  : M  — > K ,  g : N  —■> K , 

there exist a unique morphism h : M  ] J N N  — > K  such th a t h f  = J  and hg = g. 

This definition is equivalent to the definition of the pushout of the morphisms 

<p : N — > M, ^  : N — > N  in the category of commutative monoids. Therefore, 

the coproduct of M  and N  in C is just a monoid M  ] J N N  given with monoid 

morphisms / ,  g which preserve distinguished elements and are universal with this 

property. It is also customary to call M  J JN N  the free product of M  and N  

amalgam ating the respective images of N.

Coproducts always exist in 6 . In fact, M \ J n N  is ju st the commutative 

monoid generated by M  and N  whose relations are those of M  and N  and the 

relation th a t identifies 1 m  with 1N.

Given an arbitrary  family of commutative monoids with distinguished ele­

ments ( ,  we can also consider the coproduct of the whole family. This 

will be denoted by ] j N Mj.

We will come back to coproducts in C in C hapter 2.

1.2.2 M onoids of projectives

Let us recall the definition, given in the introduction, of the monoid of projectives 

of an arbitrary ring. Let R  be a ring and consider the set y (R )  whose elements are 

isomorphism classes of finitely generated projective right i?-modules. So every 

finitely generated projective right i?-module P  defines an element [P] of T (P) 

and [P] =  [Q] if and only if P  is isomorphic to Q. T (P ) can be made into a 

commutative monoid by defining in it the following binary operation

[P] +  [<3] =  [P ©  Q\-

This definiton does not depend on the choice of the representatives P  and Q, 

because the direct sum preserves isomorphic modules. This operation is clearly
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commutative and defines an identity element in CP(P) given by the zero module. 

Also, CP(P) has a distinguished element given by e =  [P]. It will be shown later 

th a t CP is in fact a functor from the category of rings to the category C.

Note th a t, to be absolutely precise, we should be speaking of the monoid of 

projective right modules of R. But, by the duality between the category of finitely 

generated projective right P-modules and the category of finitely generated pro­

jective left P-m odules, given by the functor H oitir( • , R r ), the corresponding 

monoids are isomorphic (even as monoids with distinguished elem ents), so we can 

restrict ourselves to right modules.

As an example, take R  to be a skew field; then CP(R) =  N, because in this case 

finitely generated (projective) modules are just finite-dimensional vector spaces 

over R.

Given any ring R , the monoid of projectives of R , CP(P), has the following 

properties:

(1) if p, q G CP(P) are such th a t p +  q = 0 then p = q = 0;

(2) for every element p  G T (P) there exist q G CP(P) and a positive integer

r  such th a t p + q =  r.e. This is because p =  [P] for some finitely generated

projective P-m odule P , thus a direct summand of a free module of finite rank.

A monoid satisfying condition (1 ) above is called conical 

In 1974, Bergman proved th a t any finitely generated commutative monoid 

with a distinguished element satisfying conditions (1 ) and (2 ) occurs as the 

monoid of projectives of a ring. In precise terms,

T h e o re m  1.2.1 (B e rg m a n ). Let k be any commutative field and M  a finitely 

generated commutative monoid with a distinguished element e ^  0 such that:

(i) for  every x , y  G M  such that x  +  y = 0 we have x  = y =  0,

(ii) for  every x  G M  there exist y G M  and n  G N such that x  +  y = n.e.

Then there exists a k-algebra R  which is right and left hereditary, such that

CP(R) = M  as monoids with distinguished elements.

Proof. See [4, Th. 6 .2]. □

We can restate some of the definitions of Section 1.1  in terms of the monoid
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of projectives of a ring.

P ro p o s it io n  1 .2 .2 . Let R  be a ring. Then

(a) R  has IB N  if and only if  the map N — > ^ (R )  is injective;

(b) every finitely generated R-module is free i f  and only if  the map N — > ^{R )  

is surjective.

Thus, R  is projective free i f  and only i f  N — > T (R ) is an isomorphism.

Proof. Let p  : N — > ^ (R )  be the canonical morphism from N to T (P ) sending 1 

to e = [P].

(a) Suppose th a t R  has IBN and th a t p(n) = pirn) in T (P ) for some n, m  G N. 

This implies R n =  R m. By IBN, n  = m. Thus, (p is injective. Conversely, suppose 

th a t p  injective. Since R n =  R m implies p(n) — n.e = m.e = p{m), by injectivity 

of p, it follows th a t n — m. Therefore, R  has IBN.

(b) If every finitely generated projective module is free, given p = [P] in 

T (P ), there exists n  G N such th a t P  =  R n. So, p = n.e = p(n). Therefore, p  

is surjective. Conversely, if p  is surjective, given any finitely generated projecive 

module P , there exists n  G N such th a t n.e = p(n) = [P], th a t is, P  =  R n.

The last statem ent follows immediately from (a) and (b). □

P ro p o s it io n  1.2.3. Let R  be a ring and let e = [P] be the distinguished element 

o fT (R ) .  Then R

(a) has UGN if  and only i f  m .e + p  = n.e, for m ,n  € N andp  G T (P ), implies 

n > m;

(b) is weakly finite if  and only i f  n.e = n.e +  p, for  n  G N and p G T(R),  

implies p — 0 ;

(c) is Hermite i f  and only i f  m.e +  p = n.e, for  m ,n  G N and p G T (P ), 

implies n > m  and p = (n — m).e;

(d) is power free i f  and only i f  R  has IB N  and for every p G T (P ) there exist 

n = n(p), r = r(p) G N such that n.p = r.e.

(e) is projective trivial i f  and only i f  R  has IB N  and there exists x  G T(P) 

such that for  every p G T{R), there exists n = n(p) such that p = n.x. □
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The proofs are direct applications of the definitions of the term s involved, as 

is the proof of the following consequence.

C o ro lla ry  1 .2 .4 . A ring R  is projective trivial i f  and only i f  T(R) — for  

some r  G l  □

We say th a t a ring R  has the cancellation of projectives property if T(R) 

satisfies the cancellation law, tha t is, if p  +  q = p' +  q for p ,p ', q £ T (R ) implies 

P =  P'-

P ro p o s it io n  1 .2 .5 . Let R  be a ring and denote by e the distinguished element 

[R] o f eP(R). Then R  satisfies the cancellation of projectives property if and only 

i f  P +  e — p' +  e in T(R) implies p = p ' .

Proof. We just have to prove tha t the condition is sufficient. Let p ,p \q  be ele­

ments of T(R) such th a t p +  q = p' +  q. There exist q' £ T(R) and n  £ N such 

th a t q +  q' =  n.e. So, p  +  n.e =  p -f q +  q' =  p' +  q +  q' =  p' +  n.e. By induction 

on n, p =  p '. □

Let R, S  be rings and /  : R  — y S  a ring homomorphism. Then /  induces a 

morphism /* =  T ( /)  of monoids with distinguished element from T(R) into T(5) 

in the following way.

/* : ?(R) - +  y (S )

[P] I— > {P ® r S},

where the right 5-m odule P  <S>r S  is obtained by extension of scalars. More 

precisely, we regard 5  as a left R-module via

R x S  — > S  

(r,s) i— > f ( r ) s

and we can form the abelian group P<S>r S , which, in fact, carries a right 5-module 

structure such th a t (x <g> s)s' = x  0  ss' for all x  £ P  and s , s' £ 5 . Since P  is a 

finitely generated projective R-module, there exists an R-module Q and n  £ N 

such th a t P@ Q  ^  R n. So, (P<8>jR5)©(Q(8)jR5) ^  (P ® Q )® r S  “  R n ®R5 ^  5 n.
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Therefore, P  ®r S  is a finitely generated projective 5-module. It is clear tha t 

f*([P]) depends only on the isomorphism class of P  and not on P  itself. Moreover, 

/* is indeed a morphism of commutative monoids with distinguished element, 

because the tensor product operation commutes with the formation of direct 

sums and /*([#]) =  [-R ®r S] =  [5]. In fact, T is a functor from the category of 

rings to the category of commutative monoids with distinguished element.

If we start with an injective ring homomorphism /  : R  — > 5 , then /* may not 

be injective but, as the following proposition shows, it will be a faithful morphism, 

i.e., if /*([P]) =  0 for some [P] E T (R ) then [P] = 0.

P ro p o s it io n  1 .2 .6 . Let R  and S  be rings and f  : R  — > S  an injective ring 

homomorphism. Then the induced monoid morphism  /* : 7(R )  — > is a

faithful morphism.

Proof. Suppose th a t f#([P]) =  0 for some [P] E T(i?). Consider the exact se­

quence of left i?-modules

0 —

and tensor it up with the projective, and therefore flat, module P. This yields 

an exact sequence

0 — >P  — > P  <S>R S.

Since [P <8>r  5] =  f*{[P]) = 0 , it follows th a t P  is the zero module or, in other 

words, th a t [P] =  0 . So /* is faithful. □

An example of the use of the functor T is the calculation of T(97ln(i?)) in 

term s of T(i?). Let R  be a ring and denote the category of finitely generated 

projective right i?-modules and similarly with 3dRn{R). We know tha t there is 

an equivalence between and 5F!9Jtn(i?), given by additive functor F  : *JR — > 

3Wln(R) defined by F (P ) =  P  x  . . .  x  P  = { ( x i , . . .  , x n) : Xi E P }.  The 

finitely generated projective 9Jtn(R )-module F{R)  of the rows (r*i,. . .  , r n), where 

ri  E R , has the property tha t F ( R )n =  9Rn(R), th a t is, in T(97tn(i?)), we have 

n.[F(R)] = [%Jtn(R)]. We will prove th a t T (T ln(R)) = ^T{R)-  Consider the map

i T ( R )  A  P(9Kn ( f l) )

I [ F ] [ F ( F )].

22



$  is a well defined map, because F  preserves isomorphisms. Also, $  is a morphism 

of monoids with distinguished elements, because F  preserves direct sums, sends 

the zero module to  the zero module and $(^(n.[i?])) =  =  [F(Rn)] =

n.[F(i?)] =  [97tn(i?)]. The fact that F  defines an equivalence implies th a t is 

surjective and injective, so an isomorphism. Therefore, we have

P ro p o s it io n  1 .2 .7 . Let R  be a ring and n a positive integer. Then T(97tn(i?)) 

is isomorphic to ^ { R )  as commutative monoids with distinguished element. □

The next result describes the behaviour of T under Cartesian products.

P ro p o s it io n  1 .2 .8 . Let R  and S  be rings. Then T (R  x S) is isomorphic to

is a well defined injective morphism of monoids with a distinguished element. It 

is also surjective, because any right R  x 5-m odule L  can be w ritten as the product

1.3 Bergm an’s coproduct theorem s

In this section we will state Bergman’s theorems on the global dimension of 

coproducts of rings and on the description of their the monoid of projectives. 

Proofs will not be given, since they can be found in the original paper [3] and, in 

a simplified version, in [9, Ch. 5]. For a commented exposition w ithout proofs, 

see [14, Ch. 2 ].

After stating the theorems, we will use them  in order to construct some ex­

amples of firs.

T(R)  x ? (5 ) .

Proof. The map

« n w i )  — >■ [p x Q ]

of the i?-module L(  1,0) with the 5-module L (0 ,1). □
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1.3.1 Bergm an’s theorem s

Let i f  be an arbitrary  fixed ring. We define the category of i f -rings as the 

category having as objects rings R  given with a ring homomorphism K  — > R  

and morphisms being commutative triangles of homomorphisms of rings. Equiv­

alently, a ring R  is said to be a K -  ring if R  is also a if-bim odule satisfying the 

following com patibility laws:

r(sx)  =  (rs)x; r(xs) = (r x ) s ; ( x r ) s  =  x ( r s ) ,

for all r , s  £ R  and x  € K . A  if-ring  R  is said to  be faithful if the natural map 

K  — > R  is injective. In this category a coproduct of a family (Rx)\eA, denoted 

by R  = *k R \ ,  always exists and can be defined as the ring w ith generators given 

by the disjoint union of sets of generators of the R \  and whose relations are the 

relations in each R \  as well as the relations derived from the identifications of the 

actions of K , th a t is, in *k R \ , we have

( r ix )r2 =  r 1(xr2),

for any r\ £ R \ x, r 2 G R \ 2,x  e  K .  This definition makes R  into a if-ring. If, 

for each A £ A, R \  is embedded in R , the coproduct R  is said to  be faithful; in 

this case, R  is also known as the free product of the rings R \  am algam ating the 

images of i f .  Moreover, if the images of R \  and R^  intersect exactly in i f  for 

all A ^  then R  is said be separating. The following theorem gives sufficient 

conditions for the coproduct to  be faithful and separating.

T h e o re m  1.3.1 (C o h n ). Let i f  be any ring and ( R \ ) \ eA a family of faithful K -  

rings such that R \ / K  is free as right i f  -module for  all A £ A. Then the coproduct 

*k R \  is faithful and separating.

For a proof see [9, Th. 5.2.3, p. 213]. □

In the case where i f  is a skew field, the hypotheses of Theorem 1.3.1 are all 

satisfied, so the coproduct is faithful and separating.

Now let us move on to Bergm an’s theorems. The first result relates the global 

dimension of the coproduct to  th a t of the factors.
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T h e o re m  1.3.2 (B e rg m a n ). Let K  be a semisimple ring and ( A a ) a g a  a family  

of faithful K-rings. Let R  denote their coproduct * k R  a- Then

r.gl.dim(R) = sup{r.gl.dim(R\)  : A G A}

i f  at least one of the R \  has positive right global dimension. I f  all R \  are semisim­

ple, then r.gl.dim(R) < 1 .

This is Cor. 2.5 of [3]. A proof for the case where A" is a skew field can also 

be found in [9, Th. 5.3.5, p. 218]. □

By symmetry, we can obtain the same result for the left global dimensions. 

Theorem 1.3.2 has an immediate corollary.

C o ro lla ry  1.3.3. Let K  be a semisimple ring and ( A a ) a g a  a  family faithful Fi­

rings. Suppose that for all A G A, R \  is a hereditary ring. Then their coproduct 

* k R \  Is also a hereditary ring.

Proof. This is just an application of Theorem 1.3.2 with the fact th a t a right 

hereditary ring A is a ring such th a t r.gl.dim(R)  < 1 .  □

The next result describes T, the monoid of projectives, for a coproduct.

T h e o re m  1.3.4 (B e rg m a n ). Let K  be a semisimple ring and (R\)\eA a family  

of faithful K-rings. Let R  denote their coproduct *r R\- Then

9 ( R ) ^ l [ T ( R x).
N

This is Cor. 2.8 of [3]. Again, for the case where A" is a skew field, see [9, Th. 

5.3.8, p. 221]. □

1.3.2 Applications

In this subsection, Theorems 1.3.2 and 1.3.4 will be used to prove th a t two im­

portant constructions of rings provide examples of firs which, under extension of 

their centres, will be analysed later on. All the results in this subsection can be 

found in [9], for instance.
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P ro p o s it io n  1.3.5. Let (-Ra)aga be a family of firs containing a common subfield 

K  and denote their coproduct amalgamating K  by R. Then R  is again a fir.

Proof. This is Th. 5.3.9 on p. 222 of [9]. We include a proof. By hypothesis, for 

every A £ A, R \  is hereditary. So R  is hereditary, by Corollary 1.3.3. Also, by 

hypothesis, for every A G A, T(itU) — N. Using Theorem 1.3.4, we conclude th a t 

T(i?) =  N. Therefore, R  is hereditary and projective free, so it is a fir. □

We can use the above result to prove th a t coproducts of skew fields amalga­

m ating a common skew field and tensor rings are firs.

C o ro lla ry  1.3.6. Let (5a)aca be a family of skew fields containing a common 

subfield K .  Then *k S \  is a fir.

Proof. Every skew field is a fir. The result follows by Proposition 1.3.5. □

C o ro lla ry  1.3.7. Let X  be any set and D  a skew field. Then the ring R  =  

D r (X ) ,  where K  is a subfield of D, is a fir.

Proof. Notice th a t R  can be w ritten as

R  = D  *K K (X ) .

Since both D  and K ( X )  are firs, by Proposition 1.3.5, R  is a fir. □

1.4 Preliminary results

In this section we will present some preliminary results which will be used through­

out the thesis. We start with a well known result.

L e m m a  1.4.1. Let U be a skew field with centre k and E / k  a finite commutative 

field extension. Then Ue = U <S>k E  is isomorphic as an E-algebra to a matrix 

ring DJXr[K), where K  is a skew field with centre E  and r divides [E : k].

Proof. Ue  is simple, because U is central simple and E  is simple. Moreover, Ue 

is artinian, because it is a left vector space over U of finite dimension [E : k\. So 

Ue  — for some r  >  1 and K  a skew field. Finally, if S  denotes the simple

[/^-module, then S r = U e • So, if s = d im jjS , we have rs = [Ue  : U\ = [E : 

k\. □
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Given a ring R  which can be embedded in a skew field U and which contains 

the centre k of U, we can use the above lemma to regard R e  =  R  E  as a 

subring of a full m atrix ring over a skew field. We shall explore this idea further 

in Chapter 4.

The next result concerns the behaviour of localization under extension of the 

ground field.

L e m m a  1.4 .2 . Let R  be an algebra over a commutative field k, E a set of ma­

trices over R  and E / k  a commutative field extension. Then we have

{Ry,)e = {Re)y  •

Proof. Let A : R  — > R y be the universal E-inverting homomorphism. Regarding 

E as a set of matrices over R E , let fj, : R e — > {Re )y be the universal E-inverting 

map in this context. Since A i n v e r t s  all matrices in E, there exist an E'-algebra 

homomorphism

/  : ( R e ) y  ̂ ( R z )e

such th a t

f n  = \ ® E .  (1-4.1)

Let i : R  — > R E be the canonical injective homomorphism from R  into R E.

Since iii is E-inverting, there exists a homomorphism h : R y, — > ( ^ ) e ’ suc^

th a t

hX = fii. (1.4.2)

This induces an E'-algebra homomorphism

9 '• (Ry) e  ̂ {Re )y •

such th a t

93 = K  (1-4-3)

where j  : R y — > (R e )e is the canonical injection. The situation is illustrated in 

the following commutative diagram.
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(R e ):

First, note th a t

fh X  = f j i i ,  by (1.4.2)

=  (A 0  E)i,  by (1.4.1) 

=  jA.

So, by uniqueness,

f h  = j. (1.4.4)

We will now show th a t g — f ~ l . First,

9 fp i  = 9 f h \  by (1.4.2)

=  9 3 \  by (1-4.4)

=  h \ ,  by (1.4.3)

=  fii, by (1.4.2).

Since all / ,  g, (i are .E-algebra maps, the above implies th a t g f f i  = /i. By unique­

ness, g f  =  1 ( ^ ) 2 . And

f g j  = fh ,  by (1.4.3)

=  3, by (1.4.4).

So, f g  = l(flE)fi- Hence, /  is an isomorphism. □

We will now look at coproducts under ground field extensions.
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Lemma 1.4.3. Let k be a commutative field and R , S  k-algebras with a common 

subfield F. I f  E / k  is a commutative field extension, then

(R  *f S ) e — R e  *fe S e -

Proof. Let iR : R  — > R * f S  and is : S  — > R * F S  be the canonical homomor- 

phisms. Also denote by a  : R  — > R e , ft : S  — > S e  and 7  : R * p S  — > (R * f S ) e 

the canonical injections. By definition of these maps, we have

7 iR =  ( } R ® E ) a  (1.4.5)

7 is = (is ® E)P- (1.4.6)

If I R : R e — > R e S e and I s  : S e — > R e *fe S e are the canonical coproduct 

maps, then, by the coproduct property, there exists an E'-algebra homomorphism

/  : R e  *fe S e  — > (R S ) e

such th a t

f  I r  = iR ® E  (1.4.7)

f l s  =  is ® E.  (1.4.8)

To get a map in the other direction, consider the maps I s  (I : S  — > R e  * f e  S e  

and I Ra  : R  — > R e  * fe Se- They give rise to a homomorphism

h : R * f S  — y R e *fe S e

such th a t

hiR = IRa  (1-4.9)

his = h P -  (1-4-10)

And this induces an ^-algebra  homomorphism

g : ( R * p  S ) e — > R e *fe S e

such th a t

(77 =  h. (1.4.11)

So we have the following diagram.
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R  R * f  S  S

(R  *F S)

9

R e  I r  Re * f e  S j

Now

g f I Ra  =  g(iR <g> E)a ,  by (1.4.7)

=  9li>R> by (1.4.5)

=  hiRi by (1.4.11)

=  I r <x, by (1.4.9).

Since all g , / ,  I r  are all E-algebra homomorphisms, this implies th a t g f I R =  I r -  

Similarly, g f l s = Is- Therefore, by uniqueness, g f  = 1 r b *f  sE• Moreover,

f g i i R  =  f h i R, by (1.4.11)

=  / / rqj, by (1.4.9)

=  (iR ® E )a , by (1.4.7)

=  7®i2> by (1.4.5).

Similarly, =  7 2 5 . By the coproduct property, this implies th a t f g 7  =  7

and, since /  and g are E-linear, it follows th a t f g  = 1 (r *f s )e - Hence, /  is an 

isomorphism. □

The last result in this section is about the behaviour of the global dimension 

under extension of the ground field.

Proposition  1.4.4. Let k be a commutative ring and A  a hereditary k-algebra. 

I f  E  is a finite separable extension of k, then A r  is a hereditary E-algebra.
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The proof of the proposition will follow from two well known lemmas which 

generalize results by Auslander, Reiten and Smalp in [2 , Props. III.4.6. and 

III.4.9, pp. 89-91]. For completeness we include proofs.

Lemma 1.4.5. Let B  be a ring and A  a subring with a split exact sequence of 

A-bimodules

0 — > A — > B — > C — ►0 

where C  is projective as a right A-module. Then r.gl.dim(A) < r.gl.dim(B).

Proof. By hypothesis, B  = A  ® C  as A-bimodules. If M  is any right A-module, 

M  ®a B  = M  ®A (A © C) = (M  ®A A)  © (M  ®A C)  =  M  © (M  ®A C).

So,

pdA(M) < p d A(M  ®a B).  (1.4.12)

Let

 > Pi — > P0 — > M ® a B  —  ̂ 0 (1.4.13)

be a minimal projective .^-resolution of M  ®A B  Since C  is a projective right 

A-module, so is jB, because B  =  A ® C. Therefore, (1.4.13) is a projective A- 

resolution of M  ®A B.  For if P  is a projective right B-module, then there exist a 

right jB-module Q and an index set I  such th a t P © Q  =  B 1 = (A 0 C ) 7 =  A7® ^ 7, 

which is a projective right A-module. Hence

pdA(M  B) < pdB{M B).

W ith (1.4.12), this yields

pdA(M)  <  pdA(M  <gu B) < pdB(M  13) < r.gl.dim(B).

So, r.gl.dim(A) < r.gl.dim(B).  □

Lemma 1.4.6. Let A , B  be rings such that B  is separable as A-ring and projec­

tive as left A-module. Then r.gl.dim(B) < r.gl.dim(A).
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First let us recall th a t to say th a t an A-ring 5  is separable means th a t the 

exact sequence of 5-bim odules

0 — >0, — > B  ®a B  - A  B  — ► 0,

where fi is the m ultiplication map, i.e. fi{x ® y) = xy,  and fi is the kernel of /i, 

is a split exact sequence.

Proof of Lemma 1.4-6. By hypothesis, B  <S>a B  =  B  © fi as 5-bim odules. If N  is 

any right 5-m odule, then

N  ®a B  = N  <S>b {B B) = N  <8>b (5  © fi) =  TV © (TV fi).

So,

pdB{N) < pdB(N  B ). (1.4.14)

Let

• • • — > Pi — > P0 — > N  — > 0 

be a minimal projective A-resolution of N  and tensor it with B  over A:

• • • — > P\ ®a B  — > Po ®a B  — > N  ®a B  — > 0. (1.4.15)

Since B  is a projective left A-module, (1.4.15) is again exact. Moreover, if P  is 

any projective right A-module and Q is a right A-module such th a t 5 © Q  is free, 

say, P  ® Q =  A 1 then

(P  ®A B)  © (Q B)  =  (P  © Q) <g>A B  “  A 1 B  = B 1.

Thus, P  ®a B  is a projective right 5-m odule. Hence, (1.4.15) is a projective 

5-resolution of N  ®a B.  S o

pdB(N  ®A B) < pdA{ N ),

which, with (1.4.14) gives

pdB(N) < pdB(N  ®a B) < p 6a {N) < r.gl.dim(A).

Therefore, r.gl .dim(B) < r.gl.dim(A).  □
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We are now able to prove the proposition.

Proof of Proposition 1 .4 .4- First we will show th a t A E is separable over A. Since 

E / k  is a finite separable field extension, E  is separable as /c-algebra (cf. [8 , Prop.

5.5.6, p. 190]), so there exists a split exact sequence

0 — — > E ® k E  — y E  — ► 0. (1.4.16)

Tensoring (1.4.16) with A  over k , we get a split exact sequence

0 — y A  <g)k Q — > A  ®k E  ®k E  — > A  ®k E  — > 0.

Since A ® k E  ®k E  =  [A ®k E) (A ®k E),  it follows th a t A E is separable over 

A.

Now we will show th a t A E satisfies the conditions on B  in Lemmas 1.4.5 and

1.4.6. If { u i,. . .  , vn} is a basis for E  as a vector space over k with V\ =  1, then, 

as ^4-bimodules,

A<g>k E  = A ®  (®i=ikvi) ^  e?=1(A ®k kvi) ^  ®i=1A.

Since v\ = 1, the canonical map A  — y A ® k E  can be regarded, via the above 

isomorphism, as the inclusion A  — y (Bi=iA  in the first term . Therefore, A E/ A  =  

©”_2A. So both A e  and A E/ A  are projective ^4-modules on both sides (in fact, 

they are free modules). Moreover, the sequence

0 — y A  — y A e — y A E / A  — y 0

is a split exact sequence of ^4-bimodules. Thus, by Lemmas 1.4.5 and 1.4.6,

r.gl .dim(AE) = r.gl.dim(A).

□
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Chapter 2 

Coproducts of commutative 

monoids with distinguished 

element

In this chapter we will look back at the category C of commutative monoids with 

distinguished element, defined in section 1 .2 , and describe more precisely the 

construction of the coproduct in €. We will use this construction to  prove results 

about properties of the factors th a t are transm itted to the coproduct.

2.1 The construction of the coproduct

Let M, N  be commutative monoids with distinguished elements and let (p : N — > 

M  and 'ip : N — > N  be the associated monoid morphisms. Let P  = M  x N  and 

consider the monoid M \ J n N  defined by P/E (p ) ,  where E(p)  is the congruence 

generated by the relation

P = { ( ( ^ W >  °)> (0> ^ ( n))) : n e N } .

Let /  : M  — > M \ J n N  be the morphism defined by f ( x )  =  (x,0)  where (x,0) 

stands for the equivalence class of (x, 0 ) with respect to the congruence E(p)  in 

M  x N.  Similarly, define a morphism g : N  — > M \ J n N  by g(y) =  (0,y). The 

monoid M \ J n N  is a commutative monoid with distinguished element, whose
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associated morphism N — y M \ J n N  is given by the morphism ftp  =  gift. It is 

immediate to see th a t M  ] J N N  is indeed the coproduct of (M, ip) and (N, ip) in 

the category of commutative monoids with a distinguished element.

In the case where the morphisms tp and ip are injective (adapting [12]), we say 

th a t the pair {(M, tp), (N, ip)} is embeddable in the coproduct M  ] J N N  if the mor­

phisms /  and g are monomorphism and strongly embeddable if it is embeddable 

and f ( M )  n  g(N)  = ftp(N)(= 9 ^ ) ) -

In this section we will give sufficient conditions for the coproduct of com­

m utative monoids with distinguished element to  have the strong embeddability 

property.

First let us see how to express equality of elements in M  ] J N N  in terms of the 

elements of M  and N .  This is provided by a result of Howie, which we include 

here. We start w ith a definition. Let S  be an arbitrary  multiplicative semigroup 

and p a relation on S', i.e. a subset of S 2. Given c ,d  G S', we say th a t c is 

connected to d by an elementary p-transition, and write c —> d, if

c = x a y , d = xby

for some x , y  G 5 1, where either (a, b) or (6 , a) belongs to  p and the symbol 

S'1 stands either for 5  if 5  is a monoid or for the monoid obtained from S  by 

adjoining an element 1 such th a t x l  =  l x  = x , for every x  G S  and 11 =  1.

Proposition  2.1.1. Let p be a relation on a multiplicative semigroup S  and let 

a,b G S. Then (a, b) G E(p) i f  and only i f  either a = b or, for  some m  G N, there 

is a sequence

a — Z\ —y Z2 —y ’ ’ ' —y zm — b 

of elementary p-transitions connecting a to b.

Proof. See [12, Prop. 1.5.9, p. 27]. □

We can interpret Proposition 2.1.1 in the case where S' is a commutative 

monoid and the relation p is symmetric in the following way.

35



C o ro lla ry  2 .1 .2 . Let p be a symmetric relation on an additive commutative

monoid M  and let a,b E M .  Then (a,b) G E (p ) i f  and only i f  either a = b

or, for some m  G N, there is a sequence

a = Z\ —y Z2 —y • • • —y zm — b,

where for each i =  1 , . . .  , ra — 1, z\ —>■ Zi+i i f  and only if Z{ = Xi + a* and

z i+ 1 = Xi + bi for some Xi G S  and (a*, bi) G p. □

We have seen tha t given commutative monoids with distinguished element 

(M, ip) and (N, ip), to construct their coproduct we define a relation p on M  x N  

by

p =  {((y>(n), 0), (0, ip(n))) : n  G N}.

This relation is not symmetric, but since E(p),  the congruence generated by p, is 

always symmetric, we can consider the relation

p' = {((ip(n),ip(m)), ((p(m),ip(n))) : n, m  G N}

which is obviously symmetric, contains p and is contained in E(p).  So E(p) = 

E{p').

So now we can say, using Corollary 2 .1 .2 , th a t given two elements f  =  

{x,y),r] = {x',y') G M U n  N , f  =  77 if and only if, for some n  G N, there 

are for each i = 1 , . . .  , n  +  1 elements Zi G M  and U E N  such th a t

(.x , y ) =  {zu ti) -» (z2,^ )    ̂(2n+i , t n+i) =  (x ' , y r).

T hat is, for each i — 1 , . . .  , n there are Xi E M ,  yi E N  and a*, G N such tha t

(a;,?/) =  (zi,?/i) +  ( ^ ( a i ) ,^ ( 6i))

( z i ,2/t) +  M&*)> V>(ai)) =  fe + 1, ^ + 1) +  (<p(a*+i)>^(&*+i)) > i =  1 , . . .  , n  -  1 

(x ',2/') =  (xn,y n) +

Note th a t the case (x ,y) = (xr, y f) is also covered: take n  =  1 and ai =  61 — 0.

Rewriting the above system, we can say th a t (x ,y)  = (x',y')  in if

and only if for some n  G N there are, for each i =  1 , . . .  , n, X{ G M , yi E N  and
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di,bi G N such that

x = xi  +  <p(ai) y =  yi +  ^ ( 61)

xi  +  <p(&i) =  2:2 +  ip(a2) yi +  i>(ai) = y2 + ^ ( h )

Xi +  ip(bi) =  x i + i +  (p(ai + 1) yi  +  ip(ai)  =  2/i+ i +  V >(^+i)

^n—1 T  ^Pipn—l) Xn -f- (y9(fln) yn—1 l) =  2/n T  tyifin)

X n +  pipn) = x ’ yn + tp(an) = y 1.

We will now look at conditions th a t guarantee the strong embeddability prop­

erty in the coproduct M  ] j N N.  We say th a t a monoid M  is conical if x  +  x' = 0 

implies x  = x' = 0 in M.  Borrowing a term  from the theory of monoids of pro- 

jectives, we say th a t a commutative monoid with a distinguished element (M, (p) 

has the UGN property if (p(n) = x  +  (p(m), with n, m  G N and x  G M , implies 

n  >  m.  Note th a t the UGN property implies, in particular, th a t ip is injective. 

We will show th a t if both M  and N  are conical and have the UGN property, then 

they are strongly embeddable in M  \ J N N .

To show, for instance, th a t /  : M  — > M \ J n N , defined by f ( x )  = (x,0),  is 

injective, we must show th a t (x, 0 ) =  (x1 , 0) implies x = x ' . But this is equivalent 

to saying th a t there is a system like the one above, with y = y' =  0  and th a t this 

system implies x = x'. In this particular case, the first equation on the right-hand 

side of the system would be

0 =  Vi + ^ i h ) .

If N  is conical, this implies yi = ip(bi) =  0 and injectivity of ip implies b\ — 0. 

Similarly, the last equation on the right-hand side would be

Vn +  ^ ( a n) = 0

and again, we have yn = 0 and an = 0 . So the fact th a t (re, 0) =  (x1, 0) is 

equivalent to the existence of element x \ , . . .  , x n G M , y2l. . .  , y n- 1 G N  and
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cii,. . .  , an_i, b2, ■ • • bn G N such that

x  =  £1 +

£1 =  £2 +  ^ (^ 2) V>(a i) =  2/2 +  ^ (^ 2 )

+  V>(&i) =  xi+i +  ^ ( a i+ i)  yt +  ^(a*) =  2/i+ i +  ^ ( ^ + 1) (2.1.1)

yn_i +  ^ (a n_i) =  V»(&n)

00n +  <p(&n) =  ^

We have the following theorem.

Theorem  2.1.3. Let (M,<p) and { N ,^ )  be commutative monoids with distin­

guished elements. I f  both M  and N  are conical and have the UGN property, then 

the pair (N,ip)} is strongly embeddable in the coproduct M \ J n N.

For the proof we will need some lemmas first. The two following lemmas will 

be stated with the notation of the system (2 .1 .1) for (x, 0 ) =  (x1, 0 ) shown above.

L e m m a  2.1.4. For i =  1 , . . .  , n -  2, ip(ai +  . . .  +  at) = ip(b2 +  . . .  +  bi+1) +  yi+\.

Proof. The proof will be by induction on i. For i — 1 , this is just ip(ai) =  

y2 +  if{b2), the first equation on the right-hand side of the system. Now assume 

the result valid for some 1 < i < n — 2 , we will prove it for i +  1 .

Corollary 2.1.5. I f  N  has the UGN property, the system (2.1.1) implies

(a) for i = 1 , . . .  , n - 2 ; a\ +  . . .  +  > b2 + . . .  +  bi+i,

(b) Gi +  . . .  +  an - 1 =  b2 +  . . .  +  bn .
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^ { a i  +  . . .  +  a i  +  a i + i )  — i p ( a i  +  . . .  +  a*) +  'ip{a i + 1)

— ifi(p2 +  . . .  +  bi+i) +  yi+ 1 +  ^ ( f l * + 1)

— ^ (^ 2  +  • • • +  b{+1) +  yi+2 +  i){bi+2)

— ^ (^ 2  +  • • • +  bi+ 1 T- bi+ 2) +  y i+ 2.

This establishes the lemma. □



Proof, (a) By Lemma 2.1.4, i)(ai +  . . .  +  a*) =  if(b2 +  . . .  +  bi+1) +  yi+i. Since 

N  has the UGN property, it follows th a t ai +  . . .  +  a* >  b2 +  • . .  +  &»+!. (b) By 

Lemma 2.1.4, ^ (a i  +  . . .  +  an_2) =  ip(b2 +  . . .  +  6n_i) +  yn- i ,  so

i/j(ai +  . . .  +  an- 1) =  +  • • • +  fln-2) +  1)

=  VKb2 +  . . .  -F 6n- i )  +  yn - 1 -F ^ ( a n- 1)

=  +  • • • +  &n-l) +

— 'ip(b2 -F . . . +  &n).

Since ^  is injective, it follows th a t +  . . .  +  an_i =  b2 +  . . .  +  5n- □

We can now prove Theorem 2.1.3.

Proof of Theorem 2.1.3. We shall use the fact tha t, for % =  1 , . . .  , n  — 2, a\ +  

. . .  +  a,i > b2 +  . . .  +  b{+i (Corollary 2.1.5(a)) to write

<p (cl\ +  . . .  +  af) = (p(b2 +  . . .  +  bi) +  (f(ai +  . . .  +  ai — b2 — . . .  — b{).

Following the first column of the system we can write

x  =  xi  +  (p{ai)

= x 2 + y>(ai +  a2)

=  x 2 +  ^(52) +  (p(cii +  a2 — 62)

=  £3 +  (£>(ai +  a2 +  03 — 62)

=  x n- i  +  (p(a\ +  . . .  +  an_ 1 — b2 — . . .  — 5n_2)

— ®n-i +  T{bn- 1) +  <p(fli +  • • ■ +  an- i  — b2 — . . .  — 6n_i)

=  +  <̂ (5n) » by Corollary 2.1.5 (b).

So x  = x ' . Therefore, /  is injective.

The proof th a t g is injective is analogous.

To prove th a t f { M )  n  g{N) =  /<p(N) it is enough (in fact equivalent) to prove
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th a t a system of the type

x  =  x \  +  <p(ai)

xi = x 2 +  (p(a2) 'ip(ai) = y2 +  ^{b2)

Xi +  <p(bi) =  x i+i +  ip{ai+1 )  y { +  ip(ai) =  y i+1 +  ip(bi+ 1) 

x n _  i  +  <p(bn- i )  =  <p(an) y n - 1  +  ^ ( f l n - i )  =  Un

yn +  ' t P M  =  y

implies x  G y>(N). Note tha t, in this case, Corollary 2.1.5 (a) is still valid. So we 

can proceed as above:

x  =  X \ + i p ( a \ )

— X2 T  (pip*l T  ^2)

=  £2 +  piP'l) +  +  &2 — ^2)

=  %3 +  y ? ( a i  +  <22 +  — ^2 )

— Xn—i +  ^ (a i +  • • • +  an_ 1 — b2 — . . .  — 5n- 2)

= £n_i +  ^(6n_i) +  y?(ai +  . . .  + an_i —  b 2  —  . . .  —  5n-i)

— V?(an) +  ^(fli +  • • ■ +  an- i  — 62 — . . .  — 5n-i)-

So 2; G <^(N). Hence / (M )  Dp (IV) =  /<p(N). □

It is im portant to notice th a t the property of M  and N  being conical alone with 

the hypothesis of both cp and ip being monomorphism do not imply embeddability. 

The next example shows, in fact, th a t even for monoids of projectives of rings 

with IBN, this may not be true.

E x a m p le . Let S  be the commutative monoid presented by

S  =  (a, b | 2 .b = 2 .a, 4.a +  b = 5.a), 

which can be regarded as a monoid with a distinguished element via the morphism



It can be verified directly th a t every element n.a +  m.b of 5 , with n, m  G N, can 

be unambiguously reduced to one of the irreducible elements

0, a, 2.a, 3.a , . . .  , 6, a +  6, 2.a +  6 , 3.a +  b

and th a t n.a +  m.b = 0 if and only if n  =  m =  0. So the morphism a  is injective 

and S  is conical. We can say even more: given any element n.a-\-m.b of 5 , we have 

2 .(n.a + m.b) =  n .(2 .a) +  ra.(2 .&) =  n .(2 .a) +  m .(2 .a) =  (n +  m )(2 .a) =  a(n-t-m ). 

Thus, by Bergm an’s theorem (Theorem 1.2.1), S  is isomorphic, as a monoid with 

a distinguished element, to the monoid of projectives of an algebra R  over an 

arbitrary  field. As we have just seen, R  has IBN. (In fact, R  even has the UGN 

property.) Our second object is the commutative monoid T  presented by

T  = (d, e | 2.d +  e = d).

This will be considered as a monoid with a distinguished element by means of 

the following morphism.

N - A  X

1 i— > d

In this case, it is also possible to show directly th a t every element n.d  +  m.e  of 

T  can be uniquely expressed as one of the following irreducible elements of T :

0, d, 2.d, 3.d, . . .  , e, 2.e, 3. e, . . .  , d +  e, d + 2.e, d +  3. e, . . .

and th a t n.d + m.e  =  0 if and only if n = m  = 0, so T  is conical. Since the integer 

multiples of d are all distinct in T, (3 is injective, i.e. T  has the IBN property. 

But note th a t T  does not have the UGN property, because 2.d + e = d. Here it 

is also the case th a t T  can be regarded as a monoid of projectives of an algebra 

over a field which has IBN. For given any n.d  +  m.e  £ T, (n.d +  m.e)  +  2m.d = 

n.d  +  m.(2.d  +  e) =  n.d +  m.d = (n +  m).d  =  f3(n +  m).  Let C = <S'IJNX' 

and /  : S  — > C, g : T  — > C  be the canonical morphisms associated with the
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coproduct. We will show th a t /  is not injective. Indeed:

/(3 .a ) =  /(a )  +  /(2 .a ) =  / ( a )  +  / a ( l )

=  f ( a) +  £/?(!) =  f ( a) +  9(d)

— / ( a ) +  p(2 .d +  e) =  / ( a )  +  g(d(2) +  g(e)

=  / ( a )  +  f a (  2 ) +  g(e) =  / ( a )  +  /(4 .a )  +  g(e)

=  /  (5.a) +  g(e) =  /  (4.a +  6) +  g(e)

=  /(&) +  M 2) +  g(e) = f(b)  +  #/?(2 ) +  p(e)

=  /  W  +  P(2-d +  e) =  /(&) +  ^(d)

—  / ( 6)  +  ^ ( l )  =  / ( 6)  +  / a ( l )

— / ( 2 . a  +  6).

But, as we have seen above, the elements 3.a and 2.a +  b are different in S. So 

{(5, a ) , (T, (3)} is not embeddable in C  and this phenomenon was caused by the 

absence of the UGN property in T.

Theorem 2.1.3 has a very useful corollary when the monoids are monoids of 

projectives.

C o ro lla ry  2 .1 .6 . Let R  and S  be rings with UGN. Then T (5)} is strongly

embeddable in the coproduct

n R ) l [ n s ) .
N

Proof. Monoids of projectives are always conical. Moreover, a ring has UGN 

if and only if its monoid of projectives has the UGN property. Therefore, by 

Theorem 2.1.3, the coproduct y (R )  U N CPIjS) has the strong embeddability prop­

erty. □

Another useful corollary when the monoids involved are monoids of projectives

is

C o ro lla ry  2 .1 .7 . Let r € N and M  and N  be two commutative monoids with 

distinguished element. Suppose that M  and N  are conical and have the UGN
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property. Then there is an isomorphism of monoids with distinguished element

A f J j T V S  -N
N  r

i f  and only i f  M  =  N (and, thus, TV = or TV =  N (and, thus, M  = ^N).

Proof. I t is clear th a t the conditions are sufficient for the isomorphism to exist. 

Let us look at their necessity. As a monoid with a distinguished element, 

is just the free commutative monoid F  on one generator x  given with a monoid 

morphism

N F  

1 i— > r.x

Let p  : N — > M  and 7  : N — > TV be the monoid morphisms associated to M  and 

TV respectively. Let C = M  ] J N TV and denote by f  : M  — > C  and g : TV — > C  

the canonical coproduct morphisms. Since (M, /3) and (TV, 7 )  are conical and have 

the UGN property, we have, by Theorem 2.1.3, th a t /  and g are injective and 

f ( M )  P\ g(N)  =  //? (N). By hypothesis, there exists an isomorphism

— >C

of monoids with distinguished element. Since G C , there exist m  G M  and

n  G TV such th a t $(x )  = (m, n) — f ( m )  +  g(n). Surjectivity of <I> guarantees the 

existence of a, b G N such that

<fr(a.x) =  /(m )  and $(b.x) = g(n).

So, =  f ( m ) + g { n )  = $(a.x) + $(b.x) = $ ((a  +  6).x) and, since $  is injective, 

a +  b = 1 . There are two cases to consider: when a =  0 and b =  1 and when 

a = 1 and 6 =  0. Let us look at the first case, i.e. a = 0 and 6 =  1. In this 

case, we have th a t f ( m )  =  0 =  /(0 )  and so, because f  is injective, m  =  0. That 

is, =  g(n).  We will now prove tha t, in this situation, p  must be surjective. 

Indeed, let p be an arbitrary element of M.  Since $  is surjective, there must exist
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a c 6  N such th a t 4>(c.:r) =  f { p ). So,

f (p )  =  ${c.x)

— c.$(x)

=  C.g(n)

= 9 {c-n),

th a t is, f (p )  6  f ( M )  Pi g(N)  = f(3(N). And, since /  is injective, p 6  /?(N). So fi 

is surjective (and injective), providing an isomorphism between M  and N. It now 

follows th a t N  = ^N. The second case (a =  1 and b = 0) yields an isomorphism 

between N  and N and has a symmetric proof. □

In particular, if R  and S  are rings with UGN such th a t

=  n ,
N

then R  and S  are projective free rings. So we have the following corollary.

C o ro lla ry  2 .1 .8 . Let K  be a skew field and R  and S  be K-rings. Then R * k  S  

is a fir if  and only i f  both R  and S  are firs.

Proof. In one direction, this is ju st Proposition 1.3.5. Conversely, suppose tha t 

A = R * k  S  is a fir. On the one hand, by Theorem 1.3.2, R  and S  are hereditary 

rings. On the other hand, by Theorem 1.3.1, R  and S  can be embedded in A, so 

both have UGN. Moreover, by Theorem 1.3.4, there is an isomorphism of monoids 

with distinguished element

CP(i?) J J  7>(S) =  N.
N

Thus, by Corollary 2.1.7, R  and S  are projective free. Therefore, both R  and S  

are firs. □

2.2 Applications

Having solved the problem of strong embeddability, we can now look at proper­

ties of the factors which are preserved in the coproduct. We can use Propositions
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1.2.2 and 1.2.3 to  define, ju st as we did with UGN, properties IBN, weak finite­

ness (W F), Hermite and power freeness (PF) for abstract commutative monoids 

with distinguished element. T hat is, if M  is a commutative monoid with a dis­

tinguished element e, then M  has the IB N  property if n.e = m.e  implies n = m, 

the WF property if n.e = n.e +  x  for some x  G M  implies x  =  0, the Hermite 

property if m.e  +  x  =  n.e for some x  G M  implies n > m  and x  =  (n -  m).e, 

the PF property if it has the IBN property and for every x  G M ,  there exist 

n, r G N, both depending on x, such n.x = r.e. Finally, a (general) commutative 

monoid M  has the cancellation property if x  +  y  =  x  +  w for x, y, w G M  im­

plies y = w. It is obvious to see th a t (UGN ==>• IBN) and (Hermite = >  W F). 

Moreover, if M  is conical, then (PF ==> W F). If M  is a conical genuine com­

m utative monoid with distinguished element, then we have (W F ==>■ UGN) and 

(cancellation = >  Hermite). Thus, for a conical genuine commutative monoid 

with distinguished element, we have the same implications represented by the 

diagram in section 1 .1 , i.e.

P F  = >  W F = >  UGN IBN

and

cancellation ==>■ Hermite = >  W F = >  UGN ==> IBN.

If (M, (p), (N, ip) are commutative monoids w ith distinguished element which 

are both  conical and have the IBN property, then an element f  =  (x, y) of 

M  ] J N N ,  where x  G M  and y  G N  satisfies

f  =  0 if and only if x = 0 and y — 0 . (2 .2 .2 )

Indeed, since (0,0) =  0 in the coproduct, we know th a t for some n  G N, for each
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i  =  1, . . .  , n, there exist Xi E M  and yi E N  and a iy bi E  N such th a t 

0  =  x i  +  (p(ai )  0  =  y i  +  ip(b{)

£i +  <p(h) =  x 2 +  <p(a2) yi +  ^ ( a i )  =  2/2 +  ip(b2)

Xi +  <p{bi) = x i+i +  ip(ai+1) yi +  ^(a*) =  2/i+i +  ip(bi+i)

x n- i  +  <p(6n- i )  =  x n +  y?(an) 2 /n - i  +  ip(an- 1) =  y n +  ip(bn)

Xn +  ip(bn) = x  yn + ip(an) = y.

The first equation on the left gives us, by conicality of M  and IBN, x \  =  0 and 

ai =  0. The one on the right gives 2 / 1  =  0 and b\ =  0. Now, by an induction 

argument on i, we get Xi = 0, yi =  0, =  bi = 0 for 1 < i < n. This implies th a t

x  = x n +  (p(bn) =  0 and y = yn +  ip(an) =  0. As a consequence, we get

P ro p o s it io n  2 .2 .1 . Let (M,(p) and (N,ip) be commutative monoids with distin­

guished elements. I f  both M  and N  are conical and have the I B N  property, then 

the pair coproduct M  ] J N N  is conical and has the IB N  property.

Proof. Let C  denote the coproduct M  N . F irst let us show th a t C  is conical.

Let f  =  (x ,y)  and 77 =  (x',y')  be elements of M ] j N/V, where x , x '  E M  and 

2/, 2/  E N .  Then, by (2.2.2), f  +  77 =  (x +  x \  y + y') =  0 if and only if x  =  x' =  0 

and y = y' =  0. In other words, f  +  77 =  0 if and only if f  =  77 =  0. Hence C  is 

conical.

To prove IBN, let r, s E  N be such th a t (<p(r),0) =  (</?(s),0). We want to 

show th a t r = s. Indeed, the above identity is equivalent to the existence of a 

system

ip(r) = xi  + <p(ai) 0 =  7/1 +  VKM

x\  +  (p(bi) = x 2 + <p(a2) 2/1 +  W a i) =  V2 +  b2)

Xi +  (f(bi) =  x i+i +  (p(ai+1) yi +  ip (at) = yi+i +  ip{bi+1)

Xn_i +  = x n + (p(an) 2 /n - l  +  V>(a n - l )  =  2/n +  1p(bn)

£ n  +  I^ibn) = <p(s) 2/n +  ^ (a n) =  0 .
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where Xi G M , yi e  N  and a ,̂ G N. Since N  is conical and has the IBN 

property, the first and last equations on the right-hand side give us yi = yn = 0 

and b\ =  an =  0 . So the system can be rewritten as

tp(r) = x 1 + <p(ai)

x i  = x 2 +  (p{a2) ip(ai) = y2 +  ^ (b 2)

Xi +  <p(bi) =  x i+i +  (p(ai+1) y{ +  V>(a») =  2/»+i +  ^(^i+i)

1 "h ip(bn—1) 2/n—1 “1“ 'ipip'n—l )  ^{p n )

Xn +  <^(M =  <^(s)-

The set of equations on the right-hand side, as a simple inductive argument shows, 

implies th a t

+  . . .  +  an_ 1) =  ipfa  +  . . .  +  bn).

By the IBN property of N , we get

+  . . .  +  an—1 =  62 +  . . .  +  (2.2.3)

Now the equations on the left-hand side give, in a similar fashion,

<p(r +  62 +  • • • +  bn) =  (p(s  +  fli +  . . .  +  a n- i ) .

So, by IBN in M ,

T b2 bn = S ~\- CL\ Q>n—1- (2.2.4)

Now, (2.2.3) together with (2.2.4) imply r = s. Thus, C  has the IBN property. □

Although the above proposition guarantees th a t under conicality, the IBN 

property of the factors is preserved in the coproduct, we know th a t ju st IBN is 

not enough to guarantee embeddability. We have seen in Theorem 2.1.3 th a t 

conicality and UGN were sufficient to guarantee strong embeddability and we 

will see th a t, in this case, not only the coproduct contains its factors, but also 

inherits their UGN property. In fact, other more restrictive properties than  UGN 

are also transm itted  from the factors to  the coproduct, as the next result shows.
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T h e o re m  2 .2 .2 . Let (M, tp) and (N, ip) be commutative monoids with distin­

guished elements and suppose that both are conical and genuine. Denote by C  the 

coproduct M  ] j N N .  I f  both (M, ip) and (N, ip) satisfy one of the properties below, 

then so does C:

(a) UGN,

(b) WF,

(c) Hermite,

(d) PF,

(e) cancellation.

Proof. The proofs are similar to the proof of Theorem 2.1.3, so they will be only 

sketched. For (a), suppose (y?(r),0) =  (x +  p(s),  y), where x  E M , y  e  N  and 

r, s £ N. T hat is, we have a system

(p(r) = x x + (p(ai)

x l = x 2 + p(a2) ip{ax) = y2 + ip(b2)

Xi +  (p(bi) = x i+1 +  <p{ai+1) yi +  ip(ai) = yi+x +  ip(bi+1)

xn_i +  <p(bn- i )  = x n + (p(an) yn -1  +  ip(an- i )  = yn + ip(bn)

x n +  p(bn) = x  + ip(s) yn +  ip{an) = y.

and we must prove th a t r > s. This follows because, since N  has the UGN 

property, we have, as in Corollary 2.1.5 (a), ai +  . . .  +  a* >  b2 +  . . .  +  , for

1 < i < n — 1 . So

(p(r) = x n_i +  cp(ai +  . . .  +  an_! — b2 — . . .  — bn- 2)

=  x n- i  +  p{bn- 1) +  p(a\  +  . . .  +  an_i — b2 — . . .  — bn_2 — bn- 1)

=  x n +  <p(a\ +  . . .  +  an_i +  an — b2 — . . .  — bn- \ )

=  x n +  (p(bn) +  <p{ai +  . . .  +  un—l + an — b2 — . . .  — 6n_i — bn)

=  rr +  p(s) +  <p(ai +  . . .  +  an -  b2 -  . . .  -  bn).

T hat is,

ip(r) = x  +  (p(s +  a — 6), (2.2.5)
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where a = ai +  . . .  +  an and b = b2 +  . . .  +  bn. Since M  satisfies UGN, r > 

s + a — b > s. Therefore C  satisfies UGN. Note th a t we can also use the system 

above to prove, in the fashion of Lemma 2.1.4, th a t

ip(d) = y  + ip(b). (2 .2 .6)

For (b), setting r =  s above, we are left to prove th a t x  =  0. But this is 

so, because since M  is W F, (2.2.5) implies x  +  (p(a — b) = 0, which implies, by 

conicality and IBN, x  =  0 and a = b. So, by (2.2.6) and because N  has the WF 

property, y — 0 and, therefore, (x, y) = (0, 0) =  0. Thus, C  has the W F property.

For part (c), we must, using the above system and the Hermite property in 

M  and TV, prove th a t r >  s (which we have already done) and th a t (x, y) = 

(<p(r — s), 0). By (2.2.5), it follows tha t x  = p(r  — s — a + b). And, by (2.2.6), it 

follows th a t y = ip {a — b). So, setting d =  a — 6 , (x,y)  = (cp(r — s — d),ip(d)) =

\<p{r — s — d) +  (p(d), 0) =  ((p(r — s), 0). Hence, C  has the Hermite property.

Part (d) is straightforward: we saw in Proposition 2 .2.1  th a t M  ] J N N  has the 

IBN property and given f  =  (x,y),  we know th a t there are n , m , r , s  £ N such 

th a t n.x = ip(r) and m.y = ip(s). So

(nm).t; = (nm). (x ,y ) = (m.(n.x), n.(m.y))

= (m.<p(r),n.ip(s))

=  (np(mr +  ns),  0 )

=  (mr -r ns)(p ( l ) ,  0) =  (mr  +  n s ) l ,

where 1 is the distinguished element in M  \ J N N.

For part (e), we use a system

x  +  z = xi  +  (p(ai) y + w = yi + ip(bi)

x \  +  <p(b\) = x 2 +  <p(a2) ip(ai) =  y2 +  ip(b2)

Xi +  p(bi) = x i+i +  p(ai+1) yi +  ip(ai) = yi+1 +  ip(bi+1)

Xn—i T  tp(bn—i) x n +  cp(an) yn—l +  ^(^n—i) yn T  ip(bn)

Xn  +  p(bn) =  x' +  2  yn +  ip(an) =  y' +  w
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to represent an equation

0x , y) +  {z, w) = (x', y') +  (z, w),

where x, x ' , z  £ M  and y , y', w € N .  Our aim is to show th a t the existence of

such a system implies (x ,y) = (x':y'). Indeed, the equations on the left-hand 

side of the above system yield

X +  Z +  (p(bi +  . . .  +  bn) = x' +  Z +  p̂{CL\ +  . . . +  CLn).

By cancellation in M , we get

x  +  (p(b) =  x' +  y?(a), (2.2.7)

where a = a\ +  . . .  an and b = b\ + .. . + bn. The equations on the right-hand side 

yield

y  +  il>(a) =  2/' +  ^(5). (2.2.8)

Suppose th a t a > b  and set d = a — b. Since both M  and N  have cancellation,

(2.2.7) and (2.2.8) become

x = x' + ip(d), y + ^(d) = y ' .

So there is a system

x  =  x' +  tp(d) y =  y

x'  =  x' y + = y \

which implies th a t (x ,y)  = (x ':y'). And, therefore, C  has cancellation. If a < 6, 

the argument is analogous. □

A property of a commutative monoid with a distinguished element mimicking 

projective triviality is not in general preserved by the coproduct construction. 

For an example, take M  =  and N  = in Corollary 2.1.7 with s > 1 and 

t > 1. As th a t result shows, as a monoid with distinguished element, ^ N ]J n |N  

cannot be regarded as a monoid of the kind even when s = t.

We have seen th a t given two conical commutative monoids with distinguished 

element satisfying the UGN property, they are strongly embedded in their co­

product and the coproduct is again conical and has the UGN property. By

50



associativity of the coproduct construction (see [11, Th. 1.3]), it follows th a t the 

coproduct of finitely many  conical commutative monoids w ith distinguished el­

ement satisfying the UGN property is conical, has the UGN property and the 

factors are strongly embedded in it.

P ro p o s it io n  2 .2 .3 . Let {(Mi, (pi),. . .  , (Mn, (pn)} be a finite family of commu­

tative monoids with distinguished element. Suppose that, for  every i = 1 , . . .  ,n,  

{Mi, (fi) is conical and has the UGN property. Let C = ] J NMj and gi : Mi — > C 

be the coproduct morphisms. Then, for every i = 1 , . . .  ,n,  pi is injective and if  

i ^  j ,  gfiMi) H gfiMj) = ^ ^ ( N ) .  Moreover, C is conical and has the UGN 

property. □

Given an arbitrary  family (M a,^a)aga °f commutative monoids with distin­

guished element, we can regard their coproduct C  — J JN M \  as the direct limit of 

the direct system formed by the coproducts of finite subsets of A. More precisely, 

given i, a finite subset of A, let Ci be the coproduct of the monoids M \  with A G i. 

If j  is another subset of A such tha t i < j  (tha t is, i C j ) ,  let a j  : Ci — > Cj 

be the coproduct morphism from Ci into C i \ J NCj\i = Cj. Then I  is a directed 

set and (C*, a j ) is a direct system of commutative monoids w ith distinguished 

element. Let (fin^Ci, fif) be the direct limit of (Ci,ctj). It is easy to see tha t, 

as commutative monoids with distinguished element, lin^C* =  C. Using the fact 

that, for a fixed i G I , fii is injective if and only if a* is injective for all j  > i (see, 

e.g. [10, Lemma 21.2]), we can prove the following result.

T h e o re m  2 .2 .4 . Let {{M\,(p\)  : A 6  A} be a family of commutative monoids 

with distinguished element. Suppose that, for  every A 6  A, {M\,(p\) is conical 

and has the UGN property. Then the family {{M\,(p\)  : A G A} is strongly 

embeddable in the coproduct C = U n

Proof. Let I  be the set of all finite subsets of A, partially  ordered by inclusion 

(denoted here by <). Denote by C the coproduct {Jn Ma- As above, for every 

i G I ,  let Ci be the coproduct of the monoids M \  with A E  i and, for every 

j  > i denote by a lj the morphism from Ci into Cj.  We know th a t the set I  is 

directed, th a t the direct system {Ci,alj) has a direct limit (hn^C^, fif) and th a t
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C = ln^C j. By Proposition 2.2.3, the maps a J are all injective, thus all the maps 

Pi are injective. In particular, for every A G A, f t  : M\  — > C (where stands 

for /?{a}) is injective. Now given A,/i G A, let % — {A,/i}, so th a t fi\ =  /?jo£ and 

Pii = Pi®?- Hence

Px(Mx) n  =  A ^ A(M A) n A a f ( M M)

=  Pi(a f(M\)  n  a f  (Mm)), because pi is injective 

=  by Proposition 2.2.3

=  P \ V \ W -

Therefore, {(MA, (f\) : A G A} is strongly embeddable in C.  □

For directed limits of monoids, as in the case of modules, all the elements in 

liiTL Ci are of the form fa f e ) ,  for some i G /  and Xi G Cj. So in this context it is also 

true th a t the coproduct will inherit properties shared by all the factors. To see 

th a t the Hermite property, for instance, is preserved, suppose th a t the factors M\  

in the above theorem all have the Hermite property. Denote by ipi : N — ► Ci the 

monoid morphism tha t characterizes Ci as a monoid with a distinguished element 

and by ^  : N — >■ C  the corresponding morphism for C —so th a t =  tft f°r

every i G / .  Let

ip(m) +  x  =  -0(n ) (2.2.9)

be an equation in C. Take i G /  and Xi G Ci such th a t x = Pi(xi). Then (2.2.9) 

becomes

f t f t H )  +  Pi(x i) =  (2.2.10)

By injectivity of /ft, (2.2.10) is equivalent to

'ift(m ) +  Xi =  i p i { n ) .

By Theorem 2.2.2, the Hermite property is transm itted from two factors to their 

coproduct and, thus, by a simple induction, it is transm itted  from finitely many 

factors to their coproduct. So being Hermite is a property of Ci and, therefore,
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n > m  and Xi = ^ ( n  — m).  Applying f t, we get x  =  f t  (a;*) — f t f t ^  — m) = 

ip(n — m).  Hence C  has the Hermite property. The other properties mentioned 

in Theorem 2.2.2 behave in the same way.

T h e o re m  2.2 .5 . Let { M \  : A G A} be a family of commutative monoids with 

distinguished element. Suppose that, for every A G A; M \  is conical and genuine. 

Denote by C their coproduct ] J N M \.  If, for every A G A, M \  satisfies one of the 

properties below, then so does C:

(a) UGN.

(b) WF,

(c) Hermite,

(d) PF,

(e) cancellation. □
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Chapter 3 

Coproducts of skew fields

We saw th a t coproducts of skew fields am algam ating a common subfield provide 

a large class of examples of firs. In this chapter, we will look at the effect of 

subm itting these coproducts to an extension of a commutative subfield and obtain 

a description of their monoid of projectives.

3.1 Coproducts under field extensions

There will be no loss of generality in restricting our analysis to the case of two 

factors. In this section a monoid with a distinguished element will be called basic 

if it is isomorphic to N. If it is isomorphic to ^N, for some natural number n, it 

will be called parabasic.

T h e o re m  3.1 .1 . Let C  and D be two skew fields having a common subfield K  

and let R  = C * k D. Let k be the centre of K  and E  a finite separable commutative 

field extension of k. Then the monoid of projectives of the ring R e  = R  E  is 

a coproduct of direct products of parabasic monoids.

Proof. Let / =  [E : k\. We know by Lemma 1.4.3 th a t

R e = (C *k  D) E  = Ce *k e D e -

Let us look first at K e =  K  E- By Lemma 1.4.1, K e — SDftr(*S'), where S  is a 

skew field and r  a natural number dividing I. Now let Z  be the centre of C. We
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have

Ce  — C <Z>k E  = C  <S)z (Z  ®ic E).

Since E / k  is separable, it follows th a t Z  <g>k E  =  Z\  x . . .  x Zm, where, for each 

i = 1 , . . .  , m, Zi is a finite commutative field extension of Z  and YllLilZi : Z] = I 

(cf. [7, Cor. 5.7.4, p. 194]). So

Ce  — C <S>z (Z  0 jfc i£)

=  C (Zi x . . .  x Z m)

— (C  0 z Z\)  x . . .  x (C <S>z Z m).

Since C  is a skew field with centre Z  and each Z{ is a finite commutative field

extension of Z, it follows by Lemma 1.4.1 tha t, for each i =  1 , . . .  ,ra  there 

exists a natural number s*, which divides [Zi : Z], and a skew field Gi such tha t 

C Z { = fUtSi(Gi). T hat is,

CE ^  3 M G 0  x . . .  x m Sm(Gm). (3.1.1)

Similarly, we can write

D E ^ m A H i )  x . . .  x m tn(Hn),

where, for each i =  1 , . . .  , n, ti is a natural number and Hi is a skew field. 

Therefore, R e is isomorphic to the ring

M s ^ C i )  x . . .  X m Sm(Gm) *mr(s) X . . .  x m n(Hn).

Since 9Jlr (5) is simple artinian, by Theorem 1.3.4, we have

9 ( R e ) *  ? ( M Sl(G1) x . . . x m Srn(Gm))

9 ( m h (Hl) x . . . x < m tn(H„))
3>(®!r (S ))

“  ? (9 n si(G1) ) x . . . x O> ( OTSra(Gm))

y(SOTr(S))

^  I I n  x . . .  x — n  | TT I  I n  x . . .  x —n ) .
\ 51 sm J  i \^1 tn J

r

□
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The proof of the above theorem also provides some information on the relation 

between r and the s f s and t j ’s. Since K e  is embeddable in Ce , we can regard 

Ce  as an r x r m atrix  ring, say Ce — 27tr (T). Since C e is a semisimple ring, T  

is semisimple; therefore, there exist natural numbers r i , . . .  , and skew fields 

L i , . . .  , Lh such th a t

T  = Wlri(Li) x • • • x 9JlP # i .

Thus,

C£ ^ 9 J t r (T) ^  x ••• x mb-jT/O)

=  X • • • X M rrh{Lh).

By uniqueness, h = m  and, comparing the above expression with (3.1.1) and 

possibly rearranging the order of the factors, s* = rri and Li =  Gi. Thus, r 

divides Si for every i =  1, . . .  , m. Similarly, r  divides tj for every j  = 1, . . .  , n. 

So we get the following result.

Corollary 3.1.2. With the hypotheses of Theorem 3.1.1,

R e  =  ( 9 M G ,)  x . . .  x m Sm(Gm)) *mr(s) x . . .  x

where for each i = 1, . . .  , m  and j  = 1 , . . .  , n, Gi and Hj are skew fields and r 

divides both Si and tj. □

In the simpler situation where both C  and D  share the same centre, we can 

drop the hypothesis on the separability of E  over k to get the following

Corollary 3.1.3. Let C ,D  be skew fields having a common subfield k as their 

centres. Let R  = C * k D  and E  be a finite commutative field extension o fk .  Then 

the monoid of projectives of R e  is isomorphic to ^ N ]J n for  natural numbers

r, s. In particular, i f  r > 1 or s > 1, R e  is not a fir.

Proof. This is ju st an easier version of Theorem 3.1.1. First notice th a t k <S>k E  S 

E.  Moreover, since k is the centre of both C  and D  there are natural numbers
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r,s ,  which divide [E : k], and skew fields G , H  such th a t Ce — Wtr (G) and 

D e  = Therefore, R E “  Wtr(G) *E M , ( H )  and

T ( R e ) =  - N T T  lpj.
r J- L s

N

We also know that, by Corollary 1.3.3, R E is hereditary, because both 9Jlr(G) 

and 9Jls(H)  are. Thus R e is a fir if and only R E is projective free, th a t is, if 

and only if T(R e ) =  N. But, by Corollary 2.1.7, this is the case if and only if 

r =  s =  1. □

Some comments on the nature of the ring R E obtained in the above corollary 

are due. R  = C *k D  is a fir and, therefore, is embedded in its universal field of 

fractions U. This embedding induces an embedding of R e into Ue • By Lemma 

1.4.1, there exist n  and a skew field L  such th a t Ue — In the proof of

Corollary 3.1.3 we saw th a t the ring R e  is isomorphic to Wlr(G) Wls(H),  so 

there are two natural ways of regarding R e as a full m atrix  ring. First, since 

9Jtr (G) can be embedded in R E, we can take the set of r x r m atrix units of 

%Jlr(G) to be a complete set of m atrix units in R e . Therefore, R e  — fUtr(T), for 

some ring T.  Now, using the embedding R e C Ue , we can regard UE as an r  x r 

m atrix ring, say UE — %Jlr(L'). Since UE is simple artinian, Wlr(L') is simple 

artinian, hence U  is simple artinian. So there exist a natural number t and a 

skew field F  such th a t L' = Wlt (F).  Thus,

m n{L) = UE = 3Hr(L') =  m r{Wlt{F)) £* Wlrt(F).

By uniqueness, n = r t  and L  =  F.  This implies th a t UE — 9DTr (9Jtf(L)). By 

definition, the embedding of R E into UE preserves the m atrix  units, so T  is 

embedded in 9Jlt (L). If we had started  with the embedding of DJts(H)  into R E we 

would have obtained th a t R E is isomorphic to a full m atrix  ring 9Jls(T '), where 

T 1 is embedded in Wlt>(L) and t1 is a natural number such th a t st' = n. Note 

th a t in the non-trivial cases, neither T  nor T ’ will be firs, although they are both 

hereditary rings. This is because

Ttr(T) = f f lr (G) *E W S(H)
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implies, by Theorem 1.3.4,

- W T )  =  - n T T  I n .r  r  J_L s

If T  is a fir, then T(T) =  N and, by Corollary 2.1.7 we have th a t jN  =  N, th a t 

is, s = 1. Conversely, if s = 1, then ^T(T) =  ^N, which implies th a t T(T) =  N. 

Hence we conclude th a t T  is a fir if and only if s =  1. An analogous argument 

establishes th a t T '  is a fir if and only if r  =  1.

As we have just seen, in general, the coproduct constructions do not generate 

m atrix rings over firs under ground field extension. But, as the next proposition 

shows, in some cases this construction can provide examples of m atrix rings over 

firs.

Proposition 3.1.4. Let C  be a skew field with centre k, F  a field (commutative 

or not) containing k and E  a finite commutative field extension of k such that 

F  <g>if E  is a field. Let R  = C *k F. Then R  is a fir and R e  is isomorphic to a 

full matrix ring over a fir.

Proof. R  is a fir, because it is a coproduct of two firs am algam ating a common 

subfield. We know th a t R e  — Ce *e Fe . S o <J)(Re) — T{Ce) LIn T (Fe). Since 

Ce  is simple artinian, 7(C e)  — for some natural number n  and since Fe is a 

field, T (F e ) — N. Therefore,

? { r e ) = I n ,
n

i.e. R e is projective trivial. By Corollary 1.3.3, R e  is also hereditary, because 

both Ce and Fe  are. So R e is isomorphic to  a full m atrix ring over a fir. □

3.2 Power-free ideal rings

Although coproducts of skew fields having a common centre under finite field 

extensions do not give rise to projective free rings, they do give rise to power-free 

rings, i.e. rings whose finitely generated projective modules have a power which 

is free of unique rank, as proved in Corollary 3.1.3. This motivates the following 

definition.
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D efin itio n . A ring R  is called a left power-free ideal ring, left pfir for short, if  

it is left hereditary, power-free and T (R ) is finitely generated as a commutative 

monoid.

The term  ideal appears in the definition because of the following result.

P ro p o s it io n  3 .2 .1 . Let R  be a ring. Then

(a) if  R  is a left pfir, then every left ideal of R , as a left R-module, has a 

power which is free of unique rank,

(b) if  every left ideal of R, as a left R-module, has a power which is free of 

unique rank, then R  is left hereditary and power-free.

Proof. We will s ta rt by proving (a). Let I  be a left ideal of R. Since R  is left 

hereditary, I  is projective, in fact, I  is isomorphic to a direct sum of finitely 

generated projective left P-m odules (cf. [6 , Th. 0.3.7, p. 14]). So we can write I  

as

I  ^  © . . .  © P ^n,

where the elements [Pi] are the generators of T (P). Since R  is power-free, for 

each i = 1 , . . .  , n, there exist an s* such th a t Pf* is isomorphic to  a free module 

Fi. Let s be the LCM of the s f  s and take t f  s such th a t s = SiL. Then

I s 9* ( p ?  © . . . © P nr”)s

  pSnitnTn)

= P ^ 1 ® . . . © P ^ nrn.

So I s is free. Uniqueness of the rank follows because, by definition, power-free 

rings have IBN.

For part (b), let I  be a left ideal of R. Since I  has a power which is free, in 

particular, I  is a projective left P-module. So R  is hereditary. For power-freeness, 

let P  be a finitely generated projective left P-module. We must show th a t there 

exists a power of P  which is free. Since P  is left hereditary, P  is isomorphic to a 

finite direct sum of left ideals of P  (cf. [6 , Cor. 0.3.2, p. 12]), i.e.

P  “  h  © • • • ® Jn,
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where the I f  s are left ideals of R. By hypothesis, for each i — 1 , . . .  ,n,  there 

exists Si such th a t I - i is isomorphic to a free module P*. Let s be the LCM of 

the s f  s and take ti such th a t s = sfii for all i. Then

P s =  (/i © . . .  © I n)s

pit} JSntn

=  P i 1 © . . . © ^ ^ .

So P s is free and, hence, R  is power-free. □

We can define right pfirs in a similar way. The unmodified term  pfir will be 

used to refer to rings which are left and right pfirs simultaneously.

Recall tha t, by Proposition 1.2.3(d), a ring R  is power-free if and only if it 

has IBN and for every p  G T (P ), there exist n, r G N such th a t n.p = r.e, where 

e is the distinguished element of T (P). It is clear th a t coproducts of parabasic 

monoids satisfy the same property. This allows us to rephrase Corollary 3.1.3 in 

the following way.

Proposition  3.2.2. Let C , D be skew fields having a common subfield k as their 

centres. Let R  = C * kD  and E  be a finite commutative field extension o fk .  Then 

R e  is a pfir.

Proof. We saw in the proof of Corollary 3.1.3 th a t R e  is a hereditary ring. We 

also know th a t the monoid of projectives of R e is isomorphic to the coproduct 

of two parabasic monoids. So T (P e) is finitely generated and R e  is power-free. 

Therefore, R e is a pfir. □

3.3 M atrix reduction functor

In this subsection we shall discuss the effect of ground field extensions of firs 

obtained by m atrix reduction.

Let R  be a ring and S  an P-ring; then the n x n  matrix reduction of S, denoted 

by 2Un(S; P ), is defined to be the centralizer of the m atrix units in the P-ring

S '** m n(R).
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So 2Un(S; R) is an R -ring which satisfies

m n( m n( s - , R ) ) ^ s * R m n(R),

where the above isomorphism sends m atrix units to its corresponding m atrix 

units. It is easy to see th a t 2Hn is a functor from the category of R -rings to itself, 

called the n  x n matrix reduction functor. In fact, it is the left adjoint of the 

m atrix functor (cf. [9, p. 43]).

The first result in this subsection shows how to relate a coproduct of a ring 

and a m atrix ring with the m atrix reduction functor (cf. Ex. 1.7.6 of [9]).

L em m a  3.3 .1 . Let R  be any ring and S  and T  R-rings, then

^n(2U n(5  ** T; T)) m n(T)

for every n  G N.

Proof. It is enough to note th a t T  *r  9Jln(T) = %Rn{T). Because, then, 

^n (2H n(5  * * T ;T)) = S  *R T  *T Wln(T) *  S  *R Wln(T).

□

Note th a t when dealing with R -rings, there is no loss of generality in looking 

at m atrix reductions of coproducts, because we can always write S  as S  *R R.

When R  is taken to be a commutative field and S  and T  R -algebras, %0n(S * R 

T; T)  is also an 72-algebra and we can relate the monoid of projectives of 2Un(5 

T ; T)  with the ones of S  and T. More specifically, we can prove a result like Cor. 

5.7.7 of [9] in this slightly more general setting.

P ro p o s it io n  3 .3 .2 . Let k be a commutative field and S  and T  arbitrary k- 

algebras. Then, for  every n  £ N; SUnfS' T ;T ) is a fir i f  and only i f  both S  

and T  are firs.

Proof. Let A  = 2Hn(S' T; T). Using Lemma 3.3.1, we can write

Wln{A) ^ S * k m n{T) (3.3.2)
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and, since A; is a field, by Theorem 1.3.4,

(3.3.3)
N

If both S  and T  are firs, they are both hereditary and projective free. So by (3.3.2)

it is a fir. Conversely, if A  is a fir, it is, in particular, hereditary, so, by (3.3.2) 

and Corollary 1.3.3, both S  and T  are hereditary. Now, since A is a fir, Wtn(A) 

is weakly finite and since S  and Wln(T) are embedded in dRn(A) (by Theorem 

1.3.1), S  is weakly finite and so is T, for the embedding of dJln(T) in 9Jtn(A), 

preserving m atrix units, induces an embedding of T  in A. In particular, both S  

and T  have UGN and we can, then, apply Corollary 2.1.7 to the isomorphism 

in (3.3.3) to conclude th a t both S  and T  must be projective free and, therefore, 

firs. □

The following lemma establishes th a t a m atrix reduction under field extension 

is again a m atrix reduction.

L e m m a  3 .3 .3 . Let k be a commutative field and S  and T  arbitrary k-algebras. 

I f  E  is a commutative field extension of k, then, as E-algebras

Next, tensor S  *k Wln(T) with E  over k and use Lemma 1.4.3 to get

(S *k 97tn(T)) <S>k E  =  S e  *e  <8>h E )  — $ e  *e  %Rti{Te )-

But, by Lemma 3.3.1, S e u{Te ) is isomorphic to dJln(W n(SE *£ Te \Te ))- 

Therefore,

and Corollary 1.3.3, A  is also hereditary and by (3.3.3), A  is projective free—so

2IJn(*S' * k T \T )  E  — ^Sti{S e  *e  T e \ T e )

for every n  G N.

Proof. F irst tensor fUln(2Hn(5  T \T ) )  with E  over k to obtain

^ n(2Hn(5  ** T; T)) ®k E  *  M n(W n{S ** T\ T) ®k E). (3.3.4)

( s  *k m n(T)) ®k e  = m n(<mn( s E t e \ t e )). (3.3.5)

Combining (3.3.4) with (3.3.5), we get the desired result. □
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We saw th a t Proposition 3.3.2 provided us with a m ethod of obtaining firs from 

known firs by m atrix reduction, but in view of Lemma 3.3.3, this process does 

not contribute much to our search for firs among extended firs. More precisely,

C o ro lla ry  3 .3 .4 . Let k be a commutative field, S  and T  be firs which are k- 

algebras, n  G N and E  be a commutative field extension of k. Let A  = **

T; T). Then A e is a fir i f  and only i f  both S e  and Te  are firs.

Proof. Using Lemma 3.3.3, we can write

and, by Proposition 3.3.2, A e is a fir if and only if both S e  and Te are firs. □

But we can still find some pfirs among extended firs obtained by m atrix  re­

duction.

C o ro lla ry  3 .3 .5 . Let k be a commutative field, E  a finite commutative field 

extension of k and S  a skew field with centre k. Then, for  every n  G N; the 

k-algebra A  =  2Un(5; k) is a fir and A e  is a pfir, but not a fir unless S e  is a skew 

field.

Proof. It is clear th a t A  is a fir. Since 5  is a skew field with centre k, S e is 

isomorphic to a m atrix ring DJlr(K),  where r divides n  and K  is a skew field with 

centre E.  We have isomorphisms

So, by (3.3.6), A e  is hereditary and, by (3.3.7), T ( A e ) is finitely generated and 

power free. Hence A e is a pfir and, by Corollary 2.1.7, a fir if and only if r = 1,

A e  =  %8ti(Se  *£ Te ', Te )

9Rti{Ae ) ^  m r( K ) * E m n(E)

-  I
r

(3.3.6)

(3.3.7)
T . .  i .I V

N

i.e. if and only if S e  is a field. □
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Chapter 4

Tensor rings

In this chapter we look at the effect of central extensions on tensor rings. We 

will show th a t in some cases the extension itself is enough to provide a m atrix 

ring over a fir, but in other cases a finite localization is necessary to make the 

extended fir into a m atrix ring over a fir.

Firs are always embeddable in skew fields—their universal field of fractions, 

for instance. Therefore, rings obtained from firs by finite commutative extensions 

of their centres will be isomorphic to subrings of simple artinian rings, which are 

m atrix rings.

We know, by Proposition 1.4.4, th a t a ring obtained by a separable extension 

of the centre of a fir is always hereditary. So to study further homological char­

acteristics of such rings, it is enough to look at their monoid of projectives. We 

will show th a t a ring obtained by a finite extension of the centre of a tensor ring 

can be far from projective free. But, as we shall soon see, in some cases such 

extensions produce projective trivial rings, providing examples of m atrix rings 

over firs. In Section 4.2, we shall look at a case where projective triviality is not 

obtained from the extension only and we will resort to a finite localization in 

order to adjoin to the extended fir the m atrix units of its extended universal field 

of fractions. The result will be a hereditary projective trivial ring, or, a m atrix 

ring over a fir.

In Section 4.3 of this chapter, we shall present an example of a tensor ring tha t 

subjected to a purely inseparable extension of its centre gives rise to a projective
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free ring which is not hereditary. Again, by adjoining to this ring enough inverses 

so th a t we get in it the m atrix  units of its extended universal field of fractions, 

we shall obtain a m atrix ring over a fir.

Finally, in the last section of this chapter we present results on the origin of 

the universal field of fractions of the firs obtained in the preceding sections.

4.1 M atrix rings over firs

We sta rt with tensor rings th a t give rise to m atrix rings over firs under finite field 

extensions.

P ro p o s it io n  4 .1 .1 . Let D  be a skew field containing a subfield K .  Suppose

that the centres of D  and K  coincide and denote it by k. Let E  be a finite

commutative field extension of k. Let X  be an arbitrary set and consider the 

tensor ring R  =  D k (X ). Then R® k E  is isomorphic to a matrix ring over a fir.

Proof. We can write R  as D  *k  K ( X ) .  So

R ® k  E  =  D ®k E  *K®tB (K  ® fc E ) {X ).

Since both D<S>k E  and K  <S>k E  are simple artinian rings, there are skew fields G

and H  and positive integers r  and s such th a t s divides r and

D<S>k E  — M r(G ) K  E  = Wts{H).

Therefore,

R ® k  E  = %Rr{G) 9Jls(H) {X)

“  m r(G) *m3{H) m s( H ( x ) ) .

By Corollary 1.3.3, R  <g)jt E  is hereditary. By Theorem  1.3.4, we can also write

V ( R ® k E)  “  i N T T  i N =  -N ,
r J- L s r

in3

so R  ®k E  is projective trivial. Hence R ® k  E  is isomorphic to  an r  x r  m atrix

ring over a fir. □
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4.2 Galois case

In this section we will look more closely inside the structure of a specific tensor 

ring R  under a Galois extension of its centre. We will s ta rt by showing how to 

identify the m atrix  units in the simple artinian ring obtained by the extension of 

the universal field of fractions of R. We will then adjoin finitely many inverses 

of elements to R  in order to obtain an intermediate ring which, under the same 

extension, will yield a full m atrix ring over a fir.

4.2.1 General theory

We start with some general theory of rings and will be specializing to reach our 

aim as necessary.

The following is a well known result in the theory of division algebras. For 

the case [U : k\ < oo this is proved by Jacobson in [13, Th. V II.3, p. 182], The 

author refers to Brauer and Albert who proved but did not publish this result 

and observes th a t his proof is different from theirs. The proof given here was 

slightly modified for the infinite dimensional case.

Theorem  4.2.1. Let U be a skew field with centre k. Suppose U contains a 

finite Galois extension F  of k of degree n generated by an element a. Then there 

exists an element y G U such that the set {a lya i  : z, j  = 0 , . . .  , n  — 1} is linearly 

independent over k.

Proof In this proof, all tensor products will be over k. Let M(£7) be the multi­

plication algebra of f/, i.e. the ft-subalgebra of EndkU  generated by all left and 

right multiplications. There is a /e-algebra homomorphism

ip : U ® U° — > M(U)

such th a t (p(a<S>b) =  where £ a stands for the left multiplication by a and 3^

for the right m ultiplication by b. Since U is a simple ring with centre k, it follows 

th a t U ® U °  is also simple, by Cor. 7.1.3 of [8 ], hence (p is injective. In particular, 

we have an injective homomorphism ip =  <p \f ®f ■ F  <g> F  — > M(C7). Since F  is 

Galois, by Cor. 5.7.5 of [7], F  <S> F  = F\ x • • • x Fni where each F* is isomorphic
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to F. Let ei denote the unit element of Fi and f i  =  ip(ef) G M(C7). Since ip is 

injective and the e fs  are nonzero, it follows th a t each f i  /  0, th a t is, for each 

i =  1 , . . .  ,n,  there exists yi G U such th a t f^ y f )  ^  0 . Now let y = YJi=i fi(Vi)- 

Then, for each j  = 1, . . .  , n,

M y )  =  } j \ F f i { y i )
\ z = l

n

= Y l f t M v i )
i= 1 

n

i= 1

=  )(%)

=  /;(% )•

Consider now the &-space homomorphism

£  : M(U)  — ► [ /

defined by £ ( /)  =  /(?/) and the composite /c-linear map

F  ® F  A  M(C7) U,

which will be denoted by 77 =  £0 . We will show that 77 is injective. The &-subspace 

ker(rj) of F  ® F  is in fact an ideal, for if Y  ai ® h  is an element of ker(r]), then, 

by definition, Y  aiybi =  0 . Therefore, for any a, b G F ,

ry((a ® ® &»)) =  r}((Ylaai ® kb)

=  Yjn{aai ® kb)

=  Y^aaiybib 

= a(52a>iybi)b 

=  0.

Thus, ( a g b ) ( Y ai®bi)  £ ker(rj) and ker(rj) is an ideal of F g F .  Since F<g>F =  

Fi x • • • x Fn, ker(rj) must be isomorphic to a sum of the TVs. But r](ei) = 

=  « /< ) =  /*(2/) =  /»(?/*) 7̂  0 . So ker(rj) must be 0 . Hence 77 is injective. 

This implies th a t 77 must send A;-linearly independent sets to ^-linear independent

67



sets. In particular, since {a 1 ® : i , j  — 0 . . .  , n  — 1} forms a basis for F  ® F

over k, the elements a ly a J =  77(a* 0  a-7) are linearly independent over k. □

The proof of the above theorem has a corollary. For its proof, we will use a 

lemma which we state below.

Lemma 4.2.2. Let U be a skew field, E a multiplicative subset of U and K  its 

centralizer in U. I f  a^bi € U x (i = 1 , . . .  , n) are such that

n

aixbi = 0 for all i E S ,
*=i

then a i , . . .  , an are right linearly dependent over K .

Proof See [8 , Lemma 9.8.1, p. 390]. □

Corollary 4.2.3. Let R  be a ring which has a skew field of fractions U such that 

both have the same centre k. Suppose R  contains a finite Galois extension F  of k 

of degree n generated by an element a. Then there exists an element x  £ R  such 

that the set {a lx a J : i , j  = 0 , . . .  , n} is linearly independent over k.

Proof. Note th a t, by the proof of Theorem 4.2.1, in order to  find a y satisfying the 

condition, the only thing we required from the map ip was th a t it was injective. 

Therefore, if we prove th a t the homomorphism

9 : R ® R ° — ► M (R)

such th a t 9(a ® b) = £ a^ 6> for a,b £ R, is also injective, we can produce, as we 

did in Theorem 4.2.1, an injective ^-linear map

F ® F  — > R

sending c ® d to cxd , for c,d  € F  and some element x  G R. And this implies tha t 

{ a lx a i  : i , j  = 0 , . . .  , n}  is linearly independent over k.

To prove th a t 9 is injective, we will use Lemma 4.2.2. First note tha t, since 

R  is a subring of U , it is a multiplicative subset. Next, since U is generated as a 

field by R , the centralizer of R  in U is just k. Suppose th a t ker(9) ^  0 and pick a 

nonzero element ai®^i in ker(0 ) with m  minimal, m  must be greater than 1 ,
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because a\xb\ = 0 for all x  G R  implies, in particular, th a t a\b\ =  0. Since R  is an 

integral domain, we would have ai =  0 or b\ =  0. But this is impossible, because 

we had chosen ai ® b\ to be nonzero in her(9). By Lemma 4.2.2, a i , . . .  , am are 

linearly dependent over k. So, by possibly relabelling indices, we can write
m

ai ^  ^
i=2

with Ai G k. But then,
m m

'^ 2 a i ®bi = ' ^ 2 a i <g) (Xibi +  6*),
7=1 7=2

contradicting the minimality of m. So ker(Q) =  0 , i.e. 6 is injective. □

One last observation will be necessary before we proceed.

L em m a 4 .2 .4 . Let k be a commutative field and R  a k-algebra. Suppose that R  

contains a finite Galois extension F  of k with basis { v \ , . . .  ,v n} and let G = 

G al(F /k) . Suppose also that there exists x  G R  such that the set {vixvj :

i, j  = 1 , . . .  ,n }  is linearly independent over k. Then, for each a  G G, the set

{v ixv f  : i , j  = 1 , . . . ,  n } is linearly independent over k.

Proof. Consider the following function between /c-vector spaces.

(p : F  x • • • x F  — > R

(&, • • • , $«)  1— > E r = i ^ & -

The map (p is obviously linear and is it injective, for if . . .  , f n) =  0, writing 

£* =  Y lj  ^ ijyj w^ h  ^ij ^ we obtain J T . KjViXVj = 0 . And this implies, by 

hypothesis, th a t Ay =  0, therefore, & =  0 for every i — 1 , . . . ,  n. Now take a  G G 

and suppose th a t we have an equation
71

AijViXVj = 0
i,J= l

with Â  G k. This is equivalent to the relation

<P - £ A K )  =  0 .

Since cp is injective, for all z, we have ( Y2j ^ ijvj Y  — Y lj ^ i jvj = 0- The facts tha t 

a is an automorphism and {u; } linearly independent over k imply th a t A^  =  0 , 

for all i and j .  So {v ixv f  : z, j  = 1 , . . . ,  n}  is linearly independent over k. □
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4.2.2 M atrix units

We now sta rt to  restrict our objects. We begin by giving the set-up.

Let R  be a ring which has a commutative field k as its centre. Suppose tha t 

R  has a skew field of fractions U with the same centre k and th a t R  contains a 

finite Galois extension F  of k. Let E  be a field which is isomorphic to F  over k. 

We will be considering the effect of extending the ring R  by E  over k. We need 

some notation. Suppose the degree of the extension F / k  is n  >  1 . It is known 

th a t F  contains a primitive element, i.e. there exists a  G F  such th a t F  = k(a). 

Similarly, we can write E  = k((3), where the isomorphism between E  and F  takes 

a  to (3. Let
n

f ( x )  = j 2 a'x i
i = 0

denote the minimal polynomial of a  over k. (It is understood th a t an = 1.) 

Clearly, /  is also the minimal polynomial of (3 over k. Denote by G the Galois 

group G al(F /k)  = {1 =  ci i , . . .  ,a n} and by G' the group G al(E /k )  =  {1 =  

Tii • ■ • ,7n}- We know th a t G =  G' (because F  =  E)  and suppose the elements 

were w ritten in such an order th a t this isomorphism takes <7j to t*. Finally, write 

ai for a ai and, similarly, $  for (3Ti.

Since Ue is simple artinian, it is isomorphic to a m atrix ring %Jlr(K),  where r  

divides n  and K  is a field. We will show explicitly what the m atrix units for Ue 

are. In particular, it will be shown th a t Ue  is in fact a n n x n  m atrix ring. 

Consider the following polynomial over F  E:

n i —1

$ (X , Y )  = Oi J 2  (4.2.1)
i = 1 j = 0

and note th a t

$ (X , Y ) ( X  - Y )  = f ( X )  -  f ( Y ) .  (4.2.2)

This last assertion can be proved by multiplying out the left-hand side.

Some elementary facts about $ (X , Y )  will be listed in the lemma below.

Lemma 4.2.5. For the polynomial $  defined above, the following are true

(i) §(ai,(3j)ai =  ^ { a u (3j)(3j, for any i, j  = 1 , . . .  , n;
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(ii) $ ( X , X )  -  f ' ( X ) ,  where f ' ( X )  =

(iii) $(oti ,aj) =  5ijf ,{ai);

(iv) For any o £ G and i = 1 , . . .  ,n , Q(aa, P )a f  =  f t  f t .

Proof, (i) follows from (4.2.2), because $(«*, f t ) ( a j  — f t )  =  / ( e f t  — / ( f t )  =  ft 

since all a / s  and f t ’s are roots of / .  (ii) is a straightforward calculation, (iii) 

follows from (ii) when i — j  and if i ^  j ,  since 4>(a;, a j)(a i  — dj)  =  / ( a /  — /(a ^ )  =  

0 , it follows th a t 4>(ai, a 7) =  0 . (iv) is true, because since F  = k (a ), we can write 

(uniquely) a* = X^=o with bij £ k and this implies th a t Pi = e l , m ’- 

So, o f  =  E"=o M ® ")3 and

n —1

$ K , / ? K  =
J=0

ra—1

3=0  
n —1

=  '52b ij $ ( a ai P)P3J by (i)
j=o

n —1

j=0
= $ ( a a,P)Pi.

Now, for each i = 1 , . . .  , n, define in F  <g>k E, elements

□

def $(<*<, f t  $ { a i , P )  f A o * \

e' =  - J W  = ~ J W ’ ( 4 2 '3)

where the last equality follows from Lemma 4.2.5 (i). If we denote by e the 

element

=  $(<*.£) (4 2 4 )
/'OS)

and introduce the notation
def 4>(aa , f t

/ ' ( f t  ’
for any a  £ G, we can write =  e^ . In particular, e\ =  e. Note th a t since, for 

every <r £ G, ea £ F  <S>k E, which is a commutative subring of R e , we always
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have

aea — ea a. (4.2.5)

L e m m a  4 .2 .6 . The elements defined in (4.2.3) satisfy

n

Proof. This proof follows a well known argument. We will first prove the second 

assertion. For each i, e* is an idempotent, because, by Lemma 4.2.5 (i) and (ii),

Since a* — aj ^  0, it follows th a t e^ - =  0 for i /  j .  To prove the first as­

sertion, consider the polynomial P ( X )  =  X^=i X ) /  f  (af) over the field F.

P ( X )  is of degree a t most n —1 (because each $(a!i, X )  is) and for all j  =  1 , . . .  , n, 

P(otj) =  1, because <£(c^, c^-)/f '(a i )  = 6ij, by Lemma 4.2.5 (iii). So P ( X )  — 1 

is of degree a t most n — 1 and has n  distinct roots. Therefore, P ( X )  must be 

constant equal to 1 , in particular, ]C?=i — 1 - ^

In R, let £  =  £(ck) denote the linear operator defined by left multiplication 

by a  and for each i = 1 , . . .  ,n ,  write %  = IR(a;) for the right multiplication by

Now define the operator =  4>(£, fkj) =  Y^h=\ ah • We know,

by Corollary 4.2.3 and Lemma 4.2.4, th a t R  contains an element x  such tha t 

{ a lx a Js : z, j  =  0 , . . . ,  n  — 1} is linearly independent over k for every s =  1 , . . . ,  n.

For each i = 1 , . . .  , n, let Vi = v f ix ), i.e.

P)$(oLi, P) =  $(<*;, /?)$(/?,/?) = $(<**, f i ) f ( f i ) .  Therefore,

S f o , /?)/'(/?)
u r n 2

$(<Xi,P)

n p )
= ev.

n h -1
(4.2.6)

h=l J=0
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Since the ah are not all zero, Vi is different from zero and these elements satisfy

avi = ViOti, for all i. (4.2.7)

Indeed,

(£  — =  (£  —IRj )<!>(£, 3^)

= / (£ ) - /p y
=  o,

because both a  and a* are solutions of f ( X ) =  0 and £  and %  commute. Since 

Vi = Vi(x), we have (4.2.7). If we write a aj = otj as a sum Ylh=objh&h, with 

bjh £ k, as we did in the proof of Lemma 4.2.5, it is easy to see th a t (4.2.7) 

implies

of*Vi = ViaajCTi, for all i , j .  (4.2.8)

And, therefore,

eajVi =  Vie<JjCTi, for all i , j .  (4.2.9)

Since the Uj’s are not zero in R, they are invertible over the skew field of 

fractions U of R. Let S  be the subring of U generated by R  and u " 1, for i =

1, . . .  ,n.  Over S e  the relations (4.2.8) and (4.2.9) are also valid and, since the

Vi$ are now invertible, in S e  we have

v~la Cj =  a aj<7i v ^ 1 and (4.2.10)

v ^ l eaj = eaj(Tiv~l , f o r a l Hj j .  (4.2.11)

It is worth pointing out th a t (4.2.8), (4.2.9), (4.2.10) and (4.2.11) imply, by 

replacing Oj by crja^1, the following other useful relations valid in S e -

a aj<Ti \ i = Vicf* and (4.2.12)

eaj<Ti 1 Vi =  v . f f1; (4.2.13)

a ' i V f 1 = v~]o Gja‘ and (4.2.14)

e ^ v - 1 =  for all t,./. (4.2.15)

Now we are ready to prove
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Proposition 4.2.7. Let R  be a ring which has a skew field of fractions U such

F  of k of degree n  >  1 and let E  be isomorphic to F  over k. Then there exist 

nonzero elements V i , . . .  ,v n in U such that the subring S  of U generated by R

and e is given by (4.2.4).

Proof. If we have in mind Prop. 0.1.1 of [6], the only thing left to prove is th a t 

the set {e ij\i ,j  = 1, . . .  , n} forms a complete set of m atrix  units for S e - Note 

tha t, by (4.2.11), ea = eai =  e*, so X^=i ea ~  ky Lemma 4.2.6. Moreover,

4.2.3 A special case

We will apply the above results to the case of R  = Fk(x), i.e. the free F^-ring 

on one generator. We know th a t R  is a fir, so let U be its universal field of 

fractions. Note th a t in this context x  E R  certainly satisfies the conclusion of 

Corollary 4.2.3. The first thing worth mentioning is the fact th a t although R e  is 

a hereditary ring, because E / k  is separable, it is no longer a fir.

product operation to it. Since F / k  is Galois and E  =  F, it follows th a t F ^ ^ E  =

that both have the same centre k. Suppose R  contains a finite Galois extension

and Vj \  . . . ,  vn 1 is such that S e is isomorphic to a matrix ring 9Jln(T), where T  

is the centralizer of elements

(4.2.16)

eijehi =  v~lev jv^ l evi

= v ^ v je j e h v ^ v i ,  by (4.2.9) and (4.2.11) 

=  SjhV~1Vjejv~1vi, by Lemma 4.2.6 

=  SjhV^evi , by (4.2.14)

=  &jheu , by (4.2.16).

And this proves the proposition. □

We have

R e  — (F  <S>k E )  * e  E ( x ) . (4.2.17)

One way of seeing this is by writing R  = F  k{x) and then applying the tensor
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Fi x  . . .  x  Fn: where each =  F  (see Cor. 5.7.5 of [7] on p. 194). Therefore, if 

we apply Bergman’s coproduct theorem on the monoid of projectives to (4.2.17), 

we obtain

9 ( R e ) s  (? (F 0  x . . .  x 9(F n)) 7 {E{x ))
7(E)

S* (N x . . .  x N) ] J  N
N

=  N x . . .  X N,

where the Cartesian products above have n  terms. Since n > 1, R e  is not 

projective free, therefore, not a fir.

4.2.4 Generators

In this subsection it will be proved th a t 5# is isomorphic as an ^-algebra to the 

ring E ( a ,v i,v ~ 1 (i=i,...,n)\f(a) = 0, av t = ViV~l =  v ^ V i  = 1).

Let us s tart with

Lemma 4.2.8. Fk(x) is isomorphic to k ( a ,x \ f ( a )  = 0).

Proof. The map k ( t i , t 2) — > Fk(x) defined as ft-linear, with ti \— > a , t2 '— > x  

is a surjective algebra homomorphism with kernel generated by f{ t \ ) .  □

Corollary 4.2.9. Fk(x) is isomorphic to k(a,Vi (i=i,...,n)\f(a) = 0, avi = ViCti).

Proof. By Lemma 4.2.8, we can identify R  = Fk(x) with k(a , x \ f ( a )  = 0). De­

note the ring k(t, Vi\f(t) = 0, tvi = ViU) by R ', where ti =  tUi and cq G G al(k(t) /k )  

which is the same as G al(F /k).  Note th a t we also have tj) = 6 ijf '( t i), where 

$  is defined in (4.2.1) (see Lemma 4.2.5). Moreover, (4.2.12), with t substituted 

for a  remains valid, because it is a consequence of the fact th a t tvi = v{ti alone. It 

is easy to see th a t the maps 4>: R  — > R! and ip : R' — > R  defined on generators

by <p(a) = t, (p{x) =  E L  vi and ^  W =  =  E L i  ah E*=o ^ ^ x a j

are indeed /c-algebra homomorphisms. It is clear th a t <j>ip(t) = t and th a t 

ip(p{ct) = a. We must prove then th a t ip(p(x) = x  and th a t </>ip(vi) = v>i for
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a l i i  =  1 , . . . ,  n. In other terms, we must prove th a t

n n h— 1

and

n h—1 /  1 n  \

5 ‘" " ' ( w £ T '  <“)
(i) follows because

n n h—1 n h—1 /  n

X  X  0,1 X a b - i - 'x a l  =  X  0,1 X a ^ - ' x  I ^ o f
z= l /i= l j = 0 /i= l  j= 0  \  i= l

n h—1 /  n  \

= X  aft X  ( X  “*) *•
/i=i i=o \z=i /

The last equality is true because, since XT=i a l a symmetric polynomial in the

<Vs, it is expressible as a polynomial in the elementary symmetric polynomials

in the a^’s with coefficients in k. But the elementary symmetric polynomials in 

the a.i s are just the coefficients of f ( X ), the minimal polynomial for a  over k. 

Therefore, a i expressible as a polynomial in the a^s with coefficients in 

k , and thus, belongs to k. Now, continuing the calculations above, we have

n n h—1 n n h—1

X X ^ X " " j  y  = E E “T
i= l  /i= l j = 0 i= 1 h= 1 j —o

a h i 1a ix

i—1

f{o i)x ,

because $(o;,Q'i) =  0 if ^  a  and =  f ' ( a )  if = a. To prove (ii), we proceed
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as follows

n h—1

1 n h—1 n

=  77^ ) E a ' * E a '“ J ' 1 E ^
J ' ' h=i j =o 1=1

= ( ^ rT ^  ’ by (4-2-i2)
j = 0t f  S '

- j 4 i t

=  > by Lemma 4.2.5 (iii)

□

We now look at the ring S  obtained from R  = Fk (x) by the construction given 

in Section 4.2.2.

Corollary 4.2.10. S e  is isomorphic to

E ( a , v i , v ~ 1 (i=i,.. . ,n ) \ f  (ex) =  0, aVi  =  ViCXi, v ^ 1 =  v f l Vi =  1).

Proof. By Corollary 4.2.9 and the definition of S , the ring S  is isomorphic to

k ( a , v i , v ^ 1 ( i=i , . . . ,n ) \ f (a)  =  0 , aVi =  V ia i: v {v ~ l =  v f l Vi =  1 ). □

We know, by Proposition 4.2.7, tha t S e is isomorphic to a m atrix ring, namely, 

9Jtn(T), where T  is the centralizer of the m atrix units =  v f levj and e is defined 

in (4.2.4). Prop. 0.1.1 of [6] shows us how to regard the elements in S e as matrices 

over T: for each c in S e , take the m atrix [c] =  (cy) in 9Jln(T), where is given 

by

n

Cij
v= 1

=  'Ŝ j evicejv . (4.2.18)

Since S e is generated as an ^-algebra by a ,V i ,v i 1 (see Cor. 4.2.10), T  will 

be generated as an ^-algebra by the entries of [a], [v*], [u f1]. Let us s tart with
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evtav.; 1evl/

[a] =  (ay ).

n

OLij ^   ̂Oĵ iCXGĵ
i/=l 

n

=
v=l
71

=  v ~1 a j egf eaj' a v f 1zy , by (4.2.9), (4.2.11) and (4.2.5)
i/=i

n

= 8ij'ŝ 2 / v f lVie(Tiotv~1vv , for e ^ e 0* =  5ijeai.
u=l

By applying the appropriate laws (4.2.8)—(4.2.15), we obtain

v]y1Vie(7iav i lvv =  °v

Using Lemma 4.2.5 (iv), we find th a t eva a  ̂ (Jv =  eI//?T< , where T; was defined as 

the element of the Galois group of E  over k corresponding to <7*. Therefore,

a y =  Sij ^  e»PTi 1 =  tijPTi
u=l

So, in m atrix form,

\ O L \  =
0 131

0 0

0

0

prn

To look at [vh], we must first define, for each h =  1 , . . .  , n, an element in 

the symmetric group S n which is given by

TTh : {1 , . . .  ,ra} — > {1 , . . .  , n} 

i 1— ► 7T/iW>

where ^ (z )  is the only element in {1 , . . .  , n}  such th a t (TVh{i) =  (Ji<Jh- 

For a fixed v  G {1, . . .  , n}, we have

(4.2.19)

Gi/iVhGjv — v„ 1evivhvj 1evv

= v~ lvivhe(Ti(Theajv~1vu 
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Therefore,
n n

{ v h ) i j  ~  ^  ^  £i / i v h e j v  —  $ n h(i), j  Vv  Vi Vh Vn h (i)

For each h — 1 ,. . .  , n, let 11/! denote the permutation matrix defined by iVh, i.e.

W ith the help of (4.2.9)-(4.2.15), we can see th a t =  p ^ 1. So P'h is invertible and 

[v f1] = Note th a t phi = Y ^ = i v v l v i v v e v f°r every h =  1, . . .  , n. Call

this common element p. Similarly, set q = qni- Recall th a t T, the centralizer of 

the m atrix units of S e , is generated as an .E-algebra by the entries of [a], [v*], [ u '1]. 

Since the entries of [a] all belong to E , they are superfluous generators of T  as 

an E-algebra. This sums up to

P ro p o s it io n  4 .2 .11 . The ring T , defined as the centralizer of the elements e^i 

(k, I = 1 , . . . ,  n) in S e , is generated as an E-algebra by the elements p , q,Pij, qij, 

where i = 1 , . . .  , n and j  = 2 , . . .  , n. □

4.2.5 A matrix ring over a fir

In this subsection, we will prove th a t the only relations among the generators of 

T, given by Prop. 4.2.11 are pq = qp = 1, Pijqij = qijPij = 1. This will finally 

establish th a t T  is a fir.

Let B  be the E-algebra defined by

B  =  E ( y , z ,  yi j ,  Zij ( i= i , . . . ,nj=2 , . . . ,n)\yz =  z y  =  1 , =  z i:jy i;j =  1)

=  (6*h(i)j). Let phi = YJl= i % l'uivhV1,l{i)vvev and

Ph =

P h i  0  • • • 0

o  P h2  • • ' 0

So, [u/j] =  Ph^-h- Now, for each h ,i = 1 , . . .  , n, set

n
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and consider the full n  x n  m atrix ring over B , 9Jln(B), which is the E-algebra 

generated by y ,z ,  yij, Zij, E ^  with defining relations

y z  =  z y  =  1

Vij %ij y i j  — 1

y E hi = E hiy

VijEfii Ehiyij

EhlErs &IrEfis
71

=  1 ,
h= 1

where i, h , l ,r ,  s =  1 , . . .  , n and j  =  2 , . . .  , n.

We will show th a t there exists an isomorphism between S e  and 9Rn{B) which 

preserves m atrix units and, therefore, restricts to an isomorphism between T  and 

B.

T h e o re m  4 .2 .12 . Let k be a commutative field and R  = Fk(x), where F  is a 

finite Galois extension o fk  of degree n > 1 . Let E  be an extension o fk  isomorphic 

to F /k .  Denote by U the universal field of fractions of R. Then there exists a 

subring S  of U, obtained from R  by adjoining inverses of finitely many elements 

of R  such that S e  is isomorphic to 9DTn(B ); where B  is the E-algebra defined by

B  E { y , z ,  y i j ,  ,n,j—2,.. . ,n)\yz z y  — 1, yijZi j  Zijyi j  1)

Proof. Let S  be the ring obtained from R  = Fk{x) by the construction in the 

subsection 4.2.2. We will prove th a t this S  satisfies the theorem. First, let

£ : E{a, Vi, v~x (*=i «)) — > ff ln{B)

be the .E-algebra homomorphism induced by the map



and Il/i is the perm utation m atrix defined by 11  ̂ =  Y^i,j= 1 

given by (4.2.19). We have, then,
/  n \  n

?(/(«)) = /(««)) = /  = J 2 w r j E it =  o.
\ i= l  J i= 1

Moreover, if we write a ah =  Xq=o > with ^hj £  k , then (3Th = 

and, so, bhj({3T)3, for any r  G G'. So

' n —1

f ( ^ * )  =  q E 6^
\j=o

71—1

=  e  & * « « ) '
j=o

71 — 1 /  71

E 6«  E ^ " 1̂
j =0 \  *=i
71—1 71

E ^ E ^ 1)3^
j - 0  7 — 1

E ^ x V * " 1) ^ .
i=l j=o

71

E ^ X
i=l

Hence,

5(OTh) =  $ ( a ) ? W  ,

E^'^) ( iq ^ )n'
n

i=l
n

5  > @ * yhiEi^h{i) ?
i=l

because E ^n^  =  E ij7rĥ y  On the other hand,

$ K a /i)  =

=  ( y > , - . E « n A)  (e ^ ^ .
71 -1

33
i= 1 /  \  j=l

71

1 = 1
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because E iJ lhEjj = S ^ j E i j .  Since, by definition, t ^ )  =  r ^ ,  we have rn^  

r ^ l r ~ l . Therefore,

n .-l
£{VhOth) =  Y l @ Ti yhiE i,7Th(i)- (4.2.22)

i—1

Equations (4.2.21) and (4.2.22) amount to

€(avh) = £(vha h) , for h = 1 , . . .  , n. (4.2.23)

Finally,

- i \  £(„.Z(vhvh ) =  )
n

^  ']yhiE ii^-h I I y   ̂ZhjEjj
.*=i / V  j=i

n

— ^   ̂Uhi^hiE ii
i=l

=  1 (4.2.24)

and, similarly,

{ (v ^ v h) = 1. (4.2.25)

Because f  is a homomorphism, (4.2.20), (4.2.23), (4.2.24) and (4.2.25) imply tha t

f ( a ) ,  a vh -  vha hvh, vhv ^ 1 -  1 , v ^ lvh -  1 G fcer(f)-

Hence, there exists an .E-algebra homomorphism f  : S e  — > %Rn(B) defined on 

generators by

n n n

Z(a ) = *Eii ’ Vh) =  =  n /^  'sy Z v h iE u ,
2=1 2=1 2=1

where =  2/, 2/ii =  2 , for every /i =  1 , . . .  , n.
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Note that

|( e )  =

And, therefore,

/'(/?)

=

J h= i  j = o

n  /i—1 n

= f i m Z a> Z Z ( F {~ y - i - lE * P
J V̂ '  h=l j = 0 1=1

n  /  n h—1

'  2=1 \ / l = l  j  = 0

-  7 W m 6 ,
=  E-i i ‘

K eij) =  I K  ‘™j)

= lK_1)l(e)lK)
n  n

=  n *  ^   ̂ZihEhhE 11 ^   ̂ 2 / j Z n j
h=1 1=1

= U ^ E u U j

—  E ij .

T hat is, the homomorphism f  takes the m atrix units of S e  to  the ones of dJln(B). 

Now consider the E -algebra homomorphism

tj • E (y ,z ,  yij, Zij, Ehi {i,h,i=i,...,n,j=2,...,n)^ y S e
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induced by the map

2/ h— ► p

— > 9

2/zj h— ► Pzj

 ̂ Qij

E m h— ► ew

It is immediate to see th a t

y z - 1 ,  zy  - I ,  yijZij -  1, -  1 G ker(rj)

and, since rj(Ehi) = e^i, we also have

n

EjiiErs SirE hs, ^   ̂Eg 1 G ker(rj)
z= 1

and, because r](y) = p and rj(yij) =  Pij, which are all in the centralizer of the 

in S e , we finally get

y E hi -  E hly , yi:jE hl -  E hiyi:j G ker(rj).

Therefore, there exists an .E-algebra homomorphism fj : dJtn(B) — > S e defined 

on generators by

V(y) = V , fj(z) =  Q , ^(2/ij) =  Pij , ??(%) =  Qij , =  eM ,

for i, h, I =  1 , . . .  , n and j  =  2 , . . .  , n.

The next step is to show th a t f) =  £_1. Indeed,

*7?(a) =
\z=l

n

=

i= 1
=  a
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and

v€(vh) = fj VhiEiiRh

— P X̂̂ yhi^i,nh(i)

TI

— 'y~yj Phi î,7rh(i) 
i=1

n

=  J 2  v ^ V i V h V ^ v ^ e i ^ )  
i,v=1 

n

= Vh ru(i\Vie^h(i)
i=1 
n

= vh J 2 vM i)ViV^ ev^
i—1 
n

= Vh v*h (0 ̂  (*)e?r/i (*)
i=l

—  Vh X  ̂e 7Tfc( i)

2 =  1

=  V/I.

Thus, fj^(vj;1) =  and, therefore, ^  =  15b.

To show th a t £77 =  l<mn(fl)» first note th a t, since vh = Y J i ^ \ P h i ^ h{i), we 

have £(vh) = Yli=i £(Phi)Ei,nh(i)- 0 n  the other hand, by definition, £(7̂ ) =  

E r = i ^ ^ n /i =  Z )r= i2/w ^ fc (0 - These two equalities imply th a t £(phi) = yhi 

and, therefore, th a t £(qhi) = z^i- So

& ( y )  =  ?(p) =  y

& {z) = £0?) = z

£f}{yij) = £(Pij) = yn

( v( z i j )  =  ( ( q i j )  =  Zij

£y(Ehi) = f(ew) =  E m .

Hence, £fj = lm n{B)- So fflln(B) and S e are isomorphic as E-algebras and we have 

seen th a t the isomorphism f  takes the m atrix units of Sjs to the corresponding 

m atrix units in 9Jtn(E). □

C o ro lla ry  4 .2 .13 . S e is isomorphic to an n  x n matrix ring over a fir.
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Proof. The above isomorphism, between 97ln(T) = S e and 97tn(B) preserves 

m atrix units. Therefore, T  = B. Since B  is ju st the group algebra of the free 

group on n 2 - n + l  letters over E , it follows from Corollary 3 of [5] tha t B  and, 

therefore T, is a fir. □

4.2.6 Extensions

Theorem 4.2.12 and Corollary 4.2.13 can be extended to  the case where R  = 

Fk{X) and X  is any nonempty set. For this, pick x  G X  and write

R ^ R !  *k k (X ') ,

where R' = Fjc{x) and X '  = X  \  {x}. If we construct S  from R  in the same 

manner as we did in Section 4.2.2, we get

SE =  E{a, viy v ^ \ f ( a )  = 0, a v{ = v ^ )  E (X ') .

By Theorem 4.2.12 and Corollary 4.2.13, we know th a t E { a ,v i ,v ~ 1\ f(a )  = 

0, avi = ViOii) is isomorphic to a m atrix ring 97tn(T), where T  is a fir. So

S E = m n { T ) * E E (X ') .  (4.2.26)

By Bergman’s theorem (Corollary 1.3.3), it follows th a t S e is hereditary. Equa­

tion (4.2.26) also gives us

7 ( S e )  =  -n T T  n. 
n  „N

Hence S e is hereditary and projective trivial, therefore S e  is isomorphic to  a full 

m atrix ring over a fir. Explicitly, S e  — 97tn(V), where V  = 2XJn(T E { X ') \T ) .

C o ro lla ry  4 .2 .14 . Let k be a commutative field and R  = F k(X ), where F  is a 

finite Galois extension of k of degree n  > 1 and X  a nonempty set. Let E  be an 

extension of k isomorphic to F /k .  Denote by U the universal field of fractions of 

R. Then there exists a subring S  of U, obtained from R  by adjoining inverses of 

finitely many elements of R, such that S e  is isomorphic to an n  x n matrix ring 

over a fir. □
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4.3 Purely inseparable case

This section is similar to the previous section in its aim of obtaining from an 

extended tensor ring, a full m atrix ring over a fir. It differs from the earlier 

section, because we will be looking at a simple purely inseparable extension. We 

will be also using different methods. As before, we start with a very general 

situation and go on specializing as necessary.

4.3.1 Recognition of matrix units

We will s tart by stating a theorem by Agnarsson, Am itsur and Robson.

Theorem  4.3.1. Let R  be a ring containing elements / ,  a, b such that f n = 0 and 

ay n -i jjj _  2 Then the set {Eij}, given by Eij = } is a complete

set of n x  n matrix units for R.

Proof. See [1 , Th 1.3] □

This theorem will be applied to  a ring which contains a purely inseparable 

extension of a subfield.

Lemma 4.3.2. Let R  be a ring having a field k of characteristic p  >  0 as its 

centre. Suppose that R  is embeddable in a skew field U and that there exists 

a  € R \ k  such that a p G k. Then there exist nonzero elements v , t  G R  such that 

a t  = ta  and writing u = v t~x, we have

u a  — a u  — 1 .

Proof. Let

S : U  — * U

x  i— >• x a  — a x

be the inner derivation of U defined by a. Since the characteristic is p and oiP G k, 

we have th a t 6P = 0. Let r  be minimal such th a t Sr (z) = 0 for all z £ R. Then 

r > 1 , because a  does not belong to the centre k of R. So there exists x  G R
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such tha t 5r~1(x) /  0. P u t v =  6r~2(x) and t = 5(v). Note th a t t /  0, because 

t = Sr~1(x). So t is invertible in U. Moreover, S(t) — Sr (x) =  0 and =  0.

Let

u — v t 1.

Then

th a t is,

S(u) = vS(t ) +  5(v)t = tt  =  1 ,

ua  — au = 1.

□

Lemma 4.3.3. Let k be a commutative field of characteristic p > 0 and R  a

k-algebra containing elements u, £ such that u is invertible in some ring S  which

contains R, and these elements satisfy

^  = 0 (4.3.1)

u£ — £u = 1. (4.3.2)

Then the following equation is valid in R:

uP-i£P-i = ^ uy - 1  _  i ( 4 . 3 . 3 )

Proof. Consider the element y = £u; then in S, £ = yu~ l . Now, if we multiply 

=  1 by u on the right, we obtain uy — yu  =  u, or uy = (y +  1 )u, which 

in S  can be w ritten as

yu  1 =  u 1(y +  1). (4.3.4)

Thus,

e - 1 =  (y u - ' r 1

=  yu  1.. .yu  lyu  1

=  yu  1. . .  yu 2(y +  1), by (4.3.4)

=  u~{p- l)(y + ( jp -  l ) ) . . . ( y  + 2)(y + l)  

= u~^p~l\ y p~l — 1),



where the last equality was obtained from the fact th a t if 0 <  m  < p, then 

m p~l =  1 (m odp).  Hence

u P - l £ P - l  =  ( £ U ) P ~ 1 _  i .

□

Corollary 4.3.4. With the hypothesis of Lemma 4-3.3, the elements

fa  =  (4 -3 .5 )

form a complete set of matrix units for R.

Proof. We can rewrite (4.3.3) as

Applying Theorem 4.3.1 to R  with n = p, /  =  f, a = — up~l and b = u(£u)p~2 

yields th a t the elements

fij = - e - lup- ie - \ u ^ u ) p- 2y - 1

form a complete set of p x p m atrix  units for R. □

Theorem  4.3.5. Let R  be a ring having a field k of characteristic p > 0 as 

its centre. Suppose that R  is embeddable in a skew field U and that there exists 

a  G R \ k  such that a p G k. Let E  be an extension of k isomorphic to k(a). Then 

there exists a nonzero element t 6  R  such that the subring S  of U generated by 

R  and t~ l is such that S e  is isomorphic to a full p x p matrix ring.

Proof. By Lemma 4.3.2, there exist elements v , t  £ R  such th a t if u = v t~ l G S , 

then

u a  — a u  = 1 .

Let E  — where a  is sent to (3 in the isomorphism between E  and k(a). In 

S e , let f  =  a  — /?; so £p = (a  — /3)p — ap — (3P = 0 . Since /? is in the centre of S e , 

it follows th a t u/3 — flu and this implies tha t

u £ - ( u =  1 .

Now, by Corollary 4.3.4, S e contains a complete set of p x p  m atrix  units and, 

hence, is isomorphic to a full m atrix  ring. □
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In the above theorem, we know th a t the m atrix units of S e  are given by

(4.3.5). Some simplifications can be made on the expression (4.3.5). For this, 

some technical lemmas are needed. In the three lemmas below and in the corollary 

following it, the elements u and f  are those of the proof of Theorem 4.3.5.

L em m a  4 .3 .6 . For any l , n 6 N, u(£u  +  l)n = (fu  +  (I +  1 ))nu.

Proof. By induction on n. For n = 0 the result is trivially true and for n  =  1 it 

is an immediate consequence of (4.3.2). Suppose now it is valid for n  >  1 and let 

us prove it for n  +  1 .

u(£u  +  Z) n+1 =  u(£u +  l)n{fu  +  I)

— (fiz +  (/ +  1 ))nu(£u +  /), by induction hypothesis 

=  (£u +  (/ +  l ) )n(£u +  (I +  l))it, by case n = 1 

=  (£u +  (I +  l ) )n+1«.

□

L em m a 4 .3 .7 . For any m, n G N, uTn(£>u)n =  (fu  +  m )num.

Proof. By induction on m. The induction basis m  = 0 is trivial. Now, for m  > 1, 

we have

um+1(fu )n =  uum(£u)n

= u ( fu  +  m )num: by induction hypothesis 

— {£u +  im  +  l ) )num+\  by Lemma 4.3.6.

□

L em m a 4 .3 .8 . For any /, n G N, £p_1(£u +  l)n =  Znf p-1.

Proof. By induction on n. For n — 0, the result is obviously valid. If we suppose

it is valid for some n > 1 , then

? - i ( e « + / ) n+i =  + / ) ” ( £ « + / )

=  /n£p_1(£u + / ) ,  by induction hypothesis 

=  ln+1£p- \  for £p =  0 .

□
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Corollary 4.3.9. For any m , n  £ N, 1(u(£u)n)m = (m!)n£p l um.

Proof. By induction on m. For m  = 0, the result is true. If m  > 1

=  (ra!)n£p_1wm+1(£u)n , by induction hypothesis 

=  (ra!)n£p_1(£u +  (m +  l ) ) num+ \  by Lemma 4.3.7

(m\)n(m  +  l ) 71̂ " 1̂ 1, by Lemma 4.3.8 

((m +  l)!)nf p -1itm+1.

□

Now we can state  and prove

T h e o re m  4 .3 .10 . Let R  be a ring having a field k of characteristic p  >  0 as 

its centre. Suppose that R  is embeddable in a skew field U and that there exists 

a  G R \ k  such that a p =  a G k. Let E  = k(/3) be an extension of k isomorphic 

to k(a) such that (5P =  a. Then there exist t , v  G R  such that the elements

(4.3.6)

where u =  vt  1 and f  = a  — (5, form a complete set of p2 matrix units for  the 

E-algebra S e  = S  E , where S  is the subring of U generated by R  and t~ l .

Proof. We have seen in Theorem 4.3.5 th a t the elements

form such a set. By applying Corollary 4.3.9 to each of the fifis  we can simplify 

them  to

(4.3.7)

Next, note th a t (4.3.2) implies

unlI =  £un +  nun 1 (4.3.8)
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for every n E N. By rewriting (4.3.8) as

=  un£ -  nun~ \  

we can prove, by induction on /, th a t

Applying the above relation to (4.3.7) and noting th a t for j  <  P,

t i  j  _  i)i)p-2 =  — 1—

we get

(4-3-9)

So ea = fa  and thus i e*» =  1- Moreover,

(i -  IV (m -  IV
eyeim =  ^ _ 1 '̂ by (4 '3 '9)

O' — 1)! (m — 1)!
O j l j im

0 - 1)! (I - 1)!
(m  — 1)!

(* -  !)
=  V -  . . , 7

Therefore the e^-’s do form a complete set of m atrix units for S e - □

4.3.2 A special case

We will now apply the results of the preceding subsection to a tensor ring. We 

will s tart by fixing our notation.

Let A; be a commutative field of prime characteristic p > 0 and F  = k(a)  an 

extension where a  E F \ k  and a p = a E k. Consider the ring R  = Fk(x), which 

is a fir and therefore has a universal field of fractions U. Let E  = k((3) be an 

extension of k isomorphic over k to F  such th a t the isomorphism sends a  to /?. 

We shall need to look at the ring R e =  R  E.

It is known th a t Ue is a simple artinian ring, thus isomorphic to a m atrix ring 

over a skew field. More precisely, Ue — (-fC), where A" is a skew field over E

92



and r divides [E : k] = p. Since R e Q Ue  and R e  is not an integral domain (e.g. 

the element £ =  a  — (3 G R e is such th a t =  (a  — (3)p = ap — /3P = a — a = 0 

and £ is non-zero), it follows th a t r = p.

We shall consider the ring S', obtained from R  by localizing enough in order 

to obtain the m atrix units of Ue in S e , just as we did above.

Since a; is a free element in R , it certainly satisfies Sp~1(x) ^  0 , where £ is 

the inner derivation of U defined by a. We can than  construct t  and u as in the 

preceding subsection and apply Theorem 4.3.10 to R  = Fk(x).

First we point out th a t R e is not a fir, because it is not even an integral 

domain. W riting

R  =  F  *k k(x),

we can see th a t the monoid of projectives of R e  is given by

■p ( R e ) =  n ^ E )  n  ? ( £ < * »

?<E)

N

^  y (F E).

If we write F  = k [Y ] / ( f (Y ) ) ,  where f ( Y )  = (Y  — o;)p, then we have an exact 

sequence

0 — > (f ( Y )) — > k[Y] — > F  — > 0 

of A:-spaces. Tensoring it up with E  over k, we get an exact sequence

0 — ► ( f ( Y ) )  E[Y] — > Fe  — > 0.

So Fe  = E [ Y ] / ( f ( Y ) )  and the only maximal ideal of FE will be (Y  — a ) / ( f ( Y ) ) .  

So Fe  is a local ring. By Cor. 0.5.5 of [6 ], Fe  is projective free. Thus R e is a 

projective free ring which is not a fir. In particular, R e  is not a hereditary ring.

4.3.3 Generators and relations

Using Theorem 4.3.10, we can apply Proposition 0.1.1 in [6 ] to S e and conclude 

th a t S e is isomorphic to the m atrix ring 9HP(T), where T  is the centralizer in
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of the m atrix units given by (4.3.6). The proposition mentioned above also 

tells us th a t this isomorphism is given by the map

S e

f

m p(T),

[/]

where [/] =  (/ tJ) with f ,3 =  YZ=i ev i feji-

Our aim will be to prove th a t T  is a fir. In order to  do th a t it will be necessary 

to look at the images of the generators £, rr, and t~x of S e  in 9Jlp(T).

Let us s tart by evaluating [£]. First note th a t

eiif =  ~ u p l£p =  0 , for every i =  1 , . . .  ,p.

For j  >  1, we have

= +  (j  -  i y ~ 2), by (4.3.8)

=  ~ ( j  - 1 )up- ie - iuj - 2 

— (j —

Therefore,

0 if i =  1

(i if i >  1

0 if i =  1

(i 1 'jdi—ijCi/i/ if i >  1 .

This implies th a t =  0 and fy = YH=i eui ,̂ejv — ~  for i > 1- That

is,

r 0 0 ••• 0 0 0

1 0 • • •  0 0 0

0 2 • • •  0 0 0
[f] =

0 0 ••• p - 2 0 0

0 0 ••• 0 p -  1 0
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It will be useful to know also what \u] looks like.

=  <

eiju — —up %£J) 1uj 1u 

ei,j+i if j  < P

upen if j  = p, because up£ = £up.

So, for % Cj 1/ — @1/ 1/ 3/U.d Ci/pUGjjy — UPGi/\Cji/ S i j U  Gi/i/•

Thus
8i+hj if i < p

8ijUp if i = p.

Note tha t, because up£ =  £up, up commutes with the m atrix units of S e - So 

up £ T. In m atrix form, we can then write

ILij —

[«] =

■ 
—

1
o 1 0 ••

rO

o 
• • ■ • 

o 1 ••

■ • 
o

0 0 0 •• • 1

up 0 0 ••

---1
o

In order to avoid confusion w ith the m atrix  units of S e ,  the p 2 m atrix units

of 9Jlp(T) will be denoted by E y, i.e. is the p x p m atrix which contains a 1 

on the (z, j)-en try  and zeros elsewhere. We can now rewrite [J] and [it] as

p—l p—i

[f] = ' ^ 2 i E i+iji , [it] =  i +  upEpi.
i= l  i= l

To find out what the entries of [x] are, we will look first at [t]. We will need 

a result due to Frobenius.

P ro p o s it io n  4 .3 .11 . Let k be a commutative field and A  an n  x n matrix over 

k such that A n =  0, but A n~l ^  0. Then, i f  B  is a matrix over k such that 

A B  = B A , there exist A0, Ai , . . .  , An_i in k such that B  =  \ A l . □

The proposition has the following consequence.
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C o ro lla ry  4 .3 .12 . Let k be a commutative field, R  a k-algebra and A  an n  x n 

matrix over k such that A n =  0, but 4̂n_1 /  0. Then, i f  B  is a matrix over R  

such that A B  = B A , there exist ro, r \ , . . .  , r n_i in R  such that B  = X^o* Ti^ '

Proof. Write B  =  Y ^= \ B juji where the B fis are matrices over k and the ufis are 

linearly independent over k. Since B A  = A B ,  we have

777 771

^   ̂Bj Auj — ^  ] ABjUj, 
j =i j =i

which implies th a t Bj A  — A B j  for all j  =  1 , . . . ,  m. Now apply Proposition 4.3.11 

to A  and Bj  to get, for each j  = 1 , . . . ,  m, elements A^ G k, i = 0 , . . . ,  n — 1 such 

th a t
77— 1

Hj = £
7— 0

Thus,
771 777 77— 1 77— 1

B  =  £  B jUj =  £  £  \ j iA 'u ,  =  £  r.A*,
J  =  1 J  =  1 7 = 0  7 = 0

where r{ =  ]T”L0 AjiUj e  R. □

Since [£]p =  0, [4]p_1 /  0 and [t][£] =  [£][t] and the entries of [£] are in the 

ground field, we can apply Corollary 4.3.12 to [t] and obtain

[t] = r0I  +  n [f] +  • • • +  rp_ i[f]p_1,

for some r* in S'#.

Using the fact th a t [£]s =  X!?=i for s =  1 , . . .  ,p — 1, we can

write

w =  £ £  (4-3-10)
i=l j=i w /

where 6S =  s\rs. Which, as a matrix, is just

(>0 0 0

[t} = G)fc (!)*> • ■ 0

.  eo1)^-!
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Note that, since t is invertible in S e and [t] is a triangular m atrix with b0 on 

the main diagonal, bo must be invertible in T. We can therefore write the m atrix 

['t-1 ] =  [t]_1 in terms of the bi s and b^1.

We will now proceed to the evaluation of [a;] =  {xij)- The element u was 

defined to be u = Sp~2(x)t~1. If we define A : 9Jtp(T) — > %Jlp(T) to be the 

derivation given by A (M) = M[f] — [f]M, we can obtain some information on

the entries of [x] by looking at the image under [ ] of the equation above in the

following way: by definition of u we have

[«][<] =  A *-2^ ] ) .  (4.3.11)

The left-hand side of (4.3.11) is easily seen to be

p-i i+ 1 / \
[w][t] =  y   ̂ y   ̂ ( _  ) bi-j+iEij +  bovPEpi.

i= i j = i W  /

Bearing in mind tha t An(M)  = X]r=o(—!)*(?)[€]lM[t;]n~l for every n > 0 and 

M  G DJlp(T), we can write the right-hand side of (4.3.11) as

z=0 j  =  1 771=1 \  /  \  j  /  \  /

•̂{jP 2 ?)! X j ^ m + p — 2 — i E i + j ^ m .

Note th a t (P“ 2)d (p  — 2 — z)! — (p — 2)!. And, since (p — 1)! =  — 1, it follows th a t 

(p — 2)! =  1 . Thus

P - 2  P - i  j + 2 /  • i  _L - \

AH M  = E E E ( - 1), f  7 _ t ‘ )
i =o j = i  m = i '  '  ( 4 .3 .1 2 )

m - l + p  — 2 — i \
^ J %j ,m+ p—2 —

We will now rewrite (4.3.12) in order to make it clearer what the entries of 

Ap_2 ([x]) are. First let h and I be new param eters such th a t % +  j  = h and 

i + 1 = I. So (4.3.12) is equivalent to

p -  1 p  i + i  / h  1 -

i= i h=i 77i = i  '  7  ( 4 . 3 . 1 3 )

m  — l-\ -p — I — 1\
I %h—1+1,771+0—I—l&hm•m —1 J
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Let us introduce some notation. Set

w _ i  ( h  — 1\  f m  — 1 + p  — I — 1 \
TIhm ( t j  I I I ^ I Xh—i+i^rn+p—l—lEhm'

We want to interchange the summations over I and h in (4.3.13). A quick 

analysis shows us th a t in order to do so, it is necessary to  break the expression 

into two sums: E t i  E m i  nhm +  E f J i  E m ^ i Tipm■ T ha t is,

Ap- 2([z]) =
p—1 h l+l

EE E<-u'" (i: 0 ("- ':t T1- a.
h= 1 Z=1 m = 1 \  /  \  /

+  2 ^ Z -A  I n - / ]  I m - 1  l^p-i+l.m+p-i-l^pm-
z = i  171=1  \ y  /  \  J

We will now interchange the summations over m  and I. Again, this will break

each term  above in two sums:
p —1 /  h+ 1 h h \  /  p p —1 p —1 \

X! ( X  X  r»™+ X 7-"-1) + ( X  X  r‘r>m + X ^ 1 J ■
h— 1 \ m = 2  l=m—l 1=1 J  \ m = 2  l—m — 1 1 = 1  J

More explicitly,

A " -2([z]) =

e e  e
h = lm = 2 l=m—l

+  ( h  _  j ) x h- i+i,p-iEhi
h= 1 1 = 1  '  ’

( m "  ‘ * f

Z=1 '

Remember th a t (^l}) =  (—l )p~l. Therefore, the last two term s are equal to

/ m  — l + p  — l — l \
/  J /  v I m  — 1  J x p - l + l ,m + p - l - l ^ p m
nm—O 7 — /wi 1 \  /m = 2  l—m —1

and
p - i

^  ^ x p—i+i,p—i-^pii 
i=i
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respectively. Also, if in the first and second terms we replace I by h — j  +  1, in 

the third term  we replace I by p — j  — 1 and in the forth term  we replace I by 

p — j  + 1 , we obtain

e  e  x f (*: 0 (”"1 ?+'" 2
h = l  m = 2 j = l  '  '  '

+ £  D - 1)*" ' f t  I ! )  w a
/i=i j=i '

P P~n» /  1 \

+  S  S  ( m -  1 J Xj+2,j+mEpm
m —0 /»—fl '  'm =2 j = 0 

P

+ x j j - iE p i .
3 = 2

One last adjustm ent will be necessary. For this we will need the following

L e m m a  4 .3 .13 . In characteristic p > 0, for any N  and M  non-negative integers, 

not both zero, such that N  +  M  < p,

N  — l  + M \  , m ( p ~ N
^  \  TV - 1  )  *■ ^  V M

Proof. Case (i) is as follows:

(p -  1 -  M )\
T V- 1  J  (TV -  l)!(p -  M  -  TV)!

( p - ( M  + l ) ) . . . ( p - { M  + N -  1 ))(p -  ( M +  TV))!
(TV -  l)!(p — M  — TV)!

. .  A M  4 -

( - 1)' (TV -  1!) 
(TV — 1 +  M) \  

v ’ (TV -  1)!M!

( - 1) "
N - i  ( N  — 1 +  M

N - l
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Case (ii) is similar:

'P ~ N \  (p -  N)\
M  J  M\(p — N  — M)\

(p -  N) ( p  -  ( N  +  1) ) . . .  (p -  ( N  + M  -  1 ))(p — ( N  +  M))\
M \(p — N  — M)\

. . N t N  4 - 1 1  (

M!
.  A N  -  1 -u H

( - i )
m (n  — i  + My.

M \(N  — 1)!

( - 1) ' " N -  1

□

Using Lemma 4.3.13 (i) with N  = m  and M  = p — h + j  — 2 we get 

= (_ 1)m_1 (/lm -t1) and Pu ttin g N  =  m, M  = j  in (ii) yields 

(”m-V )  = So the first and third term  are modified and we can

finally write

A ” - 2 ( M )  =

p —1 /i+ l h—m+2

+  X  X ( - 1 ) ^  ( a _  - } \ X h P - h + j - l E h l
h = 1 j = 1 '

P P - m  /  _  \

+  j  ) x j+2,j+mEpm
■m—O o—n \  J /m—2 j= 0  

P

3 =2

(4.3.14)

We know th a t
p —1 i + l

m m  =  E E ( .  . * ) +  V p£ Pi- (4-3.15)
t=l j = l ^  '

We will use the equation (4.3.11) and the expressions for each of the sides of 

(4.3.11) given in (4.3.14) and (4.3.15) to determine relations among the x ^ s .  

Comparing the entries (p , 1 ) of both matrices, we get
p

b0up = X ^ . J - 1 -  (4.3.16)
3=  2

100



The entries (p, m) with 2 <  m  < p give us Y 7 jJ o i~  1)J'(P jm) xj'+2j+m — 0? or

^ 2p =  0
p —m —l  /  _  \

^p-m+2lp =  E  ( - l )J+P_m+1 P  m j X j+2j+m,  for 2 <  771 <  p -  1.
j=o \  3 J

Replacing p —m + 2 by h in the second equation above leaves us with the following

relations.

x 2p =  0 (4.3.17)

=  • % +2 * - W  f o r 3  ^ h <p .  (4.3.18)
j= o \  3 J

If we now look at the entries (h, 1) with 1 < h < p — 1, we get

I  <4-3-19)
j = i  '

And the entries (h, h + 1) for 1 <  h < p — 1 give

fro =  - x i p. (4.3.20)

W hat should be remarked at this stage is th a t (4.3.16), (4.3.17), (4.3.18), 

(4.3.19) and (4.3.20) are all the relations derived from the equation (4.3.11). In 

fact, using (4.3.17), (4.3.18) and (4.3.19) we can prove th a t all the other entries of 

the matrices [it][t] and Ap_2([x]) coincide. This fact will be used later on in this 

section. It is clear th a t the entries (h, m) with 2 <  h < p — 2 and h +  2 <  m  < p 

are zero both for [u][t] and for Ap-2([a;]). We are left to check th a t the entries 

(h, m) with 2 <  h < p  — 1 and 2 <  m  < h are equal, i.e. th a t

h—m+2

for each 2 <  h < p — 1 and 2 <  m  < h.

We will now proceed to the proof of the above assertion. Denote by £hm the 

(h, m )-entry of A p_2 ([#]), with 2 ^  ^  ^  P — 1 and 2 ^  777 ^  /i, which is ^ivcn in

(4.3.14), i.e.

hm ~  ( j  _  1J  ^ m  _  1 JXj,m+p-h+j-2-
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First, let us verify the assertion for entries of the kind (h , h), with 2 <  h < p — 1. 

On the one hand, the (h, h )-entry of Ap_2([x]) is equal to h x i>p_i. This can be 

easily verified by evaluating e^h and then applying (4.3.17). A direct calculation 

of the (h, h )-entry of [u][t] gives us the element hb\. Therefore, we have

h x i tp—i —

for all h =  2 , . . . , p  —  1 . But this is just a special case of (4.3.19).

Now let us look at the entries (h, m) with 3 < h <  p — 1 and 2 <  m  < h — 1. 

On the one hand, using (4.3.19), we have

h
1 i bfi—m+lm  — 1 /

j= 1

=  ( — 1 ) / > - m ( m ^ _  i  p l . m + p - A - l

3 =2

(4.3.21)

On the other hand,

hm — 2 ^ ,  y > y j  _  \ J  y  m  — 1 J  i ’m +p - h+3~ 2

Now we apply formula (4.3.18) to the second term  of the right-hand side of the 

equation above. This can be done, because, since m  < h — 1, h — m +  2 >  3.

h—m + l

h.m ~  V '  I j  _  1 J  ( m  _  1 J X 3 , m + p - h + j - 2
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If we replace j  by I — 2 in the second term  of the right-hand side, we get

h — 771+1

,m+p—h+j—2

,m+p—h—1
(4.3.22)

/ i—m + l

j =2

/i — 1 \  f h  — m
h — m  + l )  \  j  — 2

7i -  1 \  / / i  -  j  4 -1 ' 

i - i /  \  ra -  i  ,

% j  ,m+p—h+ j—2 -

We want to compare the extended expression for ( J l_1)bh- m+1 in (4.3.21) with 

the one for Shm in (4.3.22). First note th a t the coefficients of x i jm+p-h - i  are equal. 

It is then sufficient to prove th a t the other correspondent coefficients are also the 

same. Indeed,

h - l \ / h - j  + l 
j  -  l )  V m -  1 

( h - 1 )!

h — 1 \  f h  — m
h — m + l ) \ j  — 2 

( h - j  + l)\
(j -  1 )!(h -  j) \  (m -  1 )\(h -  j  -  m  + 2 )!

(h — 1 )! (h — m)\
(h — m  +  l)!(m  — 2 )! (j  — 2 )\(h — m  — j  +  2 )!

__________ (ft -  1)!__________
(j — 2 )!(m — 2 )\(h — j  — m  +  2 )! 

{h — 1)!

h - j  + 1
_{j — l)(m  — 1 ) h — m  + l  

(h -  j  + l ) (h  -  m  + 1 ) -  (j  -  1 )(m -  1)
(j — 2 )!(m — 2 )\(h — j  — m  + 2 )! (j  — 1 )(m  — l)(/i — m  +  l)

(/i — 1 )! h(h — m  — j  + 2 )
(j — 2 )!(m — 2 )!(/i — j  — m  +  2 )! (j  — l)(m  — l ) (h — m  + l) 

h\(h — m)\
(j — l)!(m  — l ) l (h — j  — m  + l)!(h  — m  + 1)!

-  ( + ) ( + ) •
This completes the proof of the claim th a t the relations (4.3.16), (4.3.17), 

(4.3.18), (4.3.19) and (4.3.20) imply all the other relations among elements ob­

tained from the m atrix identity (4.3.11).

The identities (4.3.16) and (4.3.20) allows us to  write the element up in terms
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of the Xi/s:

up =  -  x 'p ’ (4.3.23)

because, since bo is invertible in T, so is X\p.

W hat we have found so far is th a t all of the entries of [it], [t] and [£_1] can be 

w ritten in terms of the Xifis and x f p . We have also found th a t there are some 

relations among the Xifis which are given by (4.3.17) and (4.3.18). The next 

theorem and its corollaries claim th a t (4.3.17) and (4.3.18) together with the fact 

th a t Xip is invertible are the only relations among the generators of T.

T h e o re m  4 .3 .14 . Let k be a commutative field of prime characteristic p > 0 

and F  = h(ot), where a p = a G k and a  0  k. Let R  = Fk(x) and denote by U 

its universal field of fractions. Let E  be an extension of k isomorphic to F/ k .  

Then there exists a subring S  of U, obtained from R  by adjoining the inverse of 

a single element of R, such that S e is isomorphic as an E-algebra to the matrix 

ring 9Jlp(A), where A  is the E-algebra defined as

A  = E {y ij(i=it...tP, j=i,...,p-\),yip, y ^  | yipyfp = yfp yip =  1).

Proof. Throughout this proof, indexes i will range between 1 and p  and j  between 

1 a n d p —1 . In the proof we shall again use the notation F mn, with m, n =  1, . . .  ,p, 

to denote the m atrix units of 9Jip(A).

We recall th a t our original ring R  was just the free Fk-ring on x, i.e. R  = Fk(x) 

and th a t F  =  k (a ), where ap = a £ k. If in R  we consider the inner derivation 

determined by o,

5a : R  — > R

f  i— > f a - a f ,

S  can be defined to be the ring obtained from R  by adjoining the inverse of 

8pf l {x), i.e. S  = Fk(x , t~ l | — ^- 1^S-1 (a:) — !)■ Using the fact th a t

a p =  a, we can also write S  = k ( a , x , t ~ 1 \ ap = a, 5px~l {x)t~l — t~ 1Sp~1(x) =  1). 

W hen we tensor up with E  =  k(/3), where (3P =  a , we get S e  — E { a 7 x, t~ l \ a p = 

a, 5p~1(x ) t~ 1 =  t~ l 5p~1(x) = 1 ), which becomes, after setting f  =  a  — (3,

S e  — F ( £ , x , t _1 | £p — 0 , Sp~1(x)t~1 =  t~15p~1(x) — 1),
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where 5 : S e — > S e is given by 6( f )  = /£  — £ /, which is the same as 6a , because 

j3 centralizes every element of E.

Consider the F-algebra homomorphism p  : E ( £ ,x , t~ l ) — > 9Jlp(A) given by

p -  1

3= 1
p

(p(x)  ^  ^ U ijE ij  T  y i p E \ p + n ^ n p
i j  n= 3

v ( r ‘) =  z - \

where
71 — 3

Zn
771=0

and Z _1 is the inverse of the m atrix

i y " W n _ 2 T— /  A y m y ?/»7i+2)77i+p-7i+2

i = l  71=1 '  '

where c0 =  - y Xp, cn =  SW +th-ti-i for n =  1 ..  .p  -  1. Note

tha t Z  is indeed invertible in DJlp(A), because it is a triangular m atrix whose 

main diagonal entries are all equal to —y\p, which is a unit in A.

For the sake of simplicity, we will put

p - i p
^  ^  ^ jE j + 1 j ; Y  =  ^  ^ yijEij T  y\pE\p -f" ^  ^ znEnp.

j —1 i j 71=3

Since H is a lower triangular m atrix, it follows th a t Ep = 0.

Let A : DJtp(A) — > DKP(A) be the inner derivation determined by E: A (M ) =

M E  — E M ,  for each M  E 9Jlp(A). We have (p6(f) = p ( / f  — £ /)  =  < p(/)p (0  —

v i O v t f )  = thus

A p =  ipS. (4.3.24)

Call U the m atrix given by

p - 1 /  p  \

U =  }  ^  ^ 7, j + i  —  I  'y ^  2 / 7 1 , 7 1 - 1  j  2/ i p  Epi.
j  =  1 \7 l =  2 /

Our aim is to show th a t all corresponding entries of AP~2(Y)  and U Z  coincide.

It should be noted th a t the matrices H, Y , Z  and U were defined in such a way
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th a t some corresponding entries of AP~2(Y)  and U Z  coincide. These entries are 

exactly what the relations (4.3.17)-(4.3.20) and (4.3.23) suggested they should 

be in order to obtain the identity

AP~2{Y) -  UZ. (4.3.25)

In fact, a proof of (4.3.25) is obtained by repeating all the steps of the (long) 

remark th a t follows equation (4.3.20), making the appropriate modifications, for 

example, the entries of [ic] =  (Xij) should be replaced by the entries of Y ,  etc. 

W ith (4.3.25) in hand and the facts

A(U) = U E - E U =  1, A (Z) = Z E - E Z  = 0,

which follow easily from the definition of the m atrices above, we can conclude

th a t AP_1(T) =  A (UZ)  = A {U )Z  +  UA{ Z)  = Z. In other words,

ip(t) = ip(6p~1(x)) = A P~l p{x) — Ap - 1(y ) =  Z. (4.3.26)

The information (p(£)p = 0 and ip(t) =  Z  is enough to ensure th a t p  induces 

a homomorphism (p : S e — > DJlp(A) defined on generators by </?(£) = E,<p(x) =

Y,p(r1) = z-1.
A  homomorphism 'ip : 9Jlp(A) — > S e in the other direction is given by 

$ ( E mn) = emn, $ (y iP) = x i p, ip(yij) = x i:j, ip{ypp ) = -  Y t = i  zv\ t~ xelv. We should 

recall th a t these elements of S e were defined above as emn — — up_rn£p_1«n_1,

where u = 5p~2(x)t~1;x ip — YiZ=ie^ xep^ anc  ̂ x %j =  Note th a t

'ip is well defined, because we know th a t the emn form a set of m atrix units for 

S e (see Theorem 4.3.10) and because the (1,1) entry of the m atrix [t-1], i.e. the 

element ftp1 — YZ=i evit~l eiu, is — x±p (see (4.3.20)). So

^(yipvTp) =  i ’iyipji’ivip)  =  ^ iP(—&o1) =  ^ ( - ( - z r , . 1)) =  i- (4.3.27) 

(This can also be verified directly by evaluating

p p
 ̂eu\xcpu) ( y   ̂ev\t  e\iPj

V = 1  V —  1

using the fact th a t since 5p~l {x) =  t, we have £p_1:r£p_1 =  th a t is,

p - ' x t f - H - 1 = p ~ \ )
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We will show tha t ip =  (p~l . Let us s ta rt by calculating ip (p. By the definition 

of the homomorphisms,

_ ( p~ l 

\}=i
p -  1

=  y i  Jej+i,j-
3=1

Now recall (4.3.8) which stated tha t

=  ( u l +  lu l~l ,

for every Z G N. Multiplying both sides by £p_1 on the left yields 

which implies th a t for I =  1 , . . .  ,p  — 1 ,

=  Izji-

So, =  ej+i j +i£ and then,

p - l

# ( ? )  =  5 2 je J+i>j

= (X >*W +i)*

=  ( l - e n ) $

=  f - e n f

=  f, because en£  — 0 .

Let us look at ip(p{x). We know th a t £ =  YHhm=ix hmZhmi where x  =  

E J = i evhXZmv First, apply <p to the defining equation of u, u = 6p~2(x) t~l , 

obtaining

<p(u) = (p{5p- 2{ x ) r l )

= !p(SP~2(x))(p(t~1)

=  Ap~2(<p(x))Z-\ by (4.3.24) and (4.3.26)

=  A p~2(Y )Z ~ l .
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So <p{u)Z =  AP~2(Y) = U Z  and, since Z  is invertible, we get <p(u) = U. There­

fore, if we apply <p to e^m, whose equation is given in terms of u and f  in (4.3.6), 

we get

<p{ehm) =  - u ” ~ h Z T - ' U ™ - 1.

And, by evaluating the powers of U and S, we finally get

(p{&hm) = Ehm-

So we have, on the one hand,

\  hm

=  y   ̂ty{%hm)Ehm
hm

and, on the other hand, by definition of ip,

v
c/?(x) =  y   ̂i /ij+ yipEip +  y   ̂znE np.

ij n=3

Thus, by comparing corresponding entries, <p(xij) = yij, (p[x\p) =  yip, <p(x2P) = 0 

and (p{xnp) =  zn for n = 3, . .  .p. Therefore,

$(p(xij) = $(yi j) = Xij

$<p{x ip) = ${:yip) =  yip 

Tp<p(x2p) = 0 =  x 2p, by (4.3.17),

and

^ { X np) =  1p(zn)

= 1 1(" z 2)^(^+2.'+p-n+2)

=  ( "  , 2W 2,I+p- „ + 2
1=0 '  '

=  x np, for n =  3 , . . .  ,p.
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Thus,

1p<p(x) I ^   ̂x hm&hm
\  hm /

^  ^ 3 'hm'lpjEhm)
hm

^ ^ x hm&hm 
hm 

=  X.

Finally, since AP-1(T) =  Z, applying fp on both sides and noting th a t ^(H) 

£ and th a t Pp{Y ) =  x , we get

f p { Z )  =  ^ ( A ^ T ) )  -  ^ _1(^ (F ))  =  ^ ( z )  =  t.

Thus, ^ ( t -1 ) =  f p { Z _1) =  ^ ( Z ) -1  =  t _1. Therefore,

#  =  ^ 5 ^ .

In the other direction, we have

— Vij

<p$(yiP) =  p ( x iP)

x ip

<p'd>(Eij) = ipfej)

=  Eij

V'if’iyTp) = <pfc.p1), by (4.3.27)

=  <fi(x i p) _1

=  W -

Thus,

cp'ip — Idfjjip(A)-

Therefore, (p constitutes an isomorphism between 9Jtp(^4) and S e - D

C o ro lla ry  4 .3 .15 . The centralizer T  of the matrix units eij in S e is isomorphic 

to A.
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Proof. Since the isomorphism p  takes m atrix units to m atrix  units, the restriction 

of ip to T  is an isomorphism onto A. □

C o ro lla ry  4 .3 .16 . T  is a fir.

Proof. Since T  is isomorphic to A, by Corollary 4.3.15, and because

A  9* E (y i:j) *E E {y lp, y ^ \ y lpy ^  = 1 = yfp yip),

it follows from Proposition 1.3.5 th a t A, and, therefore, T , is a fir, for both the 

free algebra E{yif) and the group algebra E (y lp, yfp \yiPyfp = 1 =  yfp y\P) are 

firs. The fact th a t the group algebra over a field of a free group is a fir is Corollary 

3 of [5] on p. 6 8 . □

4.3.4 Extensions

Like the Galois case, the results in this section can be extended to a ring of the 

form Fk(X) ,  where X  is any nonempty set.

C o ro lla ry  4 .3 .17 . Let k be a commutative field of prime characteristic p > 0 

and F  = k(a) ,  where a p = a G k and a  £  k. Let R  = Fk(X) ,  where X  

is any nonempty set, and denote by U its universal field of fractions. Let E  

be an extension of k isomorphic to F/ k .  Then there exists a subring S  of U, 

obtained from R  by adjoining the inverse of a single element of R, such that S e 

is isomorphic as an E-algebra to a matrix ring Wlp(A), where A  is a fir.

Proof. Pick an element x  G X  and write

R ^ R '  *k k{X' ) ,

where R' = Fk{x) and X '  = X  \  {re}. After constructing S , we get

S E = E ^ x f i - 1 | f  -  0 , 5p~1(x)t~1 = t~ l 5p- l (x) = 1 ) E( X' ) .

Since E ( ^ , x , t ~ l \ = 0 ,8p~1(x)t~1 = t~15p~1(x) =  1) =  9Jlp(T), where T  is

a fir, it follows th a t S e is isomorphic to a p x p  m atrix  over a fir. Explicitly,

S E = 971*00, where V  = W P(T *E E( X' ) - T) .  □
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4.4 Final remarks

In both the two preceding sections, we obtained a m atrix ring over a fir following 

a very precise construction. We started  with a fir R  which had a universal field of 

fractions U such th a t both shared the same centre k. Then we considered a finite 

commutative field extension E  of k of degree n. By tensoring U with E  over k 

we obtained a full n  x n  m atrix ring over a skew field K , Ue — 9Dtn(^ ) -  Next, 

we looked at a subring S  of U,  containing R : which was obtained by adjunction 

of inverses. This ring S  was such th a t S e  contained the m atrix units of 9Jln(K) 

and was, therefore, itself isomorphic to a full n x n  m atrix  ring, say S e — %Rn(T): 

where T  was the centralizer in S e of the m atrix units. In the two instances 

studied in Sections 4.2 and 4.3, we were able to prove th a t T  was a fir. In this 

section, we will be showing th a t K  is the universal field of fractions of T. But we 

s ta rt by noting th a t the fact th a t the ring T  obtained by this process in Sections 

4.2 and 4.3 was a fir is a particularity of the cases studied. It is not true, in 

general, th a t rings obtained by this process are always firs, as the next example 

shows.

E x a m p le . Let C  be a skew field with centre k and E / k  a commutative field 

extension of degree 2 such th a t Ce — for some skew field V  (e.g. take a

skew field C  which contains an isomorphic copy of E,  cf. [8, Cor. 7.2.12]). Let 

R  =  C 1 **. C 2, where C % =  C  for i — 1, 2. We know th a t R  is a fir; let U denote 

its universal field of fractions. Since R e  is not an integral domain, because it 

contains a full 2 x 2  m atrix ring, it follows th a t Ue — SD^C^Oj where A" is a 

skew field. W rite C lE =  SPrt2(Vi). Since 9H2(Vi) =  CE C  R E C  U e , we can regard 

Ue as a 2 x 2 m atrix ring over the centralizer of the m atrix units of C say 

Ue — 93T2(G). Since Ue is simple artinian, we have K  =  G, th a t is G is a skew 

field. Now R  itself is a subring of U such th a t R e  contains the m atrix units of 

UE =  % ( £ ) ,  so R e  “  9Jl2(T). But in this case, T  ^  2U2(^i *E ^ 2(^2); Vi), 

which is not a fir, because ^T(T) =  ^ N ]Jn |N .

We return to the cases analysed in Sections 4.2 and 4.3, where it was proved 

th a t T  was a fir. We will s tart by analysing what happens in a general situation
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where R e is itself a fir. Although this is not the case of the two instances of the 

preceding sections, the study of this situation exemplifies the kind of argument 

we shall be considering later.

P ro p o s it io n  4 .4 .1 . Let R  be a Sylvester domain with universal field of fractions 

U and suppose that the centre k of U is contained in R. Let E  be a finite commu­

tative field extension of k. I f  R e  is a Sylvester domain then Ue  is a skew field. 

In this case, Ue is the universal field of fractions of R e -

Proof Let be the set of all full matrices over R. Then U = R$. Denote by 

A : R  — > U the canonical homomorphism from R  into U and by A : R e  — > Ue 

the induced homomorphism.

Suppose tha t R e  is a Sylvester domain—so it has a universal field of fractions 

K .  Let rj : R e  — > K  the canonical homomorphism of R e  into K  which inverts 

all the full matrices over R E- Since [E : k\ is finite, Ue is a simple artinian ring. 

Let A be a full m atrix over R. Then A (A) is invertible in U, so A (A) is invertible 

in Ue- Since Ue has UGN, A(A) is full over Ue, thus A is full over R e  which 

implies th a t 77(A) is invertible over K .  Hence 77 is ^-inverting and so there exists 

a unique homomorphism f  : Ue — > E  such tha t /A  =  77. Since Ue is simple, 

/  is injective and, because K  is a skew field, Ue must be an integral domain, 

but this implies th a t Ue is a skew field. We know th a t Ue — (Re)$, so  th a t A 

is an epimorphism and, therefore Ue is generated as a skew field by A (Re)-  But 

we also know th a t K  is generated as a skew field by 77(Re)- S o  /  must be an 

isomorphism and this implies th a t Ue is the universal field of fractions of Re-  D

In particular, if R  is a fir and R e also a fir, Ue will be a skew field—the 

universal field of fractions of R e -

Now we look at the case of m atrix rings over firs.

T h e o re m  4 .4 .2 . Let R  be a Sylvester domain with universal field of fractions U 

and suppose that the centre k of U is contained in R. Let E  be a finite commuta­

tive field extension of k of degree m . Then Ue  is isomorphic to an r x r matrix  

ring over a skew field K ,  where r divides m. Regarding R e as contained in Ue , 

let A  be a subring o} U e , containing R e and the matrix units o} U e - The ring A
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is, then, isomorphic to an r x r matrix ring 9Jln(T). I f T  is a Sylvester domain, 

then K  is its universal field of fractions.

Proof. T hat Ue — %Jlr(K) where K  is a skew field and r  divides m  is the contents 

of Lemma 1.4.1. The fact th a t A = 9Jlr (T) is a consequence of the presence of the 

m atrix units of Ue in A. We also know th a t T  is the centralizer of the m atrix units 

in A  and th a t T  is a subring of K .  Now suppose th a t T  is a Sylvester domain 

and denote its universal field of fractions by V. Let 4? be the set of all full 

matrices over R,  so th a t U = R$. We will show th a t the homomorphism R e — ► 

9Jir(V), obtained by composing the map A  = Wlr (T) — > dKr (V), induced by the 

canonical monomorphism T  — > V  with the inclusion R e — > A  is ^-inverting.

R --------------------- ► U = R$

R e  *~Ue  — (R e )®

m  r(T) m r ( K )

^  W A V )

Indeed, let M  be an n  x n  m atrix over R  belonging to  §>; then M is invertible over 

Ue — (Re)®- Since R  is embedded in A  = Wlr(T ), we can regard M  as an rn  X rn  

m atrix over T, and thus, over K .  Because M  is invertible over Ue — T l r ( K)  as 

a n n x n  m atrix, it is invertible over K  as an rn  x rn  m atrix. But this implies th a t 

M  is full over K , so full over T.  That is, M  is an n  x n  m atrix  over 9Jlr(T) which, 

regarded as an rn  x rn  m atrix over T, is full. So M  is an invertible rn  X rn  

m atrix over V  and, therefore, it is invertible as an n  x n  m atrix over DJlr (V). 

This proves R e  — > Wlr(V) to be ^-inverting. So there exists a homomorphism 

C : M r( K)  ^ U E = (Re)® — > 9 ^ 0 0  extending R E — ► Wlr(V). Since m r (V) 

is simple artinian, we can suppose th a t £ preserves m atrix  units. For it it did not, 

we would have 9Jlr (V) isomorphic to an r  x r m atrix  ring 97tr (W), whose m atrix  

units were the images under £ of the m atrix units of 9Jtr (K).  Since dKr (V)  is 

simple artinian, we would have V  = V'. So £ induces a homomorphism K  — > V , 

which must be injective, because A" is a field. Hence we can regard A" as a sub-
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skew field of V  containing T.  But since V  is a field of fractions of T, we must 

have K  isomorphic to V. □

We can apply the above result to the rings obtained in Section 4.2, for instance. 

Let us recall the set-up. Let A; be a commutative field and F  a Galois extension of 

k of finite degree n. Then R  =  Fk{x) is a fir. Denote its universal field of fractions 

by U. Let E  be an extension of k isomorphic to F. Then Ue is isomorphic to an 

n  x n  m atrix ring over a skew field K .  By inverting a finite number of elements of 

R , we obtained a ring S  which had the property th a t S e  contained the n2 m atrix  

units of Ue- S o S e  — 9ttn(T), where T  is a subring of K .  In Theorem 4.2.12, 

we proved th a t T  was a fir. Now, applying the above theorem to this situation, 

we conclude th a t K  is the universal field of fractions of T. These ideas can be 

applied in the same way to the rings of Section 4.3.
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