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Abstract

T his thesis presents solutions to  various problem s in the expanding field of 

com binatorial geom etry.

C hap te r 1 gives an in troduction  to  the theory of the solution of an 

integer program m ing problem , th a t is m axim ising a  linear form  w ith integer 

variables subject to  a  num ber of constrain ts. Since the m axim um  value of the linear 

form  occurs a t a  vertex  of the convex hull of integer points defined by the constraints, 

it is of in terest to  estim ate  the num ber of these vertices.

C hap ter 2 describes the application  of certain geom etrical in terpretations 

of num ber theory  to  the  solution of integer program m ing problem s in the  plane. By 

using, in p a rt, the well-known Klein in terp re ta tion  of continued fractions, a  m ethod 

of constructing  the vertices of the convex hull of integer points defined by particu lar 

constrain ts is developed. Bounds for the num ber of these vertices and  properties of 

certain  special cases are given.

C hap ter 3 considers the general d-dim ensional integer program m ing 

problem . U pper and lower bounds are presented for the num ber of vertices of the 

convex hull o f integer points defined by particu lar constraints.

C hap ter 4 is concerned w ith the approxim ation  of convex sets by convex 

polytopes. F irs t, a detailed  description of recent work on m inim al circum scribing 

triangles for convex polygons and the extension to  m inim al circum scribing equilateral 

triangles is given. T his leads to  a  new approach to  constructing a  Borsuk Division 

and finding a regular hexagon circum scribing a  convex polygon. T hen, a  m ethod of 

approx im ating  general convex sets by convex polytopes is presented, leading to 

consideration of the problem  of a d-sim plex approxim ating a  d-ball.

C hap ter 5 develops algorithm s for finding points w ith particu lar 

com binatorial properties, using containm ent objects such as balls, closed half-spaces 

and ellipsoids.

C hap ter 6 gives a  new approach to  the  problem  of inscribing a  square in 

a  convex polygon, leading to possible ideas for an  algorithm .
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1. Introduction to Integer Programming

1. G eneral N otation

T his chapter gives an in troduction  to  th e  theory of th e  solution of typical integer 

program m ing problem s, th a t is finding non-negative integers {xlt x 2, ... , x n} 

th a t  m axim ise a linear form

C^Xj +  CoXo +  •«. +  C n X n

subject to a num ber of linear inequalities

+ a o j X o  + ••• +  ^  L j

where a , c j and  L;- are positive integers for 1 < i < n and  1 < j < r.

F irst, we sta te  some basic definitions.

Definitions

i) A set C C Rn is convex if (1 -  t ) a  + tb  G C whenever a, b G C and  0 < t  < 1.

ii) A point x G Rn is a convex com bination of Uj, u 2, ... , u t  G Rn if there are

non-negative num bers Ax, A2, ... , Ak w ith Aj + A2 + ... + Xk = 1 and

x — A^Uj + AoUo + ... + A £ u £.

iii) The convex hu ll. convX, of a set X is the set of convex com binations of

points of X. Then convX is a  convex set.

If X is a finite set, convX is a convex polytope.

iv) A point c is a vertex of the convex set C if c G C and, if c = (1 -  t ) a  + tb

for some a. b G C and  0 < t < 1, then  a = b = c.

Next, we s ta te  and give proofs of the following wTell-known theorem s.

Theorem  1.1

If C is a convex polytope and  V its set of vertices then C = convV.

Proof

Since C is a convex polytope, C = conv-fu^ ... , u fc} for some u x, ... , u k. Select from  

u x, ... , u k a m inim al set Vj, ... , v r such th a t C = conv{vlt ... , v r }. Suppose th a t
r r

v x = (1 -  t)x  + ty  for some x. y G C and  0 < t < 1. Let x  = J2  A,vt-, y = 12
r r r * = 1 t = l

w ith A, > 0, /j j > 0 and  Ay = 12 A't = 1- W rite  vx = £  Qiy n
i = 1 i' = l r * = 1

where a ,  = (1 -  t )A,• + t/i,-. T hen  (1 -  = ^2 Qiy i-
i = 2

Suppose tliat. q x < 1.
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Then v‘ -  £  < r ^ ' >  where ( T T ^ j a 0 and £  ( T ^ I )  = { r ^ S D  £  = L
So vx is a convex com bination of v 2, ... , v r .

T hus C = co n v jv j, ... , v r } = conv{v2, ... , v r } which contrad icts the  m in im ality  o f 

v1? ... , v r . Hence O'! = 1, so th a t (1 -  t)A x + t = 1.

Therefore Ax = //x = 1, A2 = /i2 = ... = Ar = / /r = 0. So x = y = Vj.

Hence v : is a  vertex of C. Sim ilarly v 2, ... , v r are  vertices of C and 

C = conv jv !, ... , v r }. T hus C = convV. □

Theorem  1.2

If C C Rn is a convex polytope, then  the  linear form  cTx = c1x 1 + ... + cnx n 

takes its m axim um  value a t a  vertex  of C.

Proof

Since C is a convex polytope, C = conv{v l5 ... , v r }, where v 1? ... , v r are the 

vertices of C. Let M = m ax cTv -.
r 1=1 ~ r

Now if x €  C, x = £  ^ ,v »i w ith Aj > 0 and  £  Â  = 1.

Thus cTx = c T ( ±  V ; )  = £  A,:(cTv,.) < £ % U  = M.
1 = 1 1 = 1 t = l

So, if x G C, then cTx < M.

Hence m ax cTx = M. □ 
x € C

We can deduce from Theorem  1.2 th a t  the  m axim um  value of the linear form  

cix i + C2X2 + ••• + CrjXn is necessarily a tta in ed  a t one of the vertices of the  convex 

hull of integer points defined by the inequalities 

a l ; x l + a 2 ;X2 + ••• + a njX" < L j for 1 < j < T

and so we have an in terest in estim ating  the num ber M of these vertices. In 

C hapter 2 . a m ethod of constructing  the vertices of the convex hull o f integer points 

in the plane for particu lar linear inequalities is given, enabling bounds for M to  be 

given. In C hap ter 3. we give two results for M; one im proving an upper bound result 

for M concerning the K napsack polytope, the o ther an exam ple showing th a t, in 

3-dimensions, it is possible to  choose the coefficients to  ob tain  a  lower bound for M.
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2. Integer Points in the Plane

1. In troduction

This chapter is concerned w ith the application  of aspects of the theory of num bers to  

the solution of integer program m ing problem s in the plane. As we have seen, the 

theory of solutions of integer program m ing problem s is partly  concerned w ith finding 

the num ber M of vertices of the convex hull of integer points defined by the 

associated linear inequalities. In th is chapter we describe a  m ethod of constructing 

these vertices, which reveals properties of their d istribution, enabling bounds for M to  

be given.

F irst, we consider part of the theory of continued fractions, which is 

described in detail in H ardy and W right [2]. W e write continued fractions in the form

q ° <ll+ <12+

and, for n > 2 , the convergents to the continued fraction in the form

An _  q n A „ _ 1 + A „_2 
Bn q n B ,, _ x + B„_o

where the q n are the p artia l quotients to the continued fraction, and 

■A-0 = Qo’ -A-i = Qo^i + 1* B0 = 1. Bj = q j.

It is well-known th a t the  convergents to a continued fraction A form a  sequence of 

rational num bers, a lternate ly  less or greater than  A, each convergent approxim ating  A 

better than  the previous one. This property  of the convergents to  continued fractions 

is described in a geom etric form  by Klein [3], which is known as the Klein Model.

By using th e  properties of the convergents to  continued fractions, we can 

obtain  a significant am oun t of inform ation about the vertices of the convex hull of 

integer points associated to  particu lar integer program m ing problems.

F urther, we consider in detail certain special properties th a t  arise 

when A = i  ( - 1  + >/5). These properties occur because the p artia l quotients q n are 

such th a t q 0 = 0 and q r = 1, for 1 < r < n, so th a t

A n _  A n-1 + A „ _o  
Bn B n_j  + B n _ o

I



2. T he Klein Model

In [1], D avenport describes the strik ing geom etrical in terp re ta tion  of the  continued 

fraction given by Klein [3] in 1895 as follows.

Suppose th a t a  is an  irra tional num ber, which we take for sim plicity to  

be positive. Consider all integer points in the plane, and im agine th a t pegs axe 

inserted in the plane a t all such points. T he line y = a x  does not pass th rough any of 

them  (except, of course, the origin). Im agine an  elastic string  draw n along the line, 

w ith one end fixed a t an  infinitely rem ote point on the line. If  the o ther end of the  

string, a t  the  origin, is pulled aw ay from  the line on one side, the string  will catch on 

certain  pegs; if it is pulled aw ay from  the line on the o ther side, the  string  will catch 

on certain  o ther pegs. One set of pegs (those below the line) consists of the  points 

w ith coordinates (B0, A 0), (B 2, A 2), ... , corresponding to  the  convergents which are 

less th an  a .  The other set of pegs (those above th e  line) consists of the  points w ith 

coordinates (B j, A 1). (B 3, A 3), ... , corresponding to  the convergents which are 

greater th an  a . Each of the tw o positions of the string  forms a  polygonal curve, 

approaching the line y = ax .

Figure 2.1 gives an  illustration  of the case a = V 3.

Figure 2.1
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Here
1+ 1 +  1+ 2 +

and the convergents are j ,  j ,  | j ,  — •

The pegs below the line are a t the points (1, 1), (3, 5), (11, 19), ... , and  

the pegs above the line are a t the points (1, 2), (4, 7), (15, 26), ... .

This can be sum m arised by the following :

Theorem  2.1 (Klein)

Let a  > 0. Then the line y = a x  in the  positive q u ad ran t is approxim ated  by two 

convex polygonal curves, one to  the left of the line and  one to  the  righ t. F u rther the  

vertices of these convex polygons are precisely the points (B r , A r ) whose coordinates 

are the num erators and  denom inators of the successive convergents to  or, the  left 

curve having the even convergents, the right one the odd.
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3. Extension to  Integer Program m ing Problem s

Consider the  n th  convergent to  a  continued fraction A. In the plane, the  convex 

hull of the feasible solutions to  a  given integer program  is a convex polygon. As seen 

previously, we are in terested  in exam ining the set of vertices of th is convex polygon. 

In this section we describe a  m ethod of constructing the vertices of the convex hull o f 

integer points in the positive quad ran t under the  line jo in ing (A n , 0) on the  x-axis 

to  (0 , B n) on the y-axis, in term s of the convergents to  d-2.
t i n

Consider all points in the plane whose coordinates are positive integers 

and im agine th a t pegs are inserted in the plane a t  all such points. The line jo in ing  

(A n, 0 ) on the  x-axis to  (0 , Bn) on the y-axis does not pass th rough any o ther integer 

points. Im agine an  elastic string draw n along the line, fixed a t X, (An, 0), on the 

x-axis and Y, (0, Bn), on the y-axis. If the  two ends of the  string  are pulled tow ard 

the origin O, on the x-axis to  (A n -  1, 0 ). on the y-axis to  (0 , Bn -  1), the  string  will 

catch on certain  pegs and  take a  position which forms a  polygonal line. The pegs the  

string catches on form  the set of vertices of the convex hull of integer points below 

the line. For exam ple, see Figure 3.1.

Figure 3.1

o

In this section, we describe a  m ethod for constructing  the integer points th a t form  the 

vertices of the  convex hull o f integer points below the line XY, and , in doing so, 

confirm th a t these points do, in fact, m ake up the set of vertices. In addition , we give 

bounds for the num ber M of these vertices.
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a) C onstruction of the Vertices

The pa tte rn  in which the vertices are arranged is geom etrically striking, bearing 

certain  sim ilarities to  the  Klein Model. W e first establish, inform ally, the general 

p a tte rn  in which the vertices are arranged, then give a m ethod  for constructing  any 

sequence of integer points and finally show form ally th a t  th is m ethod does build up  

the set of vertices of the  convex hull of integer points below the line XY.

i) General Description

Consider two new origins a t Y  and X, labelled respectively O x and 0 2, w ith 

coordinates (u x, v x) and  (u 2, v2), o rien tated  as shown in Figure 3.2.

Figure 3.2

Y V,

O

Then it is clear th a t w .r.t. O x the arrangem ent of the vertices of the  convex hull of 

integer points below XY s ta rts  in precisely the sam e way as the righ t polygon of the  

Klein Model, and, sim ilarly, w .r.t. 0 2 it s ta r ts  in the sam e way as the left polygon of 

the Klein Model. This observation gives us the idea for a  m ethod of constructing the 

vertices using the m ethods of the Klein Model. W e m ust, however, consider not only 

the arrangem ent of th e  vertices near X and  Y, b u t also in the in term ediate region. 

The in term ediate  vertices do, in fact, follow' a very straightforw ard p a tte rn , since, a t  

some stage, a vertex form ed w .r.t. one origin is a scalar m ultip le of one formed w .r.t. 

the o ther origin. Hence it appears th a t we can construct the vertices by form ing tw o 

sets of integer points, w .r.t. and 0 2, and  associating one particu lar vertex w ith 

both 0 X and 0 2.

11



ii) The Construction

Let (E denote the following construction.

i) Consider two new origins a t (0 , B n) and (An, 0), labelled respectively

O x and  0 2, w ith coordinates (ux, v t ) and  (u 2, v2), orien tated  as shown in 

Figure 3.2.

ii) It is clear th a t the first vertices of the  convex hull of integer points 

constructed are (0, 1) w .r.t. O x and  (1, 0) w .r.t. 0 2, (see Figure 3.3).

Figure 3.3

O ,

O a .

o
iii) The next integer points constructed  are (A^, B^), where ^  is a  convergent to  

4 ^ . either

a) w .r.t. O x if j  is even, or

b) w .r.t. 0 2 if j  is odd,

for 0 < j < n -  1, (see Figure 3.4).

Figure 3.4

This construction certainly builds up a sequence of integer points below the  line

joining X and  Y in the first quad ran t.
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iii) Form alisation

First, we form alise the construction of the in term ediate  vertices.

Theorem  3.1

The penultim ate  integer point form ed in the construction  £  is an  integral scalar 

m ultiple of the  last integer point form ed, when viewed from  the origin w .r.t. which 

the last point is constructed.

Proof

The last integer points obtained in the  construction £  are as follows,

i) Suppose n is even.

The last integer point form ed is ( A n - 1 , B , ^ )  w .r.t. 0 2. T he previous integer point 

formed, ( A „ _ 2, B „_2) w .r.t. O x, is, by sim ple geom etry, ( q n A n - 1 , q n B n_ ! )  w .r.t. 0 2- 

For,
A n  _  q » A n—1 + A n_ 2
Bn q n B n_^ + B n_ 2’ -  -

and, if (x, y) are the coordinates of the  previous integer po in t form ed w .r.t. 0 2, then  

x = An -  A „ _ 2 = q f)A r)_ 1, 

y = Bn -  B n_o = q n A „ _ 1,

(see Figure 3.5).

Figure 3.5

*  Oa.

a . )  uo.f' . -h.  O i  ,  C X . J p  uj .N. -b .  O z .
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ii) Suppose n is odd.

The last integer point form ed is (A n_ 1, Bn_!) w .r.t. 0 X. The previous integer po in t 

formed, (A n_ 2, B n_2) w.r.t,. 0 2, is, by sim ple geom etry, (qnA n_ l5 qnB n_!) w .r.t. 

Sim ilarly, if (x, y) are the  coordinates of the  previous integer point form ed w .r.t. 0 lt 

then

x = A n -  A n_ 2 = qnA rJ_ 1, 

y = B n -  B n_ 2 = qnB n._i,

(see Figure 3.6).

Figure 3.6

«> O

□

Corollary 3.2

In the case where q n = 1 it is clear th a t the last integer point formed w .r.t. O j is 

coincident w ith the last point form ed w .r.t. 0 2.

Next, we give three theorem s showing th a t the integer points of the construction do, 

in fact, form  the set of vertices of the convex hull of integer points below the line XY. 

The first result is well-known.

Theorem  3.3

Let T  be a  triangle in the  plane whose vertices are integer points and  whose area  is a t 

m ost Then T  contains no integer points.

14



Theorem  3.4

There are no integer po in ts in the region between the line joining (A n , 0) on the 

x-axis and (0 , B n) on the  y-axis and  the line jo in ing the integer points o f the 

construction £ .

P roof

T his result is achieved by dividing the region between XY and the line jo in ing  the 

integer points o f the construction  £  into triangles of sufficiently sm all area.

W e ob tain  a  sequence of triangles by jo in ing a  line from  each of the 

constructed integer points to  the  origin O x or 0 2 w .r.t. which it was constructed in £ .  

T hus one integer point P  will be jo ined  to  bo th  O x and  0 2, as shown in Figure 3.7.

Figure 3.7

O ,

02.

The integer points form ed w .r.t. O j are

(0, 1), (A 0. B0). (A 2, B 2), ... , (A 2A„ B2Jt). ... , (A n_ 2, Bn_2) if n is even, 

(0, 1), (A 0. B0), (A 2, B 2), ... , (A 2Jb, B 2fr), ... , (A n_ i, B ^ .i )  if n is odd.

T hus the triangles form ed w .r.t. 0 2 are 

(0 ,0 ) , (0, 1), (A 0, B0),

(0, 0), (A q, B0), (Ao, B j ),

(0, 0), (A 2£_2, B 2, _ 2), (A 2^, B 2Jt),

(0, 0). (A „_ 4, B „_ 4). (A n_ 2l B„_o) if n is even, 

(0. 0), (A „_ 3. B „_ 3). (A n_ i, Bn -1 ) if n is odd.

15



The integer points and triangles form ed w .r.t. 0 2 niay be found sim ilarly . W e 

consider the triangle C^OoP independently of these triangles.

If  the area  of triangle <7 is A(<r), then

A (,r) = 1 det 1  = 1 (A 2l B 2t._ , -  A 2t _2B 2 t) =

If q 2k = 1, then  the area of triangle a is i ,  and there is nothing m ore to  prove. 

Suppose, then , th a t q 2fc > 1 and let p be an integer, 1 < p < q 2k. T he line 

jo in ing (A 2fc_ 2, B2Jfc_ 2) to  (A 2fc, B2k) has, w .r.t. the equation 

(y ~ B 2Jt_ 2)(A2Jfc -  A 2A,_ 2) = (x -  A 2fc_ 2)(B 2Jfc -  B 2fc_2)

(y ~ ^2k-2)(cl2kA 2k-l) = (X ~ ^■2k-2)((i2k^2k- l)

y A 2k - i  ~ x B2jt_i = B 2fc_ 2A 2i._ 1 -  a 2, _ 2b 2, _ 1 

yAofc-l -  xBofc.! = 1.

Consider the integer point ((q 2fc -  p )A 2k_1 + A 2i._ 2, (q2Jfc -  p )B 2fc_ 1 + B 2]fc_ 2).

W e claim  th a t for all integers, p, 1 < p < q 2Jfc, the  integer point

((^ 2;- “  ?)A 2k- i  + A 2i._ 2, (q2A. -  p)B2k_1 + B 2k_ 2) lies on the line jo in ing

(A 2j._ 2, B 2, _ 2) to  (A 2k, B 2,) .  T his is because

( (<?2A’ -  P)B 2;._i + B 2Jl._ 2)A2jl._1 -  ( (q2fc -  p ) A 2k_1 + A 2k_2)B 2k_ 1 

= ^2 k- 2A 2k-i  -  A 2k_ 2B 2k_1

= 1,

thus satisfying the equation of the line joining (A 2i._2, B 2Jk_ 2) to  (A 2Jfc, B2Jk).

Now, the area  of triangle <7 is -7̂ ’, and  it has the integer points (0, 0), 

iA 2k—2 ' B 2i._2), (A 2i., B 2, )  as its vertices. Also, there are (q2k -  1) integer points on 

the side of the triangle jo in ing (A 2k_ 2. B2A._2) to  (A 2fc, B2fc). W e can construct q 2Jb 

triangles inside <7, each of area  by jo in ing each of these (q2Jk -  1) integer points to  

(0, 0). Hence the triangle <7 contains no integer points, ap a rt from  its vertices and 

those on one of its sides.

T hus each triangle form ed w .r.t. 0 1 contains no integer points, ap a rt 

from its vertices and those on its side opposite to  O j. S im ilarly, each triangle form ed 

w .r.t. 0 2 contains no integer points, ap a rt from  its  vertices and those on its side 

opposite to  0 2.

16



Now, consider the triangle 0 10 2P. There are two cases.

i) Suppose th a t  n is even.

T hen P is (An_ 2, B n_ 2) w .r.t. O x, (qnA n_!, qnB n_!) w .r.t. 0 2, so th a t  triangle 

0 l0 2?  is (0, 0), (A„_2, B„_ 2), (An, Bn) w .r.t. 0 ^

If the area  of triangle C^OoP is A ( 0 10 2P), then

If q n = 1, the  last points form ed w .r.t. O x and 0 2 coincide, the area of triangle

Suppose, then , th a t q n > 1, and let p be an  integer, 1 < p < qn.

Then the integer points ((q n -  p )A n-1 , (q n -  p )B n -1 ) all lie on 0 2P.

Thus the triangle  C^OoP contains no integer points, ap a rt from its vertices and 

those on its  side 0 2P.

ii) Suppose th a t n is odd.

Then P is (A n_ 2, B „ _ ,)  w .r.t. 0 2, (qnA n-1 , qnB n -1 ) w .r.t. O x, so th a t  triangle

If q n = 1, the  last po in ts form ed w .r.t. O x and 0 2 coincide, the area  of triangle

Suppose, then , th a t qn > 1, and let p be an  integer, 1 < p < qn.

Then the in teger points ((qn -  p )A n-1 , (q„ -  p )B n-1) all lie on C^P.

T hus the triangle C^OoP contains no integer points, ap a rt from  its 

vertices an d  those on its side C^P.

Hence the  region between the  line jo in ing (A n, 0 ) and  (0 , Bn) and the 

line jo in in g  the integer points of the construction contains no integer points. □

Theorem  3.5

The polygonal curve jo in ing  the integer points of the construction is convex.

O iO oP is and there is nothing more to  prove.

O jO ^P  is (0, 0), (A „_ 2, B n_2), (An. Bn) w .r.t. 0 2.

If the area  of triangle O iO oP is A ( 0 10 2P), then

O iO oP is and there is nothing more to  prove.
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Proof

T his result is achieved by considering the gradients of the  individual lines 

jo in ing the  successive integer points. The construction of the integer po in ts is as 

follows.

w .r.t. O x: w .r.t. 0 2:

(0 , 1) ( 1, 0)

(A 0, B 0) (A x, B j)

(A 2, B 2) (A 3, B 3)

(A 2fc_2, ® 2 A- —2 ) (-A-2 A--1’ BoJt_  1 )

(A 2j(., B 2fc) (A 2j.+1, ^ 2fc + l)

(A n_2, B n_2) (A n_!, B n_ i) if n is even,

(A n_ x, B „_!) (A „_2. B „_ 2) if n is odd.

Let G kl be the gradient of the line jo in ing  tw o points form ed in the 

construction  w .r.t.

Then G t l  = B a  ~ ° 2S.-2  = =
A 2k ~ A 2A-2  ^ 2A 2A—1 A 2A-1

B A
Now —-1  is the reciprocal of the odd convergent p 2fc~" •

A 2A--1 2fc —1

Also, the  odd convergents are strictly  decreasing.

T hus the  grad ien ts of the  lines joining those integer points form ed w .r.t. are 

strictly  increasing w .r.t. O j.

Let G fc2 be the gradient of the line jo in ing two points form ed in the 

construction  w .r.t. 0 2.

T hen G ,„  = B - t+1 ~ ° 3‘- 1 = 32i+i®2* = h i .
A 2A+1 _ A 2k_i  qofc+iAofc A 2A

B A
Now -r-^- is the  reciprocal of the even convergent

A 2fc a 2k

Also, the  even convergents are strictly  increasing.

Thus the grad ien ts of the  lines jo in ing those integer points form ed w .r.t. 0 2 are 

strictly  decreasing w .r.t. 0 2.

18



In order th a t  the polygonal curve jo in ing  the integer points of the construction  be 

convex, we m ust show th a t  the individual lines jo in ing successive integer points have 

grad ien ts s tric tly  increasing w .r.t. O x.

i) Suppose th a t  n is even.

Let the  po in ts  P , R, S and  S' be defined as follows.

a) R  is (A n_ 4, B n_ 4) w .r.t.

b) P  is (A n_ 2, B n_2) w .r.t. (qnA n_!, qnB n_!) w .r.t. 0 2,

c) S is (A n_!, B b_ j ) w .r.t. 0 2,

d) S ' is (A n_ 3, B n_ 3) w .r.t. 0 2,

e) S lies on 0 2P,

(see Figure 3.8).

Figure 3.8

W e know th a t  the individual lines jo in ing successive integer points form ed w .r.t. O j, 

up to  and  including R P , have gradients stric tly  increasing w .r.t. 0 1? and  w .r.t. 0 2, 

up to  and  including S'S, have gradients stric tly  decreasing w .r.t. 0 2, so strictly  

increasing w .r.t.

T hus all we need show is th a t w .r.t. the gradient o f R P  is less th an  

the g rad ien t o f PS, and  the grad ien t of PS is less th an  the gradient o f SS'.

G radien t o f R P  w .r.t. O i = P ^ - .i  = ^ = 3 .
A n- 2  -  A n _ 4  A „  — 3

G radien t of PS w .r.t. O, = G radient of SP w .r.t. O , = " t "" 1 =1 “ q«A n_! -  A n_ j A n_!
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G radien t of SS' w .r.t. Oi = G radien t of S'S w .r.t. 0 2 = 5 12—*— ? n 3 = ? n
A - n —1 n —3 n —2

A A
Now the  odd convergents are stric tly  decreasing, so t >” ~ 3 > p 2— .

D n - 3  ° n —1

Hence S n u l
K - 3  K - l

so th a t  w.r.t.. O t the grad ien t o f R P  is less th an  the  gradient o f P S.

A A
Also, every odd convergent is greater th an  any even convergent, so R n~ - > p n~ -»

D n - 1 D n - 2

Hence < 5 s= 2 ,
A „ —i A n_2

so th a t w .r.t. O x the gradient of PS is less th an  the gradient of SS'.

ii) Suppose th a t n is odd.

Let the points P, R, R ' and S be defined as follows.

a) R ' is (A n_ 3. B „_3) w .r.t. 0 1?

b) R  is (A n_ j, B n_1) w .r.t. O j,

c) P is (q n A ,,.! . q nB n_ 1) w .r.t. (A n_ 2, B n_ 2) w .r.t. 0 2,

d) S is (A n_ 4, B „_ 4) w .r.t. 0 2,

e) R  lies on O iP ,

(see Figure 3.9).

Figure 3.9
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W e know th a t the individual lines jo in ing  successive integer points form ed w .r.t. 0 1? 

up to  and  including R /R , have g rad ien ts strictly  increasing w .r.t. 0 1} and  w .r.t. 0 2, 

up to  and  including SP, have grad ien ts strictly  decreasing w .r.t. 0 2, so stric tly  

increasing w .r.t. O x.

T hus all we need show is th a t  w .r.t. O j the grad ien t o f R 'R  is less th an  

the g rad ien t o f R P, and  the gradient o f R P  is less th an  the gradient of PS.

G rad ien t o f R 'R  w .r.t. O j = -  ? ” ~ 3 = ? r’r
A n _ i  — A n _3 A n _ 2

G rad ien t o f R P  w .r.t. O i = '  V 1 =
-  A n -1  A n-1

G rad ien t of PS w .r.t. O x = G rad ien t of SP w .r.t. 0 2 = — ? n ~ 4 = ? w~~»
A n - 2  — n —4 n —3

A A
Now every odd convergent is greater th an  any even convergent, so D n~ 2 > p ” " 1.

£> n - 2  ° n - 1

Hence ^ n -2
A n-2 A-h- i ’

so th a t w .r.t. 0 1 the gradient of R 'R  is less th an  the gradient of R P .

A A _o
Also, the  even convergents are stric tlv  increasing, so s n~ - > p n~ -.

H „ -i D n_ 3

Hence < 1 ^ - 3 ,
A n -1  A „ _ 3

so th a t  w .r.t. O j the g rad ien t of R P  is less than  the gradient of PS.

Thus the individual lines jo in ing  successive integer points of the construction  have 

gradients stric tly  increasing w .r.t. O x. Therefore the polygonal curve jo in ing  the 

integer po in ts of the construction  is convex. □

Hence we have shown th a t  the integer points of the construction are, in fact, the  

vertices o f the  convex hull of integer points below the line XY in the positive 

q uad ran t.
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b) A pproxim ation of the Vertices

Finally, we aim  to  find an approxim ation  for the num ber of vertices in the 

construction.

Theorem  3.6

T he num ber M of vertices of the convex hull of integer points below the  line jo in ing 

An on the x-axis to  B n on the y-axis satisfies M > n.

P roof

In general, the  construction builds up n + 2 vertices.

However, the following cases m ay arise.

i) q 0 = 0, A 0 = 0.
j ^

There will be no vertex constructed from  the  convergent so th a t only n + 1
£>o

vertices are constructed.

ii) q r = 1, 1 < r < n.

T he last point form ed w .r.t. O j coincides w ith the  last point form ed w .r.t. 0 2, so 

th a t only n + 1 vertices are constructed.

iii) q 0 = 0 , q r = 1, 1 < r < n.

In th is case, only n vertices will be constructed. T his is the case of the  continued 

fraction <r, where a = \  ( - 1  + V 5 ).

Hence, M > n. □

Theorem  3.7
r  , , ( A n ( < t > 2 +  1 ) \  , ( A n ( r 2 +  1 ) \
For large .og^ )  < n < logr  J.

( Bn(<?“ + 1 ) \  , ( B n ( r 2 +  1 ) \

where r  = i  (1 + \/5 ), <f> = ^ (R  + - /(R 2 + 4)) and 1 < q t- < R  for 1 < i < n. 

Proof

Consider the  equation

X n+2 = kX n+1 + X „, w ith X0, X x given.

The general solution is X n = a-an + b J " ,  

where a ,  /3 are the solutions to  £ 2 = k£ + 1,

nam ely a  = i  (k + \ / (k 2 + 4)) and /? = J (k -  \ / (k 2 + 4)).



In fact j3 = — i .

Therefore the solution is X n = a a "  + b ^ - g ^ n, w ith X 0 = a  + b, X x = a a  -

Thus a = b = -3-
(X 0 + ttX t ) Q-(aX0 -  X x) 

( a 2 + 1) ’ ( a 2 + 1)

c a  w  • v  (X o + a X ^ a "  (a X 0 -  X ^ - l ) "So, the solution is Xn = — -—o--*---- + ------ „ , ,  — —  •
( a 2 + 1) a  ( a  + 1)

Hence, for large n, we have X n ~  ~̂ °  7 a n,
( a  + 1)

, f X n ( a 2 + lA
and 11 ~  l0g“  ( (X 0 + o^X,) )■

Now, we have the continued fraction relations 

An+2 = + l + An»

®n+2 = + l + Bn.

Let R be such th a t 1 < q >: < R for 1 < i < n, so th a t 

-A-n+l + A-n ^ ^ n  + 2 ^ ^ -^ n +1 + An,

® r »  +  l  +  B n  ^  ® r j  +  2 ^  R B n + 1  +  B n .

Also, let t  = i  (1 + \/5 ) and <p = )j (R  + >/(R2 + 4)).

Then, for large log^ < n < logT

, , ( b „(q2 + 1 ) \  . / B ^  + l A  n
a” d lo« 4 ( B ^ ^ h " 5 l0g M ( B 7 T T B 7) } D

Corollary 3.7

The num ber M of vertices of the convex hull of integer points below the  line jo in ing 

An on the x-axis to  B n on the y-axis satisfies

M > log ,
^  \(A o  + J

and M > lo g . I f " * * 5 + 1M .
-  4> I ( B 0 + ^ B j )  J
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4. P roperties of the Special Case q 0 = 0, q r = 1, 1 < r < n

In th is section we consider some of the  properties of the special case where

o -  \  ( -1  + >/5). W e w rite <r in the form

i i i  
1+ 1+  1+

and, for n > 2 , the convergents to  a  in the form 

Aq _  A n-1  + A n_2
® n - l  + ® n - 2

where A 0 = 0, A 1 = 1, B 0 = B x = 1.

a) C onstruction  of the Vertices

Consider the  n th  convergent to  the continued fraction cr. In this case, we use the
Bn

following as the  m ethod of constructing the vertices of the  convex hull of integer

points in the  positive quad ran t under the line jo in ing (An, 0) on the x-axis to  (0 , B n)
• Aon the y-axis, in term s of the convergents to  ^ .

Bn

Let (S' denote the following construction.

i) Consider two new origins at (A n, 0) and  (0 , B n), labelled Oj and 0 2 

respectively, orientated  as in Figure 4.1.

Figure 4.1

O O
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ii) T he first, tw o vertices are (1, 0) w .r.t. O j and  (0, 1) w .r.t. 0 2,
A *

iii) The next vertices will be (A,-, B ,) , where ^  is a  convergent to  k 5 ,3 3 Dj On
a) w .r.t. 0 2 if  j is even, or

b) w .r.t. O x if j is odd,

for 1 < j < n -  1.

iv) T he last vertex will be

(A n_ j, B n_ 1) w .r.t. O j, (A n_ 2, B n_2) w .r.t. 0 2, if n is even, or 

(A n - 2> B n_ 2) w .r.t. O j, (A n_ i, B n_!) w .r.t. 0 2, if n is odd.

b) A pproxim ation of the Vertices

We know th a t in this case the num ber M of vertices constructed is bounded above by 

n. T hus it is possible to  use the available inform ation in order to  construct a  be tte r 

approxim ation for n.

Theorem  4.1

For large n n = l o g r (An)  + 0 (1 ) ,

and n = logr (B n) + 0 (1 ) ,

where r  = ^ (1 + </5).

Proof

We have the two continued fraction relations

A n+2 = A n + 1 + A 0 = Aj  = 1, (1)

®n+2 = ®n + l + Bn, B0 = 1, Bj = 1. (2)

Now, consider the equation

X n+2 = X n+1 + Xn, with X 0, X x given.

The general solution is X n = a r "  + b ^ - ^ " ,

1 „  (X 0 + t X 1) 1_ t ( t X  0 - X j )with r  = A (1 + v'o), a  = —^ — - S  b = v •
1 {t~ + 1) ( r “ + 1)

Thus the solution to  (1) is An = —^ — - ( r n+  ̂ + r -n + 1( - l ) n+1),
(r + 1)

and the solution to (2 ) is Bn = —^ ^  ( ( r  + l ) r ” + ( r  “  )")•



So, for large n

and Bn T  +  1

( r2 + 1)

In fact, for large n n = logr (A n) + 0 (1 ) ,

and n = logr (B n) + 0 (1 ) . □

Corollary 4.2

For large n M < logr (A n) + 0 (1 ) ,

and M < logr (B „) + 0 (1 ) .

c) F inding the E xtrem e Vertices

By using certa in  properties of the convergents, we are able to  find the extrem e 

vertices. The extrem e vertices are those vertices closest to  the line Lx jo in ing 

(An, 0) on the  x-axis to  (0, Bn) on the v-axis in the First quadran t. W e take a  line 

parallel to  Lx and m ove it, from  the position of L 1? in a direction tow ards the origin, 

and find the vertices which the line m eets as it is moved in this direction.

First, we note two properties of the convergents. For proofs refer to  [2].

Lem m a 4.3

-  A „_ 1B„ = ( -  I ) " " 1.

A nB n_n -  A n_oBn = (— 1)” .

We shall transform  from  the (x, y) coordinate system  to  a  new (u, v) coordinate 

system , such th a t integer-valued coordinates in the (x, y) system  are transform ed 

to integer-valued coordinates in the (u, v) system .
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T he transform ation  is fixed from  (x, y) to  (u, v) for the following points such th a t,

i) (An, 0 ) is transform ed to  ( 1, 0 ),

ii) (0 , B n) is transform ed to  (0 , 1),

iii) (A n_ 2, B n -1 ) is transform ed to  (0, 0), if n is even,

(A n -n  B n_ 2) is transform ed to  (0 , 0 ), if n is odd,

(see Figure 4.2).

Figure 4.2

*  v

M( 0 ,0 )

Hence the transform ation m ust satisfy the following conditions.

i) Consider n even.

Then we m ust have

(x ? y) = (An — 2 5 ®n- l )  + u (An -  A „ _ 2, -  B n-1) + v( -  A n_2, Bn -  B n-1) 

(x » y) = (A „_ 2, B n-1) + u (A n_ 1? -  B n-1) + v( -  A n_2, B n_ 2) 

(x > y) = (u An-1 + (1 -  v )An_ 2, (1 -  u )Bn-1 + vBn_ 2).

So the transform ation  is

x = u A n_i + (1 -  v )An_ 2, (3)

y = (1 -  u ) B „ _ 1 + v B „ _ 2. (4)

Now, (3) and (4) give

xB n-2 + yA„_o = u A n_ i B n_ 2 + (1 -  u ) An_ 2B n_ 1 + A n_ 2Bn_ 2 

x B „ - 2  + y ^ n - 2  " n — 2 (Bn — 1 + B „ _ 2) = u (A , l_ 1B „ _ 2 -  A „ _ 2B n_ 1).
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Hence, by Lem m a 4.3,

u = x ®n-2 + y A n_ 2 -  A n_oBn.

Also, (3) and  (4) give

x ^ n - i  + yA „_i = (1 -  v )A „_ 2B n_ 1 + vA n_ 1Bn_ 2 + A „_ 1B n_ 1 

x ® n-i + yA n_i -  (A n-1  + A n_ 2)B „ _ 1 = v(A n_ 1B n_ 2 -  A n_ 2B n_ 1).

Hence, by Lem m a 4.3, 

v = x B ^ j  + yA n_j -  A nB n_!.

ii) Consider n odd.

Then we m ust have

(x i y) = (A „_ i, B n_ 2) + u(An -  A n-1 , -  B n_ 2) + v ( -  A n-1 , Bn -  B n_ 2)

(x, y) = (A „_!, B „_ 2) + u(A „_ 2, -  B n_ 2) + v ( -  A n_ n  B n_j)

(x, y) = (uA n_ 2 + (1 -  v)A „_!, (1 -  u )B „ _ 2 + vB n-1 ).

(5)

(6)

Now, (5) and (6 ) give

xB n-1 + yA n-1  = u A „_ 2B „ _ 1 + (1 -  u J A ^ .jB ^ .o  + A n_ 1B fJ_ 1 

x B,j_i + y A n_ l -  A „_ 1(B n_ 1 + B „_2) = u (A n_ 2B n_ 1 -  A n_ iB n_2).

Hence, by Lem m a 4.3, 

u = x B ,,.!  + yA n-1  -  A ^ .jB ,,.

Also, (5) and (6 ) give

xB n_ 2 + yA n_ 2 = (1 -  v )A „_ 1B n_ 3 + VA „_ 2B „ _ 1 + A n_ 2B „ _ 2 

x ®n-2  + yA „_2  -  (A n_i + A n_ 2)Bn_ 2 = v(A n_ 2B „ _ 1 -  A n_ 1B n_2).

Hence, by Lem m a 4.3, 

v = xB „ _ 2 + yA n_ 2 -  A nB n_ 2.

So the transform ation  is 

x = uA n_o + (1 -  v JA ,,.! , 

y = (1 -  u )B „ _ 2 + vB n_ i.



Thus the general form ula for the transform ation  is 

u = xB „_j  + y A n_j -  A ^ B n ,

v = x®n-fc + yA n-Jfc "  A nB n_fc,

where j = 2 , k = 1, if n is even, j  = 1, k = 2 , if n is odd.

W e shall now consider w hat happens to  the vertices of the  convex hull under th is

transform ation.

i) Consider n even.

The first vertices form ed w .r.t. O j and  0 2 have (x, y) coordinates 

(An -  A 1? 0) and  (0, Bn -  B J  respectively.

T hus under the transform ation  they have (u, v) coordinates given by 

(u l> v l) = ( ( A n  -  A jJ B j j . o  -  A n_ 2Bn, (An -  A 1)B n_ 1 -  A nB n-1)

(u 2, v2) = ((Bn -  -  A n_ 2Bn, (Bn — -  A nB n-1)

or

(u l ’ V1) = (A nB n_ 2 -  A n_ 2Bn -  B„_o, -  B „_ 1)

(u 2, v2) = ( -  A n_o, A n -1 Bn -  A nB n_ j -  A n-1).

So the origins O x and  0 2 in the (x, y) coordinate system  are transform ed to  the 

points (u x, Vj) and  (u 2, v2) in the (u, v) coordinate system , where 

(u lt v j  = (1 -  B „_ 2, -  B n_ J ,

(u 2, v2) = ( -  A „_ 2, 1 -  A n -1 ).

The (x, y) coordinates of the o ther vertices are

a) formed w .r.t. 0 1.

(An -  A2r_ 1, B o,.,!), for 1 < r < §,

b) formed w .r.t. 0 2,

(A 2i, Bn -  B 2j), for 1 < s < 11 ^

Under the transfo rm ation  they have (u, v) coordinates given by

a) formed w .r.t. (u 2, v x),

(u, v) = ((An -  A 2r_ 1)B n_ 2 + A n_ 2B 2r_ 1 -  A n_ 2Bn,

(An -  A 2r_ i ) B „ _ 1 + A „_ 1B 2r_ 1 -  AnBn-1)

(u, v) = ((A nB „ _ 2 -  A n_ 2Bn) + (A n_ 2B2r_i -  A 2r - 1B n_ 2),

(■^n-l®2r - l  ~ A o r-^ B n .!))

(u, v) = (1 + (A „_ 2B 2r_ 1 -  A 2r _ 1B n_ 2), (A n_ 1B 2r_ 1 -  A 2r _ iB n-1)), for 1 < r < ^
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b) form ed w .r.t. (u 2, v 2),

(u, v) = (A 2i B n_ 2 + A n_ 2(B n -  B 2a) -  A n_ 2Bn,

+ A „_1(Bn -  B 2,) -  AnBn_ 1)

(u, v) = ((A 2sB n_ 2 -  A n_ 2B 2,),

(A n_ i B n -  AnBn-1) + (A2sBrl_ 1 -  A n_ 1B 2,))

(u, v) = ((A 2sB n_ 2 -  A n_ 2B 2<), 1 + (A 2j B n _ 1 -  A , , . ^ , ) ) ,  for 1 < s < £-=_2.

T hus we can represent the  new (u, v) coordinate system  as shown in Figure 4.3.

Figure 4.3

>  U

We are now able to  solve the problem  of finding the extrem e vertices using this 

new (u, v) coordinate system . The line Lx in the  (x, y) coordinate system  join ing 

(An, 0 ) to  (0 , Bn) is transform ed to  the line N x in the (u, v) coordinate system  

joining (1, 0) to  (0, 1). Therefore, we can move the line Nj in the (u, v) coordinate 

system instead of m oving the line Lx in the (x, y) coordinate system .

In the (u, v) coordinate system , if we take a line parallel to  N x and  m ove it, from  

the position of N x, in a direction tow ards the origin (0, 0), it is possible to  find the 

vertices which this line m eets as it is m oved. Clearly, the vertex  a t  C will be the 

first one th a t  is m et; th is is consistent w ith C being the last vertex  form ed in the 

(x, y) coordinate system .
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ii) Consider n odd.

T he approach is entirely  sim ilar to the  case of n even and  is shown in the following 

exam ple.

Exam ple

Let n = 7. Then A„ = 13, B„ = 21, so th a t  0 1 = (13, 0), 0 2 = (0, 21). 

In the (x, y) coordinate system  the vertices are

(8 , 8)

The form ula for the transfo rm ation  is 

u = 13x + 8y -  168 

v = 8x + 5y -  104.

Hence (u x, v j  = ( 1, 0), (u 2, v 2) = (0, 1).

In the (u, v) coordinate system  the vertices are

form ed w .r.t. (u ^  v x) form ed w .r.t. (u2, v2)

form ed w .r.t. 0 ^ form ed w .r.t. 0 2:

( 12 , 0 ) 

(12, 1) 

(11, 3)

(0, 20) 

( 1, 19) 

(3, 16)

( - 12, - 8) 

(-4 , -3 ) 

( - 1, - 1) 
(0, 0)

( - 8 , -4 )  

( -3 , -1 )  

( - 1, 0)

See Figures 4.4, 4.5.

Figure 4.4
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W e show th a t Z will be a vertex of the convex hull of integer points 

under the line L* parallel to  L x if and only if Lt lies between L2 and  L3.

Let (t, 0) be the  point of intersection of Lt w ith the x-axis and  N (t) be 

the num ber of vertices of the  convex hull of integer points below the  line Lt in the 

first q uad ran t.

A n
Then N (t)d t = Y .  < W X ,Y ) 

0 (A'.r) ^  (o'o)

Let \ t ( N (t) ) be the average num ber of vertices of the convex hull of integer points 

below the line Lt .

Then v>( N (t) ) = 4  Y  d ,(X , Y)
(.Y,y) ^  (o,o)

Hence it only rem ains for us to  find an  approxim ation for

T~ <MX, Y) for large n.
" U r )  * ( > . ' )

This is achieved by Theorem  4.4. The proof of Theorem  4.4 is long and  fairly 

com plicated, so is given as an A ppendix to  C hapter 2.

Theorem  4.4 

For large n

4  V  d ,(X , Y) = Iogr (A „) + 0 (1 )
(AM-) ^  (0,0)

where r  = i  (1 + -/o).

This gives rise to  

Theorem  4.5

For large n, the average num ber of vertices of the convex hull of integer points below

lines parallel to  L1 in the first, quad ran t is a  constan t fraction of log(A n).
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Figure 4.5

d) Finding the Average N um ber of Vertices

Finally, we aim  to  produce a  discrete averaging process which finds the average 

num ber o f vertices under a  line parallel to  L2 passing through a  given integer point in 

the first q u ad ran t.

Consider any integer point Z = (X, Y) in the first q u ad ran t under L1 and  

construct a  line L2 passing through Z and  parallel to  L*. Let P  be th a t  integer point 

below L x bu t above L2 such th a t there is an integer point Q under L2 w ith  PZQ a  

stra igh t line and  P  as close as possible to  L2. Let L3 be the line parallel to  L x passing 

through P and d^(X , Y) be the distance between the intersection of L3 w ith the 

x-axis and  the intersection of L2 w ith the x-axis, as shown in Figure 4.6.

Figure 4.6

( X , Y )
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5. Conclusion

From  C orollary 4.2, we know th a t the m axim um  num ber of vertices of the  convex 

hull of in teger points below Lx in the  first q u ad ran t is logr (A n) + 0 (1 ) . F rom  

Theorem  4.5 we know th a t  the average num ber of vertices of the  convex hull of 

integer po in ts below lines parallel to  in the  first quad ran t is w ith in  an  additive 

constan t o f logr (A „). W e can say, therefore, th a t, in m any cases, the num ber of 

vertices M of the  convex hull o f integer points below a  line parallel to  L 1 in the  first 

quad ran t is near to  the  m ax im um  possible for the convex hull of integer points 

below L x.
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Appendix
T his appendix  gives the  proof of Theorem  4.4 of C hap ter 2. T h a t is,

Theorem  4.4 

For large n

4 -  JZ dx(X , Y) = logr (A „) + 0 (1 ) ,
n  (A M ')  *  (0 ,0 )

where r  = ]j (1 + v/5).

Proof

The proof can be expressed form ally in the following three stages

1. Find an  integer po in t P  which satisfies

i) P lies in the first q u ad ran t under L x, but above L2,

ii) there is an  integer point Q in the first quad ran t under L2 such th a t

PZQ is a s tra igh t line,

iii) P is chosen as close as possible to  L2.

2. C onstruct a line L3 through P parallel to  and L 2- Label the following :

i) A t , the  intersection between the x-axis and L2,

ii) the intersection between the x-axis and L3.

Find the distances d x(X, Y) where

dx(X, "Y ) = A x c-Bx-

3. D eterm ine the sum  over all integer points Z = (X, Y) of the distances d*(X , Y). 

Note

In considering the point Z = (X, Y) we shall include integer points th a t lie on the 

axes, bu t exclude the origin (0 , 0 ).

W e consider the  proof in the  th ree stages described above.

36



1. Finding th e  Integer P o in t P

Consider the integer po in t Z = (X, Y). There are tw o cases.

i) Z lies on either the x-axis or the y-axis.

Clearly, if Z lies on one o f the axes, then P and Q m ust bo th  lie on the  sam e axis. 

The distance PZ m ust be 1 in order to  satisfy the condition th a t P  is as close as 

possible to  L2. Hence the  d istance ZQ m ust also be 1, (see Figure 4.7).

Figure 4.7

C o ,  f i O
P

C ^ , o )
( ^ , o )

>  X ■> Xo Q. z, p O

ii) Z does not lie on either of the  axes.

Let Lo intersect w ith the x-axis a t J and  with the y-axis a t K.

Transform  Z to  a new origin O ' by m eans of the linear transform ation  

u = x -  X, 

v = y -  Y.

Let M be the distance of the transform  of J from the v-axis and N be the distance of 

the transform  of K from  the u-axis, so th a t

N = ( i ; X + y ) - Y  = ! * X ,  (see Figure 4.8).
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Figure 4.8

Consider a region of w id th  6 a round the line L2, (see Figure 4.9). 

F igure 4.9

V

T his region contains integer points, as defined by the Klein Model, occurring above 

and below L 2. W e only need consider those integer points occurring in the  quadran ts 

A (u < 0, v > 0) and B (u > 0 , v < 0), since any integer points in the o ther two 

quad ran ts will be too far from  L2 to  be P. T he Klein Model describes the integer

points in quad ran ts  A and  B as follows.

38



In A: 

Below L2: 

( -  A „  B .) 

( -  a 3, b 3)

Above L2: 

( -  A2, B2)

( -  a 4, b 4)

(~ A 2jt_!, B 2fc_ 1) (_ Aofci B 2Jk)

(~ A n_ 1?

( -  A n_ 2, B n_ 2)

(_ A „_ 2, Bn_ 2) 

( -  A n_ 1? B , ,^ )

if n is even, 

if n is odd.

In B: 

Below L2: 

(A 2, — Bo) 

(A 4, -  B4)

Above L2: 

( A ^ - B J  

(A 3, -  B 3)

(A oji-i -  B 2fc) (Asfc-i' -  Bofc.j)

(A n _ o 1 Bn_ 2) 

(A n -i, B ^ )

(A n_i- Bn -1 ) 

(A n_ 2’ B n_ 2)

if n is even, 

if n is odd.

W e now reflect the quad ran t A in O ' so th a t we m ay consider the single 

quad ran t B. There are two cases.

i) X < Y,

ii) Y < x,

(see Figure 4.10).

T he purpose of this reflection becomes apparen t from  Figure 4.10. Any integer point 

C th a t is contained in the shaded regions in F igure 4.10 will always have a  

reflection C ' in O ' which is an integer point contained in the shaded region in A in 

Figure 4.9. Thus, if we choose the integer point C in the  shaded regions of Figure 

4.10 th a t is closest to  the line L2, then we have a  pair o f points C and C ', such th a t

i) C O C ' is a s tra igh t line,

ii) one of C and C ' is above L2,

iii) the point above L 2 is as close as possible to  L 2.
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Figure 4.10

>’ <r

y

I < r

Aa y

We obtain  the point P by choosing from C and  C ' th a t  point which is above L2 and  

then transferring back to  the (x, y) coordinate system .

We m ust now find C.

It is clear th a t the integer points in the shaded regions in Figure 4.10 are 

Below L2:

(A2, — B 2)

(A 4, - b „) 

(A 2jk, -  B2i.]

Above L 2:

(A x, -  B j)

(A 3, -  B3)

(A2fc-li -  B 2 t- l)

( A n —2’ ~ ® n - 2 )  ( A n - H  ~  B n - l )  

(A n-1? ~ ® n - l )  ( A n —2? — 2)

if n is even, 

if  n is odd.
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Consider

!> x < g f Y-

A

X will vary, in integer steps from  1 to  [ q -2 Y]. T hus X m ay be one of
■D n

a) the odd num erators A 3, A 5, ... , A 2jb+i-» ••• i

b) the even num erators A 2, A 4, ... , A 2fc, ... ,

c) the  integers between the num erators A 2fc < X < A 2Jt+1 or A 2fc+1 < X < A 2t+2*

Note th a t  since At = A 2 = 1 we need not consider A x. T his is because the point 

(■A-j+i’ -  ® j+i) is alw ays closer to  L 2 th an  the po in t (A^, -  B ; ).

T hus the closest integer point to  L2 is, for k > 1,

a) for A 2i. < X < A 2t+1 : ( A -  B 2jt), below L2,

b) for A 2 .̂̂ _̂  < X < Aojt+o • (A >)^j, — above L2.

If the  closest integer point is above L2, then we take th is as C.

If the closest integer point is below L2, then we take its  reflection in O ' as C.

We then transfer back to  the (x. y) coordinate system  using 

x = X + u 

y = Y + v.

Hence the point P is, for k > 1,

a) for A 2Jt < X < A«,£_|_i (X — A 2 .̂, Y + B 2^),

k) -A-2fc + l < ^  < ^2Jfc + 2 : + ^ 2 k  + V  ^  “  ®2A- + l ) ‘

ii) Y < X.

T>
Y will vary in integer steps from 1 to  [ -r11 X]. T hus Y  m ay be one of

An
a) the odd denom inators B1, B 3, ... , B o ^ .j, ... ,

b) the even denom inators B2, B 4, ... , B 2j., ... ,

c) the integers between the denom inators B 2A._1 < Y  < B2i or B2Jt < Y < B2Jk+1.

Hence, sim ilarly, the po in t P  is, for k > 1,

a ) ^2fc-l  -  ^ < ®2Jk ’ (X + A 2 jfc_ i » Y  -  B o j,^ ),

b) B2A. < X < B0j.+1 : (X -  A , t , Y + B , t ).
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2. F inding the Distances dx(X , Y)

In order to  find the distances d x(X, Y) we have to  consider two possible positions for 

P. W e note th a t

i) if Z lies on the x-axis, d x(X, 0) = 1,

ii) if Z lies on the  y-axis, d x(0, Y) = 4 ^ .
o n

Now Z = (X, Y ). Let P  = (X ', Y '). Consider

i) X ' < X

P is of the form  P = (X -  A 2fc, Y  + B 2Jk).

Therefore L3 has x-in tercept: + B ofc) + (X -  A 2Jk),D n

and y-intercept: ttHX  -  A 2Jk) + (Y + B 2Jk),
An

(see Figure 4.11).

Figure 4.11

Hence d * (X ,Y )=  (  |* ( Y  + B2 t) + (X -  A J t ))  -  ( + x)
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ii) Y ' < Y

P  is of the form  P = (X + A 2^_i, Y -  B 2*r—i)* 

Therefore L3 has x-in tercept: -  ®2fc_]

and  y-intercept: + ^ 2Jt

(see Figure 4.12).

Figure 4.12

a

C , o')

Hence d*(X, Y) = ( |j j (Y  -  B2k^ )  + (X + A2*_:

=  ~  5^® 2fc-l + Aoj- —1>

Now, take P = (X -  (-1 )JA;-, Y + ( - 1 ) % ) .

( - 1) JHence d ^ X , Y) = ^-^-MAnB,- -  A;-B„), 

and since it is known that AnB;- -  A; Bn = (-1 )JA

d ,(X , Y) =

43

) + (X + A 2jt_i)» 

l ) + (Y -  B2fc_ 1),

) ) - ( b;y + x)



Finally, we note the tw o cases X < and Y < x ^X .
Dn An

i> x < s ; Y

W hen A 2& < X < A 2Jb+1, d*(X , Y) = for k > 1.
■Dn

» ) Y < g y

W hen B 2jt < Y < B 2fc+1, d*(X , Y) = for k > 1.
Dn

44



3. D eterm ining the Sum

W e have now found the values of d x(X, Y) for each (X, Y) ^  (0, 0) in the  first 

quad ran t under Lx. W e note th a t

i) if Z lies on the x-axis, d x(X, 0) = 1,

ii) if Z lies on the y-axis, d* (0 , Y) = 4 ^ -Dn

Let t(X , Y ) be the in terval such th a t |i(X , Y )| = d x(X, Y), (see Figure 4.13). 

Figure 4.13

t ( X , Y )

Let be the characteristic function of i(X , Y), so th a t 

/A  n \

E M  = E ,Y t(x ) d x

0

An

= |  (  £  Xi(x) )  dx

0
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Thus the average of V* \ t ( x ) over x in [0, A n] is -r- ]E |i |.An

N o w ,  ^  £ M  = J -  E  d x (X ,  Y )
"  A n  ( X , Y ) ^ ( 0 , 0 )

T ^ n -  E  B nd*(X , Y)
A n t i n  ( X , Y ) ± ( 0 , 0 )

T hus our first aim  is to  find B nd r (X, Y)
( X , Y ) ^ ( 0 , 0 )

We consider the sum  in four p a rts , by considering separately the four different 

types of points (X, Y). These are

i) Po in ts on the x-axis, (X, 0),

ii) Po in ts on the y-axis, (0, Y),

iii) Po in ts (X. Y) satisfying

x  < t Y-
iv) Poin ts (X, Y) satisfying

Y < f ^ X .A„

Consider

i) P o in ts on the x-axis. (X, 0).

There are (A u -  1) such points, and for each point d r (X, 0) = 1.

So the contribu tion  to  J2 B ndx(X, Y) is (An  -  l )B n . (7)
( X . Y ) y t ( O . O )

ii) Points on the y-axis, (0. Y).
' ' • AThere are ( B n -  1) such points, and  for each point dx(0, Y) = 5 ^ .Dn
So, the con tribu tion  to  £  B „ d x (X ,  Y) is (Bn -  l )A n. (8 )

( X , Y ) ± ( 0 , 0 )

iii) P o in ts (X, Y) satisfy ing X < 4 ^ Y .
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ D n

In this case, it is the v aria tio n  of the  X value which determ ines the value of

d x(X, Y). So. we need to  know how m any poin ts (X, Y) there are in the  region
A Ax < g ^ y  for a fixed value of X. T he region x < g ^ y  is the  shaded

region in Figure 4.14.
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Figure 4.14

3

For a  fixed value of X, the num ber of po in ts (X, Y) in the  region x < will be 

[-  |* X  + B„] -  [ § *X ].

Define the function L(X) by

L(x) = l ; x  + 8,11 ■ 1 f ; x l if s ; x  + Bnl ■ [ > 0

L(X) = 0 if [-  f a x  + B„] -  [ f a x ]  < 0
A n  A n

so th a t L(X) defines the  num ber of points (X , Y) in the region x < g ^ y  for a  fixed 

value of X, and. if X lies outside this region, L(X) = 0.

Let G be the point

Hence X m ust satisfy X <

B ut A n = A n- i  + A „_ 2 and  A n _ 2 < A n-1  < An*

Therefore ii A-n —l 
2 + ^ y 2 < A „_ j and

An A n_i A n_ 2 _ x 
2 "  "2 2 > n" 2’

so th a t -A-n-2
An
2 < A n_ i.
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Thus X can vary from 1 to an integer f i ,  such that A „_2 < // <

So we know the value of d x(X, Y) for each point (X, Y) for a fixed value of X, 

the number of such points for this value of X, and the number of possible

values of X. To obtain the contribution to £  Brjdr (X, Y) we m ust
n *1 -ui i t  ( X , Y ) ± ( 0 , 0 )  sum over all the possible values of

X the product of Bn d x(X, Y) and the number of points. We can compare the 

values obtained in the following table.

X Value Bndx(X, Y) Number of Points

A2 A n - 2 L(A2)

A 3 An_3 L(A3)

A4 An — 4 L(A4)

a 4 + 1 A n-4 L(A4 + 1)

A5 An — 5 L(A5)

A5 + 1 An_5 L(A5 + 1)

A5 + 2 A n -5 L(A5 + 2)

-A-6 An — 6 L(A6)

Ag + 1 An —6 L(A6 + 1)

Aj ~ 1 A n — j +1 L(A,- -  1)

Ai A n - j L(A;.)

A j  + 1 A n —j L(A;- + 1)

Aj + 2 A n - j L(A;- + 2)

AJ+i -  1 A n — j L(A i +1  -  1)

A;'+1 A n —j —1 L(A;-+1)

A;+ 1 + 1 A „ - j - l L(AJ+1 + 1)

A n —2 “ 1 A3 L(A„ _ 2 -  1) '

An - 2 a 2 L(A n-2)

An- 2 + 1 a 2 L(An_2 + 1)

A n -2 + ^ Ao L(An-2 + 2)

V Ao L(/|)
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Hence the contribution to B „dx(X, Y) is
( X , Y & ( 0 . 0 )

^n-2^ '( Ĵ 2) + A n_3L( A3) + An_4(L(A4) + L(A4 + 1))

+ An_5(L(A5) + L(A5 + 1) + L(A5 + 2)) + A „_6(L(A6) + L(A6 + 1) + ... )

+

+ An_J+1(... + L(AJ_1))

+ A n_j{L(As) + L(Aj- + 1) + L(A;- + 2) + ... + L(Aj+1 -  1))

+ An_J_1(L(AJ+1) + L(AJ+1 + 1) + ... )

+

+ A3(... + L(An_2 -  1))

+ A2(L(An_2) + L(An_2 + 1) + L(A„_2 + 2) + ... + L(p)).

Now, since for X > //, L(X) = 0, we may add 

A2(L(a* + 1) + L(fi + 2) + ... + L(An^  -  1))

to this sum.

So the contribution to £  B,jdx(X, Y) is 
( X , Y ) ± ( 0 . 0 )

r>-2 (  Aj + 1 + 1 \
E K - i  E UK)  (9)
i = 2 V k = A ;. J

iv) Points (X, Y) satisfying Y < ^ X .
 _______________________________ An
In this case it is the variation of the Y value which determines the value of

dr (X, Y). Thus, we need to know how many points (X, Y) there are in the region
B By < - p x  for a fixed value of Y. The region y < -r-^x is the shaded 
A n * An

region in Figure 4.15.
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Figure 4.15

§ 2  x  
a *

BFor a fixed value of Y, the number of points (X ,Y) in the region y < will be

i -  k y  + A -i - 1

Now, we define the function M(Y) by

M ( Y )  = [-  k y  + A "1 - 1 i f  t -  b ; y  + - 1  b ; ^  > 0

M(Y) = 0 if [- 4ay + A n ]  -  [ ^ Y ]  < 0
D n  -Dn

n
so that, M(Y) defines the number of points (X, Y) in the region y < -r-^x for a  fixed

A n

value of Y, and, if Y lies outside this region, M(Y) = 0.

Let G be the point

Hence Y m ust satisfy Y < ^ .

But Bn = B n-1 + B n-2 and  B „_2 < B„_j < Bn.

Therefore II Bn-1
2 + 9 '  < B n - 1 and

Bn ®n—1 B n _ 2  _ p
9 — 2 2 n —2 ’

so th a t B „-2 < Bn-1-
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g
Thus Y can vary from 1 to an integer p, such th a t Bn_ 2 < P  < -< ?•

So we know the value of d x(X, Y) for each point (X, Y) for a  fixed value of Y, the

number of such points for this value of Y, and the number of possible values of Y.

Hence the contribution to Bnd x(X, Y) is
( X , Y ) ± ( o , o )

i-2  (  ^ j +2 ” 1
E  K - j  E  M(i) (10)

V 1 = AJ+1
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W e aim  to  find an approxim ation  for E  Bndx(X, Y) for large values o f n.
( X , Y ) ^ ( 0 , 0 )

Again, r  = |  (1 + -/5 ), so th a t \  = r  -  1. 

T hen we use

i) B n = A n+1, for n > 1,

ii) An ~  for large n,

D
iii) Xs  ~  T-> f°r la rge n iAn

iv) tt1 ~  t -  for large n. tin

Consider the various contribu tions to  E  B ndx(X, Y).
(x: y) ^ ( o,o)

(7) gives

(A . -  D A fl+1 ~  ( £  -  l ) z £  = -  r - V 5 )

(8) gives

(A„+1 -  1)A. ~  -  l ) £  = | ( r 2- '  -  r V 5 )

(9) gives

n —2 (  ^ ;  + 1  ̂ \E A„_j  £  L(k)
>'=a \  k = A j )

~  ^ ( ( n  -  3 )r" -V 5 + rn+5 + (n -  3 ) r 2n -  r2"+2) + A,

,  2(n -  3)r"-‘
where A x < -------- ^--------  .

(10) gives

n - 2  (  A ; + -   ̂ \
E An_;- E M(l)

V 1 = A J+1 /

5^ 5- /-  (n -  2)rn“V 5 + r "+4 + (n -  2) r 2n -  r2n+2) + A 2 (14)

where A 0 <

5 7 (5 )

2(n -  2 ) r "

(11)

(12)

(13)
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T he result (13) is obtained  in Lem m a 4.4.1, and  (14) follows sim ilarly.

Lem m a 4.4.1

TJ—2 /  Aj + 1 ^

£  A-  k ? A i L(k) ~  ^

~  g ^ ((n  -  3)r”- V 5  + r"+5 + (n -  3)r2" -  r2n+2) + A ,  

where A ,  < j r " ' 1
0

Proof

A .?'+i “  ̂ A j+ i ” 1
E  L(k) ~  E  ([- ^ k ]  -  [ r kl + B")

_  A I -  _  A a  A n  A n  'k = A j k = A j

^■j+i ~ *

k = A j

A j+ i -  1

;f  .) •> (
k

where ek = y ^ k  -  [ x ^k ] , so th a t 0 < ck < 1. 
An An

/  a j+ i -  1 \  (  a j+ i -  1 A j ~ i
Now 2 £  k = 2 £  k -  £  k

\  k = A ■ /  \  k =  1 k = 1 ,

J A (Aj-ei -  1) (A ;- l_ )
-I Aj+i o ; 2

= ( A j + r  -  A j '  -  a j +i + a j )

53

•I 
M



= ((jS+i + A.jK̂ j+1 - A-j) ~ (A-j+i ~ -̂ j)) 

= ( (A j+ i -  ^ j ) ( ^ j + i  + ~ *))

= ( a j _ 1(a j+2 - 1 ) ^

Hence we have

A ;+ i ~ 1 p  (  A j+ i “  * \
E  L(k) -  A -^ (B n  -  1) -  | h ( A j _ 1)(A ;.+2 -  1) + 2 E  H  

k = Aj  A " I  k = A ;. /

~  -  1) -  f ^ ( A j+ ,  -  1) + 2^ ' +E A e » j  (15)

B BIn the course o f this sum m ation  we have assum ed th a t [- -r-^k + Bn] -  [ -r-^k] > 0.
An An

In general, th is is not alw ays true. Hence there m ay be some additional negative
D

term s in (15). However, consider (A „+1 -  1) -  t !1(-^j +2 “ *)• T his q u an tity  is
An

sum m ed over j  = 2 to  n -  2 in order to  ob tain  (11).
p>

Now, consider the line y = -  -r-^x + (B„ -  1). For values of x from
An

(A 4 -  1) to  (A n -  1), we have y > 0. T hus any additional negative term s in (15) will

onlv arise in the form . .
A , + l ~ 1

E **•
k = A :

Let

n —2 (  A j  + 1 ^
Then £  A • £  L(k)

J= 2 V k = A ;

n - 2  » - j  j - 1 / r n + l  v ,  j + 2

, 5 ,  ’W T b d ' W  ■ 0  ■ r ( ~ 7 T  ■ 0 )  +
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F urther

so

so

Sim ilarly

where A 2

n_-2 n - l  /  n + 1 J + 3 \

£  V P ^ T "  ^  -  J)  + A ‘

(n -  3) r 2n (n -  3) r n 2 T *+S(  *=*> j \  A 
575  + --------5-------------7 5 - 1  , ? !  7 )  * A l

(n -  3) r Jn (n -  3) r n~ 2 T« * 3( T (T n~ ‘  -  1) \  .
5-/5 + 5 5-v/5 V ( r  — 1) / + 1

j ^ ( ( n  -  3) r » - V 5 + r " +5 + (n -  3) r 2" -  r 2»+2)  + A ,

*■ ■ < ? ;  ( X ' 1* )  *

< 2 ( l f  -  A , ) )

A 1 < 2 ( ”| f A „ . i A i . 1)

A > < l ( ’g ^ 1)

, a d i - a j r ”- 1 n
A j < -------- =--------- .□

n — 2 (  ■̂ ■j + 2 ^
E  An_; E  M(l) 

V l = A i+1 ,

j ^ ( -  (n -  2) r ” - V 5 + r "+4 + (n -  2) r 2" -  r 2n+2)  + A 2

/ n - 2  /  A j  + 2 ^
= < E K - i  E 

V’=1 V 1 = A,

A,.a , - 1  '

J+l '

A 2(n -  2)r"  
<  5 •
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Lemma 4.4.2

A ft E  Bndx(X, Y) ~  —= j p logT (An) = logr(An) + 0(1)
A„bn ^  Y ) ± ( 0 .  0) T '/ °

Proof

First, the approximation to E  Bndx(X, Y) is obtained by finding the sum

of (11), (12), (13) and (14).

The sum of (11), (12), (13) and (14) is given by

2 r 2n+2 + 2 r 2ri+175 + (2n -  5 ) r2" + r " +5 + r " +4 -  5 r n+1 -  5r "  -

+ + ^2^*

Hence £  B„d,(X, Y)
A n t i n  (X. Y & ( 0 ,  0)

~  ( f O ( ^ )  S  Bnd,(X, Y)
Vr '  a .  yM (o .  o)

~  -3^+1 E  B„d,(X, Y)
r (X. Y ) ^ ( 0 .  0)

~  - 2 n+i / f r2n(~ - T ~ + 2 r7 5  + 2n -  5) + r n-2( r 7 + r 5 -  5 r 3 -  5 r 2 -  75 ))
T~ v 5 '

+ 7_2n + l(A l + -Xo)

Now, -  2r 2 + 2 r75  + 2n -  5 

= -  2 ( ^ - ^ ^ ) 2 + o ( ^ ^ y 5  + 2n -  5

2n -  3

and t 7 + r 6 -  5 r 3 -  5 r 2 -  75 

= r 6( r  + 1) -  5 r 2( r  + 1) -  75 

= r 2( r  + l )3 -  5 r 2( r  + 1) -  75 

= 4 r 2
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„  a 2(n -  3 ) r ”_1 , , 2(n -  2 ) r "
F urther A 1 <  p  and  A 2 <  k-------

o « ^ n+1
Hence A 1 + A 2 < Jŝ —

So (16) is approxim ated  by ( — — ) f (2 n  -  3 ) r 2n + 4 r n + a )
'7"“ 7 5 ' '

where A < 2 n r n+17 5 .

However, for large n

, - 1 ,—  4 r n < —  ► 0 as n -* oo.
r  7 5  2 r  7 5

2 n r " +17 5  < ^  0 as n -+ oo.
r 2n+17 5

So for large n (16) is approxim ated  by (2n -  3).

Now n = log7- ( r n ).

So n ~  log’’(7 § )

n ~  logr (A n ) + logr (7 5 ) .

So 2n -  3 ~  21ogr (A „) + 21ogr (7 5 )  -  3

2n -  3 ~  21ogr (A „) + logr (5) -  logr ( r 3 )

2n -  3 ~  21ogr (A „) + logr ( - ^ ) .

~  ^ 5 * ° 8 rC A » )  + ^ : 5l o g r ( ^ ) -  

B u t  7 7 5  l o g r ( ^ )  < W

Hence ~  ^ ^ l o g r (A „) = logr (A n) + 0 (1 ) . □

The result of Lemma 4.4.2 com pletes the proof of T heorem  4.4. □



3. Integer Points in Polyhedra

1. In troduction

This chapter gives tw o results concerned w ith the theory of solution of general integer 

program m ing problem s.

Let P be a  polyhedron in IRn , Iv the convex hull of integer points in P  

and M the num ber of vertices of K. P is a ra tional polyhedron if it is defined by 

finitely m any inequalities of the form  a Tx < a ,  where a £  Q n and  aG  Q. The size of 

such an inequality  is defined to be the num ber of bits necessary to  encode it as a  

binary string , and the size of a ra tional polyhedron P is the sum  of the sizes of the 

defining inequalities, as described in [8]. Then it is known th a t K can have a t m ost 

vertices, th a t is M < for some constan t Xn dependent only on n.

Haves and  L arm an [5] establish th a t, if K is the K napsack polytope, then 

M < (log2(<r))n, where a  = 4L /  m in{a1, ... , a n}. Here, we shall use the  geom etry of 

the Hayes and  L arm an result to  show th a t, in fact, M < nlog2(2n)(log2(<r))n-1 .

The conjecture th a t Iv can have as m any as vertices, th a t is

sup(M ) > [in>pn~l for some constant fin dependent only on n, is well-known, and 

Rubin [7] gives an exam ple for n = 2. Here, we give an exam ple for n = 3. The proof 

involves constructing  a  polyhedron P w ith five faces, three of which are coordinate 

planes. W e count the num ber of vertices of the convex hull, Iv, of integer points in P 

by using various techniques of num ber theory. The num bers $, <j>, ip th a t are used in 

the proof orig inate from  work by Davenport [3, 4].

Note

Subsequent to  the com pletion of this work, the au thor has received personal 

com m unication concerning the following tw o results. Cook, H artm ann, K annan and 

M cDiarm id [2] have proved th a t Iv can have a t most 2 m n( 6 n V ) n_1 vertices, where 

m is the num ber of defining inequalities, and B arany , Howe and Lovasz [1] have 

established th a t  Iv can have as m any as vertices for every n > 2.
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2. Upper Bound Result.

i) N otation

First, we s ta te  the K napsack problem  :

m axim ise + ... + c nx n subject to  a ^  + ... + a nx n < L, (1)

where a ; , c ; , Xj, L are positive integers for 1 < j < n.

The K napsack polytope 3G is defined to  be the convex hull of the feasible solutions of 

the inequalities associated w ith (1). T h a t is

3G = conv{x = (x ^  ... , x n )G I n : a ^  + ... + a nx n < L, where x ; > 0 for 1 < j  < n}.

Hayes and  L arm an [5] partitio n  the integer points of 96 into boxes in such a  way th a t

no box contains m ore th an  one vertex of 3G. W e use their notation .

Define a sequence { X ^ -E ^  of integers by

X0 = 0, X j  = 2J'~ ‘ for j > 1,

and for each i = 1, ... , n define the integer N,: by

XN,_! ~ k  < XN ,‘

Let be the closed-open in terval [ X ^ ,  X ; ) and j3' be the set of boxes

=  (  f t ,  I l ' r  : l s k i s  N i  ) •

From  the definition of 9G and /5' it  follows th a t

9G C U B.
“ Be/?'

The num ber of elem ents of /?' is
n

1] N • < (logo(o-))” , where a = 4L /  m iii{alt ... , a n}. 
j =i

Some m em bers of $'  clearly do not m eet 3G; let /? C f3' comprise those elem ents of /?' 

which do.

Lemma 2.1 (Hayes and  L arm an)

No box in /? contains m ore th an  one vertex of 9G.
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ii) The G eom etry

It is clear th a t  some of the  m em bers of ft cannot contain  vertices of 96. T his is 

because they  occupy a  position in 96 which is no t sufficiently close to  the boundary 

of 96.

Let C fS comprise those elem ents of /3 which contain  vertices of 96.

From  L em m a 2.1 no box in 'iB contains m ore th an  one vertex of 36. Hence we can 

obtain our result by estim ating  the num ber of elem ents of <3B. A restriction on the 

m em bers of is th a t they m ust m eet the plane which intersects the ith  axis a t the 

integer p a r t coordinate m,- = [4^] for 1 < i < n.

Lemma 2.2

The set B̂ has cardinality  a t m ost nlog2(2n)(log2(<7))n -1 .

Proof

The m em bers of B̂ m ust be such th a t there exists a  solution to  the following :

+ ... + Xn = 1 (2.0)

Xjj < A1m 1 < X #l+1 (2*1)

^ ^ k m k- ^ X?- +i (2.k)

X ,n < Anm „ < X,.n+1 (2-n)

Dividing (2.k) by m*. and sum m ing for 1 < k < n gives

 ̂ 1  ̂ ^*1 + 1 ^i'n + 1
m j + — + m n ^ 1 ^ m x + — + m n W

in view of (2.0). Hence, since X f +1 = 2X,-fc for 1 < k < n, (3) gives

1 < -X- 1-^1 + + X,'” +1 < o (4)1 ^ ill! + — + m« -  -  '>

Now, from  (4) there is som e j w ith 1 < j < n such th a t

x .
i s *  (5)
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Also, from (4) we have for all j with 1 < j < n

(6)

Hence from  (5) and (6) there is some j w ith 1 < j  < n such th a t

or th a t

(7)

From  (7) we can deduce th a t there are a t m ost log2(2n) possible values of i;-, so th a t, 

as there are n possible values for j ,  the num ber of elem ents of is a t  m ost 

nlog2(2n)(log2(<7))n" 1. □

Hence from  Lemma 2.2 we m ay deduce:

Theorem  2.3

If M is the num ber of vertices of the Knapsack polytope 3G, then 

M < nlog2(2n)(log2(<r))"-1 .

Note

This result implies th a t the num ber of facets of 3G is sm aller th an  th a t  originally

predicted by Hayes and  L arm an. By th e U p p e r Bound Theorem  for convex

polytopes [6] the m axim um  num ber of facets of a  polvtope in d dim ensions 
. • d/ °w ith v vertices is 0 (v  "). Hence the num ber of facets of 3G is a t  m ost

(nlog2(2 n ))n /2 (log2(cr))"(n" 1 ,/2 .
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3. Lower Bound Result

i) N otation

Let 0, <£, V’ be the roots of the  equation  

t 3 + t 2 -  2t -  1 = 0.

Then 0, 0 , ip can be taken as

0 = 2 c o s ( ^ )  «  1.24698,

<t> = 2cos^=£^ ss -  0.44504,

= 2 c o s ( ^ )  »  -  1.80194.

We note the  following properties of 0, <p>, ip.

i) The num bers 6, <j>, ip satisfy :

0 + 4> + ip = -  1 and  0<f>tl' = 1.

ii) T he num bers 0, <j>, ip define an  algebraic field of num bers o f the  form

p0 + q<p + til’, w ith p, q. r ra tional.

iii) T he algebraic integers in the  field are of the  form

a0 + bd  + cv\ w ith a, b, c integers.

iv) C onjugation in the  field is ob tained  by cycling 

the num bers 0, d, ip.

v) The product (a# + b<p + cv'’)(b0 + c<? + aO)(c0 + a <p + b tp) is alw ays a

ra tional integer, which is zero only when a = b = c = 0.

vi) T he un its in the field are of the form

±  0r<ps, ±  <prips, ±  ipr0s, w ith r, s non-negative integers.
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W e shall work in three coordinate system s, the x, y, z system , the u, v, w system  

and the 1, m , n system , defined by 

x = #u + <f>\ + '̂nv 

y -  <f)U + V’v + 0w 

z = V’u + 9v + 4> w 

or, alternatively

u = \{{9 -  2)x + (6  -  2)y + (ip -  2)z) 

v = l{{4> -  2)x + (V> -  2)y + (9 -  2)z) 

w = 4((V> -  2)x + (9 -  2)y + (<f> -  2)z) 

and

1 = u + L 

m = u -  v 

n = u -  w 

or, alternatively 

u = 1 -  L 

v = 1 -  (L + m)

w = 1 -  (L + n), where L is an integer.

Lemma 3.1

If L is an integer, then the transfo rm ation  given by 

1 = u + L, 

ni = u -  v. 

n = u -  w, 

is unim odular.

Proof

Since L is an integer, it is clear th a t  the  given transfo rm ation  and  its inverse, 

u = 1 -  L 

v = 1 -  (L + m) 

w = 1 -  (L + n),

preserve integer points under the ir action . □

We shall work in the regions of these coord inate system s defined by 

J. = {(x, y, z) : x > 0, y > 0, z > 0}

= {(u, v, w) : 9n + 0v + 4'w > 0, <pu + V’v + > 0i V’u + £ 0}

C = {(1, m, n) : 1 + <f>m + V’n < L, 1 + V;m  + 0n < L, 1 + 0m + <f>n < L}

These are clearly the sam e region represented  in the th ree coordinate system s.
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ii) The G eom etry

Let C 2 = {(x, y, z )e  A  : xyz > 1} C A

and Sx = {(x, y, z)G A  : xyz = 1} C A

so th a t C j is convex and Sj is the boundary of C 2. The tangen t plane to  Si a t any 

point (x, y, z )€  Si does not m eet S1 again in A , so C x is s tric tly  convex.

Let C 2 = {(u, v, w )6  'iB : (0u + <f>\ + + ij>v + 0w)(^>u + 6 \  + <j>w) > 1} C  3ft

and S2 = {(u, v, w )£  B̂ : (0\i + <f)v + V!w )(^u  + V’v + 0w)(V>u + 6v + 0w ) = 1} C B̂

so th a t C 2 is convex and S2 is the boundary of C 2. Clearly C 2 and S2 are  the 

transform ations of C x and  Si respectively.

Lemma 3.2

All non-zero integer points in B̂ are in C 2.

Proof

Let (u0. v0, w 0)£  *35 be a non-zero integer point. The linear com binations 

9u0 + o v 0 + pw 0, <pu0 + V!v0 + $w0, vno + ^vo + 0 wo are algebraic integers in the 

field. Thus (0uo + o v 0 + t/'w0)(p u 0 + t  v 0 + 0wo)(p u o + 0vo + <£w0) is a  rational 

integer, which is non-zero unless (u0, v0. w0) = (0, 0, 0).

Hence (0uo + o v 0 + p w 0)(p u 0 + tHr0 + 0wo)(v'’u o + 6v0 + $w 0) > 1, which is the 

condition for Co. □

Define C 3 C by

C 3 = conv{(u0. v0. w0) : (u0, v0, w0) is an integer point in <3B and

(0uo + p v 0 + L’W 0 ) ( p U 0 + ^’V0 + 0 w o ) ( ^ ’U o + 0vo + <£w0) > 1} 

so th a t the integer points on S2 are vertices of C 3.

Now, suppose th a t (u0, v0, w0)£  S2.

Then 0uo + p v 0 + v’wo* ^ u o + ̂ 'vo + ^wo an<  ̂̂ ’u o + ^vo + ^ wo are un its ° f  the field

and, since the units of the field are of the form  ±  $r<j>*, ±  ±  ipr9*,

we can set (possibly after cyclic perm utation)

0uo + p v 0 + V’W0 = e{9r<f>*)

<f>u o + p v 0 + 0wo = c (p r 0 5)

^  u0 + 9v0 + <£w0 = c(il'r6*) 

where e = ±  1.
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In order th a t (u0, v0, w0)G we require th a t

0uo + <t>v0 + V’w0 = €(9r<j>*) > 0

<£u0 + V’vo + 0wo = e(<f)r \ps) > 0

V’u 0 + 0vo + <j>w 0 = c(tl>r6s) > 0.

Since 9 > 0 and  <f>, tl> < 0 th is can only be satisfied by choosing e = 1, and  r, s to  

be even.

This gives an  a lte rna tive  represen tation  for the  integer points on S2 and , hence, an 

alternative represen tation  for som e (b u t no t necessarily all) of the vertices of C 3.

VVe now aim  to  produce, in the 1, m , n  coord inate system , a polyhedron P  w ith five 

faces, three of which are the coordinate planes 1 > 0, m  > 0, n > 0. W e ob ta in  a

bound for the  num ber of vertices of the convex hull Iv of the integer po in ts in P  by

considering the  vertices of C 3 in the u, v, w coordinate system . Since, by Lem m a 3.1, 

the transform ation  from  the u, v, w coord inate system  to  the 1, m , n  coordinate 

system is unim odular, then  the vertices o f C 3 will be transform ed to  become vertices 

of K.

Lemma 3.3

A polyhedron P w ith five faces is form ed by im posing the following inequalities on 

the 1, m. n coordinate system  

1 > 0. 

m > 0, 

n > 0.

1 + pm  + pn  < L,

1 + Vni + 0n < L,

1 + 0m + pn < L.

Proof

We know th a t u = |( ( 0  -  2)x + (d -  2)y + (0  -  2)z) 

and 0 _ 2 < 0, <£ -  2 < 0. v  -  2 < 0.

Thus x > 0, y > 0, z > 0 => u < 0,

and 1 = u + L => 1 < L,

so th a t <j) < 0, V’ < 0 1 + (j>m + xl'n < L.

Hence the equation 1 + <i»m + tf’n < L is au tom atica lly  satisfied.
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The inequalities on the 1, m , n coordinate system  are now given by 

1 > 0, 

m  > 0, 

n > 0,

1 + V’in + #n < L,

1 + 0m + 4>n < L,

which define a polyhedron P w ith five faces, three of which are the coordinate planes 

1 > 0, m  > 0, n > 0. □

W e now a tte m p t to  count the num ber of vertices of the convex hull K of the  integer 

points in P by considering the vertices of C 3.

Lem m a 3.4

Let. (u0, v 0, w0) be a  vertex of C 3 and  let (10, m 0, n 0) be the point in P  which is the  

transform  of (u 0, v0, w0). Then, in term s of the  representation by r, s, the  num ber N 

of possible com binations of r, s is given by 

N > jj7jlog2(L).

Proof

Clearly, (10. m 0, n0) is an  integer point in the 1, m, n coordinate system .

In order th a t (10, m 0, n 0)G P it m ust satisfy the inequalities given in L em m a 3.3.

The equations 1 + ^ m  + 0n < L and 1 + 0m + 0n < L are au tom atica lly  satisfied,

since we are working in C. It therefore rem ains to satisfy the equations 

1 > 0, 

m> 0 , 

n > 0.

These are equivalent to 

u + L > 0, 

u -  v > 0, 

u -  w > 0, 

or

J((0 -  2)x + (o -  2)y + (V -  2)z) + L > 0,

= ( ( 0  -  <^)x +  {6 -  V’) y  +  (V’ -  0 ) z )  > 0 ,

=((0 -  v'Ox +  ( < + > -  0 ) y  + (V’ -  4>)z )  > 0.
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Let the integer point (x0, y 0, z0) be the transform  in the x, y, z coordinate system  of 

the  integer point (10, m 0, n 0) in the 1, m, n coordinate system . Then we can set 

x 0 = e r(j>\

y0 =

z0 = xpr9s, for r, s even.

So, we m ust satisfy

1((9 -  2)9r(jt! + (<J -  2 ) W  + (V -  2 )4>r0‘ ) + L > 0, (1)

-  <P)9r <P' + (<J -  4 > W 4 ’’ *  U ' -  » ) V 9 ‘ ) > o, (2 )

i((9 - W ' t f  + (<? - tf)*V + (V -  > 0. (3)

The equations (2) and  (3) are certainly satisfied if the term  involving 9r<f>$ is m ade 

dom inant.

Now’ 1 s i i i > t 1 and iii > 1 > Hr

Hence, provided s < 0 and 0 < r < |s|, we have

( A M f ) -  -  ( if ,) '  ^

or, 9r\6\* > \+\r6' and 9r \6\s > \<j>\r \ip\s.

Taking in to  account the num erical values of the coefficients, the conditions (2) and

(3) are then satisfied. T o satisfy the condition (1) it is sufficient to  require th a t

=((2 -  9)9r<j>* + (2 -  <f>)6rv s + (2 -  V’)V’r 0a) < L

or, 4(6 -  9 -  <f> -  i/’) 0 V  = 0r4>* < L.

Since < e2, this will be satisfied provided s < 0 and 0 < r < |s| < ^log(L).

The num ber of choices for the pair r, s of even integers satisfying these inequalities is 

given by

N > ^ lo g - (L ) .  □
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Therefore since the integer points in P  th a t are considered in th is analysis are all 

transform ations of integer points in 3  from  Lem m a 3.4 we m ay deduce:

Theorem  3.5

If M is the  num ber of vertices of the convex hull K of integer points in P  then 

M > ^ l o g 2(L).
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4. Approximation of Convex Sets by Convex Polytopes

1. In troduction

T he problem s of circum scribing and inscribing convex sets w ith convex polytopes of 

m in im um  and  m axim um  volum e, respectively, have been studied extensively in the  

recent past because of their applications to  robotics and collision avoidance problem s; 

for exam ple see [3, 4], T he general fram ew ork for these problem s can be posed thus. 

Let 3Gm be a class of convex sets, JLm a  class of convex poly topes and // a  real 

function on convex polytopes w ith the property  th a t for ail P, Q €  £ m,

P C Q =£• //(P ) < //(Q ). The classes of inscription and circum scription problem s can 

be defined as follows :

insc(3Gm, L m. //) : Given P £ 3Gm, find the //-largest Q €  th a t is inscribed in P; 

circ(3Gm. JLm, //) : Given P € 3Gn\  find the //-sm allest Q £ L m th a t circum scribes P . 

In th is chapter, we consider the solutions to  various of these problems.

First, we survey the work of Klee and Laskowski [11] and  O ’Rourke, 

Aggarwal, M addila and Baldwin [16] concerning the problem  circ(^P2a//, ^P23 , area), 

th a t is finding the triangle of m inim al area circum scribing a given convex polygon. 

Following on from this, we give a solution to the problem  circ(*iP2an , <3F>23]<!9, area), 

th a t is finding an equilateral triangle of m inim al area circum scribing a  given convex 

polygon.

Next, we give a new approach for constructing a Borsuk Division and, 

using this division, give a m ethod of finding a  regular hexagon circum scribing a  plane 

convex set of diam eter 1.

Finally, we consider the d-dim ensional problem  circ(Cda//, ^Pdn, volum e), 

th a t is finding a convex polytope Pn w ith n facets of m inim al volum e circum scribing 

a  given convex set. In fact, we find such a convex polytope P n circum scribing a  given 

convex set C. so th a t volum e (PrA C) = 0 (n  ~^{d 11), and  give an  argum ent to  show 

th a t th is result is the best possible.

The presentation of this m ethod leads us to ask whether the  d-sim plex 

approxim ates the d-ball better than  it does the d-cube. T his problem  is, of course, 

com pletely solved in 2-dimensions, using, in p a rt, the work of Klee and Laskowski

[11] and O 'R ourke. Aggarwal, M addila and Baldwin [16], bu t no t for d  > 3. W e 

survey in detail the cases d = 2, 3 and give a conjecture for the case d = 3.
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2. F inding Triangles of M inimal Area Circum scribing a  Convex Polygon 

This section describes the results of Klee and Laskowski [11] and O ’Rourke,

Aggarwal, M addila and Baldwin [16] for finding the triangle of m in im al area 

circum scribing a  given convex polygon.

i) In troduction
9

W hen a set M of m  points in the plane R" is given, an algorithm  of K irkpatrick and  

Seidel [9] finds the convex hull P  = convM in 0 (m log(n )) tim e, where n is the 

cardinality  of the vertex-set N of P, this set being obtained in an order of traversal of 

P ‘s boundary. We are, therefore, able to  lim it our consideration in the  plane to 

convex polygons.

Solutions to  various inscription and circum scription problem s have been 

presented recently, for exam ple, when N is given in the above m anner, an  O(n) tim e 

algorithm  of Dobkin and Snyder [5] finds a triangle T  of m axim um  area contained 

in P.

This section is concerned w ith finding the triangle of m in im al area 

circum scribing a given convex polygon. A triangle T  is said to be the  local m inim um  

(with respect to area) am ong those triangles th a t contain P if there exists some e > 0 

such tha t the area of T  is less than  the area of each triangle T7 th a t  contains P and  is 

at a H ausdorff distance less than  e from T . In [11], Klee and Laskowski describe an  

0 (n lo g 2(n)) tim e algorithm  th a t finds all such local m inim a. Their algorithm  does 

not, in fact, com pute any areas, relying solely on an elegant geom etric 

characterisation of the local m inim a, so avoiding simple brute force optim isation. 

They show that although there m ay be infinitely m any local m in im a, these fall in to  

at most n equivalence classes, each of which is a (possibly degenerate) segm ent of 

triangles having the sam e area. Their algorithm  com putes all the local m inim a in 

0 (n lo g 2(n)) tim e. Selecting the global m inim a from these can be achieved in 

additional O(n) time.

0 ‘Rourke. Aggarwal, M addila and Baldwin [16] im prove th is result to  

0 (n )  tim e, which they show to  be optim al for finding all local m in im a and  finding 

just one global m inim um . They note th a t Klee and Laskowski find each local 

m inim um  afresh, w ithout using any inform ation obtained from  the previous local 

m inim a, and  show th a t it is possible to move from one local m in im um  to  to  the  next 

in an orderly fashion, so achieving a linear-tim e algorithm . This is obviously 

asym ptotically  optim al for finding all m inim a, and they also show th a t  it is op tim al 

for finding ju s t one global m inim um .

71



ii) Klee and  Laskowski’s Results

Let P  be the convex polygon to  be circum scribed and T  be the circum scribing 

triangle. T  has sides A, B, C w ith vertices o , /?, 7  opposite these sides. A triangle 

side S is said to  be flush w ith a  polygon edge e if e C S. Vertices o f the  polygon P  

are described by their indices which will increase clockwise.

Theorem  2.1 (Klee)

If T  is a  local m inim um  am ong triangles containing P, then the m idpoin t o f each side 

of T  touches P.

In [10] Klee has established a  m uch stronger version of this theorem , generalised to  

a rb itrary  dimensions and arb itrary  convex bodies.

Theorem  2.2 (Klee and Laskowski)

If T  is a local m inim um  am ong triangles containing P, then a t least one side of T  is 

flush w ith an edge of P.

We use the convention th a t side C is the one guaranteed flush by Theorem  2.2. The 

key to  Klee and Laskowski’s algorithm  is their idea of low and high. Let h(p) be the 

height of p above the line determ ined by side C. Fixing C induces a  p artition  of the 

vertices of P into a  left chain, m ade up of those vertices p for which h(p) < h(p + 1), 

and a  right chain, consisting of all the rem aining vertices. Let a  be a  vertex on the 

left chain, a  -  1 the previous vertex. A the side flush w ith the edge [a -  1, a], y p the 

point 011 A such th a t h (7 P) = 2h(p). and finally, for any point a  on the  left chain, let 

ba be the point on the right chain w ith h (b a ) = h(a).

Definitions

1. The edge [a -  1, a] is

i) low if laba  intersects P above b a.

ii) high if y a_ i b ^ j  intersects P below ba-1 ,

iii) critical if neither low nor high.

2. A circum scribing triangle T  is P-anchored if one side of T  is flush with an edge

of P  and the o ther two sides of T  touch P a t their m idpoints. A P-anchored 

triangle is not necessarily a local m inim um , but every local m inim um  is 

P-anchored.



Theorem  2.3 (Klee and Laskowski)

In order of increasing height from  C, bo th  the left and righ t ch a in s  consist of a  

sequence of low edges, followed by a t m ost tw o critical edges, follow ed by  a  

sequence of high edges. For each flush C, a P-anchored triangle exists. I f  ABC is 

P-anchored w ith C flush, then the m idpoints of sides A and  B lie e ith er on critical 

edges, or on a  vertex between a  low and  a high edge.

By using the ideas of high and low, Klee and Laskowski search for th e  critical edges 

using b inary  search. Each of log(n) probes on the left chain requires log(n) probes on 

the right chain to  determ ine high or low sta tus. Thus, for a given side C , they 

identify the m idpoints in log2(n) tim e, giving an 0 (n lo g 2(n)) tim e  algorithm .

iii) O 'R ourke, Aggarwal, M addila and B aldw in's Results

O 'R ourke, Aggarwal, M addila and Baldwin im prove the a lgorithm  by elim inating  the 

need for the binary searches.

They elim inate the first, of the binary searches using a  m ethod  they term  

in terspersing. This exam ines all P-anchored triangles by exam ining the  segm ent 

endpoint representatives guaranteed by Lem m a 2.4.

Lem m a 2.4 (O 'R ourke, Aggarwal, M addila and  Baldwin)

For any P-anchored triangle T , there always exists ano ther equal-area P-anchored 

triangle T ' w ithin the sam e segment as T  (and therefore a representative of the 

sam e equivalence class) th a t has a t least two of its sides flush w ith P.

If x, y are two points of P let (x, y) indicate the open chain of po in ts and  [x, y] the 

closed chain clockwise from  x to  y.

Lem m a 2.5, the interspersing lem m a, is the key to the algorithm .

Lemma 2.5 (O ’Rourke, Aggarwal, M addila and Baldwin)

Let T  = ABC be a P-anchored triangle flush on side C w ith a, b the  m idpoints of 

A, B, and c the clockwise endpoint of the flush edge. Let C ' be tangen t to  P within 

the chain (c, a). Then, if T ' = A 'B 'C ' is a P-anchored triangle flush on side C ', w ith 

a ', b ' the m idpoints of A ', B ', and c' the clockwise endpoint of the flush edge, 

then b ' £  (b, c ') and a ' £  (a, b ') .
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Now, the first reduction by O 'R ourke, Aggarwal, M addila and  Baldw in is to  an 

O (nlog(n)) algorithm , which avoids binary  search on the A side bu t m ain ta in s  it on 

the B side. Firstly , a  single P-anchored triangle  is obtained and  a  second side is m ade 

flush, as in Lem m a 2.4. These triangle sides are  labelled C and A (in clockwise 

direction). T he algorithm  advances C to  be flush w ith th e  next edge o f P  and  

searches for new contact points for sides A and  B, these only needing to  be searched 

for in clockwise direction, as in Lem m a 2.5. Lem m a 2.4 allows the a lgorithm  only to  

consider flush contacts for A. After advancing C, w hether [a -  1, a] is high or low can 

be determ ined in 0 (lo g (n )) tim e using Klee and  Laskowski's b inary search procedure. 

If the edge is low, then a  is advanced and the procedure repeated un til the  edge 

behind a  is no longer low, so is critical or high. This triangle is the o u tp u t and  C is 

then advanced.

It now rem ains to show how binary  search is avoided on th e  B side. 

Lemma 2.6 gives sufficient conditions for establishing w hether edge are high or low.

Lemma 2.6 (O ’Rourke, Aggarwal, M addila and  Baldwin)

If h(b) > h(a) and 7 <,b

i) cuts P  above b, then edge [a -  1, a] is low.

ii) is tangen t to b, then edge [a -  1, a] is low.

ii) cuts P  below b, then edge [a -  1. a] is high.

The need for Lem m a 2.6 is th a t it m ay be possible to determ ine low /h igh  s ta tu s  for 

an edge on the left chain w ithout exam ining vertices a t the sam e height on the right 

chain, and vice versa, even though low and high are defined in term s of such vertices.

The A lgorithm  (O 'R ourke, Aggarwal. M addila and Baldwin)

The C side of the triangle is advanced to be flush with each edge of the  polygon P in

tu rn  w ith a for loop, so searching for all P-anchored triangles, a  superset o f the local

m inim a. W ith  the for loop, vertex pointers a and b are advanced clockwise by three 

consecutive while loops. The first advances b until it is on the righ t chain  : the 

advancem ent of c by the for loop m ay have redefined the chains so th a t  b  is on the 

left chain. The second while loop advances a  or b according to  circum stances d icta ted  

by Lemma 2.6. The th ird  while loop takes over when a  critical edge has been found 

for the A side; it advances b until tangency is achieved, and ad justs if side A cannot 

be flush. F inally, the area of the triangle is com puted.
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Finally, we note

Theorem  2.7 (O ’Rourke, Aggarwal, M addila and  Baldwin)

The a lgorithm  correctly finds all locally m inim al triangles circum scribing an  n-gon in 

0 (n )  tim e.

Theorem  2.8 (O 'R ourke, Aggarwal, M addila and Baldwin)

ft(n) is a lower bound for any algorithm  th a t finds a t least one globally m inim al area 

triangle.

O 'R ourke, Aggarwal, M addila and  Baldwin conjecture th a t a  sim ilar approach m ay 

be applicable to the problem  of finding m inim al convex k-gons circum scribing a  

convex polygon, see [3, 4] for exam ple.



3. F inding Equilateral Triangles of M inim al A rea C ircum scribing a  Convex Polygon 

For a  given convex polygon P  we give a  m ethod of constructing the equilateral 

triangle of m inim al area  circum scribing P . T his m ethod gives rise to  an  0 (n )  tim e 

algorithm  which finds the m inim al equilateral triangle circum scribing P .

i) In troduction

The aim  of th is section is to  produce an  a lgorithm  sim ilar to  those in Section 2 which 

finds the equilateral triangle of m inim al area  circum scribing a  convex polygon P . I t  is 

not, however, possible to  use the  Section 2 algorithm s in th is s itua tion , since they  

involve having two sides of the  triangle T  flush w ith tw o edges of the  polygon P . T his 

clearly only occurs in certain  specialised situations.

W e claim  th a t, in fact, for T  to  be the equilateral triangle of m inim al 

area circum scribing P  a t least one of the sides of T  m ust be flush w ith an  edge of 

P. Once th is is established, we operate a  search on the n edges of P to  find this 

m inim al equilateral triangle.

ii) One Side of the Triangle Flush W ith  an Edge of the  Polygon

Let T  be an  equilateral triangle with vertices A, B, C. which circum scribes the 

polygon P , touching P a t only three of the  vertices o f P ,  v x, v2, v 3. W e ro ta te  T  

through an  angle 4' to  ob tain  a new equilateral triangle T ' w ith vertices X, Y, Z, 

which circum scribes P , again touching P only a t v 1? v 2, v3, (see Figure 3.1).

Figure 3.1

C
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The points A, B, C, v 1; v2, v3 are fixed, while the points X, Y, Z vary w ith ip. Using 

simple geom etry, we construct three circles Sl5 S2, S3, such th a t 

Sj is determ ined by A, v2, v3 and passes through X,

5 2 is determ ined by B, v3, vx and passes through Y,

5 3 is determ ined by C, v 1? v2 and passes through Z.

Thus, Sx, S2, S3 all pass through the point M, and X always lies on S lt Y  alw ays lies 

on S2, Z always lies on S3, (see Figure 3.2).

Figure 3.2

e

Y

8

S S:

Clearly, the areas of the triangles T  and  T ' are proportional to  the lengths of their 

sides. W e claim  th a t we can decrease the length of the sides of the  triangle T ',  and  so 

decrease its  area, by varying ip. T his claim  is justified by the following theorem .



T heorem  3.1

Consider the intersecting circles S and S ', w ith  centres O and  O ', and  radii R  and  R ' 

respectively, where R  > R '. Let M be one of the  points of intersection between S and  

S'. Also, let L be on S and  N be on S ' such th a t  th a t the line LN passes through M 

and let P  be on S' such th a t the line PO  passes th rough M.

Let 9 = ZLM O , 

a  = Z P M O ',

so th a t a  is fixed, w ith £* < and 9 can take any value, w ith -  -  a )  < 9 <

(see Figure 3.3).

Figure 3.3

Let the length  LN = p.

Then p has a m axim um  a t angle 9m, where ta n 0 m = R s in a —  ̂ an(j ^ cannot  have
I t  +  I t  COSQf

a  local m in im um  for -  -  a )  < 9 <

Also, p is s tric tly  decreasing for

i) 9 s tric tly  increasing from 9m to

ii) 6 stric tly  decreasing from 9m to  -  -  a ) .



Proof

p = 2Rcos# + 2R 'cos(a  -  9)

^  = -  2Rsin# + 2 R 's in (a  -  9)

r\ 2
^ 3  = -2R cos# -  2R 'cos(a  -  9) = -  p

Now, in order th a t ^  = 0, we require R 's in (a  -  9) = Rsin#, 
uv

th a t is R 'sinacos#  -  R 'cosasin# = Rsin#,

or sin#(R  + R 'cosa) = R 'sinacos#,

and hence tan#  = — .R + R 'cosa

Now. = -  p < 0 for -  ( f  -  a )  < 9 <

Hence p has a m axim um  value a t 9m. where ta n # m = R s in q —  an j  _ cannot
R + R 'cosa  r

have a local m inim um  for -  -  a )  < 9 < 3 .

F urther it can be deduced from this th a t p is strictly  decreasing for

i) 9 s tric tly  increasing from 9m to  3 ,

ii) 9 stric tly  decreasing from 9m to -  (3  -  a ) . □

From Theorem  3.1 we m ay conclude th a t w hatever position AC takes it  is possible to

decrease the length of the  sides of the equilateral triangle T ' circum scribing P  by 

ro tating  T ' in a direction determ ined by the position of AC. The only lim itation  on 

this ro ta tion  is th a t one of the sides of T ' m ay become flush w ith a  side of P a t  some 

stage of the  ro tation . Thus, given any equilateral triangle T  circum scribing the 

polygon P , touching P only at three of the vertices of P , we can Find another 

equilateral triangle T ', such th a t

i) one side of T ' is flush with an edge [vf, v,:+1] of P,

ii) T ' touches P otherwise only a t tw o vertices of P , d istinct from  v,-, v i+1,

iii) a rea (T ')  < area(T ).
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iii) The A lgorithm

W e now use the fact th a t one side of the m inim al equilateral triangle T  

circum scribing the polygon P m ust be flush w ith an  edge of P to  produce an  

O (n) tim e algorithm .

Let T  be an  equilateral triangle circum scribing P w ith one side of *3* flush w ith an  

edge of P . Let the vertices of P  which touch *3* on the tw o sides of *3* d istinct from  

its flush side be the tangen t vertices of *3*. T o produce the algorithm  we use the 

following. If the flush side of *3” is advanced from  one edge of P  to  the  next, the 

tangen t vertices of are advanced in the  sam e direction around P, (see Figures 

3.4, 3.5).

Figure 3.4

Figure 3.5
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It can be seen therefore th a t the to ta l tim e required to  find the tangen t vertices is 

0 (n), and  hence the algorithm  as a whole is an  O (n) tim e algorithm .

The A lgorithm

Let T  be the  equilateral triangle which we shall a tte m p t to  construct as the  m in im al 

equilateral triangle circum scribing the polygon P . One side of T  is advanced to  be 

flush w ith each edge of P in tu rn  w ith a  for loop. Since one side of the  m inim al 

equilateral triangle T  circum scribing the polygon P  m ust be flush w ith  an  edge of P , 

T  m ust be am ong the set of triangles found using th is for loop. As the  flush side of 

is advanced to  the next edge of P , the tangen t vertices of T  are advanced in the sam e 

direction. W e therefore use two consecutive while loops to  find the tan g en t vertices of 

T . Once the tangent vertices of T  have been found, its area can be com puted.

Hence the algorithm  is an  0 (n )  tim e algorithm .
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4. Construction of a Borsuk Division

Let C be a  convex set of diam eter D = 1 in the plane. We give a  new approach  for 

constructing a  Borsuk Division and, using th is division, give a  m ethod  o f finding a  

regular hexagon circumscribing C.

i) In troduction

Borsuk’s Theorem  [2] sta tes th a t a  plane point set can always be decom posed into 

three parts, each of sm aller d iam eter th an  the original point set. Gale [6] sharpens 

this result : every point set of d iam eter D = 1 can be covered by three po in t sets, each
/o

of diam eter or less. Further, Lenz [12, 13] has obtained various results on the 

m agnitudes of diam eters for decom positions of point sets in to  a  prescribed num ber of

and give a  construction which covers our plane convex set C w ith three of diam eter

In [7] G riinbaum  gives a proof of Borsuk's Theorem  in three dimensions, 

and in [8] gives a full survey of problem s related to  Borsuk's Theorem .

ii) The M ethod of Division

Let C be a plane convex set of d iam eter D = 1. W e construct a  parallelogram  P, such 

th a t P has vertices a , o ',  6. S' and

i) P  is formed by two directions u 1? u 2 at. an  angle

ii) P circumscribes C,

iii) each edge of P is in contact w ith a t least one point of C,

(see Figure 4.1).

parts.

We generalise Borsuk’s ideas by taking convex hulls o f the point sets,

or less.

Figure 4.1

S 1

s
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0  is the centre of the parallelogram  P, and  cx, c2, c3 and c4 are the  con tac t points 

between C and  P. Now, consider the hexagon H w ith vertices a, /?, 7 , 6, e, p form ed 

by in troducing the direction u 3 a t  an  angle ^  to  both u L and  u 2 and  so introducing 

tw o new lines j37  and ep, (see Figure 4.2).

Figure 4.2

z r r

Let 9 be the angle of ro ta tion  of H abou t O. so th a t initially 9 = 0. T he perpendicular 

distances of and cp from  O are &0^(9) and d e/?(0) respectively. Suppose, w ithout 

loss of generality, th a t d ^ ( 0 )  > d ep(0). W e now ro ta te  the  hexagon H through x  

about O. so th a t d ^ ^ ( tt) < d f/?(/r). Since the ro ta tion  of the hexagon H abou t O is 

continuous, there is some value of 9, uj say, such th a t 

= d**>(u;).

Since the d iam eter D of the convex set C is a t m ost 1, we have 

d p - y  (**; )  =  d f / o ( a j )  <

So we have constructed a hexagon whose centre is O and whose perpendicular 

distance from  O to each side is a t  most i .  W e form  the subdivision of th is  hexagon 

into three convex sets by constructing  the perpendicular line from 0  on to  a lternate  

sides of the  hexagon, (see Figure 4.3). Hence the diam eter of each of these three
/o

convex sets is at most
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Figure 4.3

Figure 4.4

O

B

See Figure 4.4.

OA < i  and OB < i .
~ “ /o

So, by sim ple geom etry, AB <

iii) F inding a Regular Hexagon

By expanding the hexagon in Figure 4.3 un til each of its sides is exactly  distance 

ijj from O, we obtain  a  regular hexagon which circum scribes the plane convex set C.

It is then straightforw ard to subdivide th is regular hexagon.
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5. A pproxim ation of a  P lanar Convex Set by a Convex Polygon

Let C be a  convex set of area 1 in the plane. W e give a  m ethod for constructing an  

n-gon P n w ith C- C Pn, such th a t a rea (P n\C )  = 0 ( n - 2 ).

i) In troduction

The aim  of th is section is to produce an  n-gon P n circum scribing C such th a t 

a rea (P n\C )  = 0 ( n -2 ). In [14] M acBeath proves th a t it is possible to  inscribe in any 

plane convex body an  n-gon occupying no less a  fraction of its area  th an  the regular 

n-gon occupies in its circum scribing circle. W e use the inscribed n-gon guaranteed by 

M acBeath to  produce the circum scribing n-gon P n for C.

ii) C onstruction of the n-gon 

Essentially, we can suppose th a t C

i) is contained in a  disc, centre 0 , radius

ii) contains a disc, centre 0 , radius

Consider the  n-gon Q„ th a t is the best approxim ation to  C from w ithin. Then the 

vertices of Q„ lie on the boundary of C and a rea(C \Q n) = 0 (n“ 2).

Let Q„ = {A ^ ... , A n), w ith A 1? ... , A n the consecutive vertices of Q n, 

and consider A ,-.^  A ,. A >+1, A i+2- W e expand A ,A f+1 about O so th a t the expanded 

edge A ,'A ,+1' is parallel to  A ,A , +1 and tangentia l to  C, (see Figure 5.1).

1  •

4 \2 
3 ^ 3 ;  ’

Figure 5.1



Let Q f be the quadrila teral w ith  vertices A t , A t+1, A i+1', A,-' and  be the region 

bounded by the line A jA i+1 and  th a t  p a r t  of the  boundary  of C betw een A f+1 

and A,-. T hen  essentially a rea (Q t ) < 2area(<Dt»l ).

Let H ,+ denote the  half-space which contains C and whose boundary

contains the  line A l+1'A t \  T hen  fl H ,+ = P n is (a t m ost) an  n-gon containing C.
/  V t  —  1

Since P n C Q n U ^ .U Q f J, we have

area (P n\C>) < 52 area(Q -)

< 2 a re a (C \Q n)

= 0 ( n " 2).
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6 . A pproxim ation of a Convex Set in d-Dim ensions by a  Convex Polytope 

Let K be a  convex set of volum e 1 in E ^ . We give a  m ethod for constructing a 

polytope P m w ith m  facets, K C Pm, such th a t volurne(Pm\K ) = 0 ( m  2^ d 

and give an  argum ent to  show th a t th is is the best possible.

i) Introduction

The aim  of this section is to  produce a polytope w ith m  facets P m circum scribing K 

such th a t  volum e(Pm\K ) = 0 (m  d 1)). W e aim , if possible, to  m ake use of the  

m ethod used in Section 5. However, in order to  relate the  inscribed and  circum scribed 

polytopes by this m ethod, we need to  work w ith a  prescribed num ber o f facets. T his 

is due to  the  fact th a t we have no control over the num ber of vertices of the 

circum scribed poly tope (except when d = 3 ), only over the num ber of facets of the 

circum scribed poly tope. W e use the m ethod of B arany  and L arm an [1] to  find a  

convex polytope Q m w ith m  facets such th a t Q m C K, and  then use a  m ethod 

sim ilar to  th a t of Section 5 to  produce the circum scribing polytope for K.

ii) The C onstruction

We can, using the m ethod of B arany  and Larm an [1] of rem oving sections of volum e 

jj from K to  form K 1 /n , find a convex polytope Q m w ith m facets, Q m C K, such 

th a t m = nvo lum e(K \K 1/ n ) where, up to constants,

i( lo g  n )rf 1 < vo lum e(K \K 1 /n ) < n - 2 / i d + i )

Hence m < n(n ) = n ,

(<f+n/(d-i)or n > m

o i , n r  x —2/( d + 1) - 2 / ( d - l )So volum e(Iv\K 1 /n ) < n < m

From  the B arany  and Larm an m ethod, we know th a t vo lum e(K \K 1̂ n) is essentially 

vo lum e(K \Q ,n ). Note th a t the case of d = 2 gives a re a (K \Q m) = 0 ( m -2 ), 

which is consistent with the proof in Section 5.

Hence in every convex set of volume 1 we can find a convex polytope 

Qm w ith m  facets, such th a t vo lum e(K \Q m) = 0 (m  ~ ^ d ^ ) .
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We now follow a sim ilar argum ent to  th a t in Section 5 to  produce a  convex polytope 

Pm w ith m  facets circum scribed about K, such th a t vo lum e(P m\K ) = 0 ( m  2^ d ^ ) .

The following theorem  shows th a t  th is result is the best possible.

Theorem  6.1

The convex poly tope P m with m  facets circum scribed abo u t the convex set K of 

volume 1, such th a t volum e(Pm \K ) = 0 (m  ~ ^ d !)), is the  best possible.

Proof

Consider the  un it sphere in IR^. Place as m any points as possible on th is sphere, 

subject to  the restriction th a t no 2 points are less than  distance 2r a p a rt from  each 

other. T his uses m = ft(r ^  1J) points. Consider the cap of the sphere which has 

radius r. This cap determ ines essentially a volum e r d+1 and  there are ft(r  ^  such 

caps. Hence the to ta l volum e is Q (r2).

Now, as m  = Q(r (d X)), the to ta l volume is ft(m  2^ d ^ ) .  T his is 

essentially volum e(Srf-1\Q m ), where Q m is the  polytope w ith m  facets formed by 

cutting  off the m  caps a t depth 2r 2 and rad ius 2r from Sd_1.

The obvious expansion (which does not affect the order Q (m  ~ ^ d ^ ) )  yields a  

polytope P„, with m facets circum scribed about the sphere, such th a t 

volum e(Pm\ S d_1) = 0 ( m - "/ ( d - U ). □
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7. A pproxim ation by the d-simplex

The above results and  m ethods lead us to  ask whether, in d-dim ensions, the 

d-sim plex approxim ates the d-ball b e tte r th an  the d-cube. F irst, we consider th e

2-dim ensional case, th a t  of m inim al area  triangles circum scribing triangles an d  

circles.

i) T riangles C ircum scribing Circles and  Squares

Consider the triangles of m inim al area circum scribing the  un it circle and  the  u n it 

square.

a) Circle

Clearly, the triangle of m inim al area circum scribing the un it circle is the  equilateral 
0 / 0

triangle of area (see Figure 7.1).

Figure 7.1

T his is unique (up to  ro tation), 

b) Square

The algorithm s of Klee and Laskowski [11] and O ’Rourke, Aggarwal, M addila and 

Baldwin [16] give the triangle of area 2 shown in Figure 7.2 as the  triangle of 

m inim al area circum scribing the un it square. It is, however, possible to  move the 

apex A in order to  ob ta in  o ther circum scribing triangles whose areas are still 2. For 

exam ple, triangle T ' shown in Figure 7.3 has area 2.

So, the m inim al triangle circum scribing the un it square is not unique.
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Figure 7.2

Figure 7.3

Hence we m ay conclude th a t in 2-dim ensions it is possible to  approxim ate  th e  un it 

circle m ore closely than  the un it square.

The analogous problem  in 3-dim ensions is of m inim al volume te trahed ra  

circum scribing unit balls and  cubes.
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ii) T e trahed ra  C ircum scribing Balls and  Cubes

Consider the te trah ed ra  of m inim al volum e circum scribing the un it ball and  the un it 

cube.

a) Ball

I t is known th a t the te trahedron  of m inim al volume circum scribing the u n it ball is 

the regular te trahedron  of volume (see Figure 7.4).

Figure 7.4

This is unique (up to  ro ta tion  and perm utation  of vertices ).

b) Cube

The problem  of finding the te trahedron  of m inim al volum e circum scribing the un it 

cube is, as yet, unsolved. Here, we present some suggestions to  the solution of th is 

problem .

First, we show th a t the m inim um  volum e of any te trahedron

circum scribing the un it cube w ith one of its  facets flush w ith a  face of the un it cube is
9
2 *
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Theorem  7.1

Let T  be a  tetrahedron  circum scribing the un it cube w ith one of its  facets flush w ith  

a  face of the cube. Then volum e(T) >

Proof

Let the  facet of the te trahedron  flush w ith a  face of the  un it cube be the facet lying in 

the plane x 3 = 0. Then, the  opposite vertex v to  th is  facet lies in the  half-space 

x 3 > 0. Let h be the height of v above the plane x 3 = 0 and let A 0, A 2 be the  areas of 

the sections of the te trahedron  a t heights 0 and  1 respectively above the  plane x 3 = 0 . 

Then, by Klee and Laskowski [11],

Ai > 2.

Hence, if the volume of T  is V,

v  A 0h A jh 3 2h3
3 3(h -  l ) 2 ~ 3(h -  1)2‘

Hence V has a  m inim um  value of |  a t h = 3. □

Corollary 7.2

There is an infinite set of te trah ed ra  of volum e circum scribing the un it cube, each 

tetrahedron  having one of its facets flush w ith a  face of the  cube.

Proof

The te trahed ra  are obtained by continuously deform ing the triangle T  fl {x3 = 1},

(see Figure 7.5).

Figure 7.5

□
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Now, let T 0 be the te trahedron  analagous to  the m inim al area triangle produced by 

the O 'R ourke, Aggarwal, M addila and  Baldwin algorithm , such th a t th ree of the  

facets of the te trahedron are flush w ith three of the faces of the un it cube on the 

planes x x — 0, x 2 = 0, x 3 = 0. Then the volum e of T 0 is |  and the vertices of T 0 

are (0, 0, 0), (3, 0, 0), (0, 3, 0), (0, 0, 3).

Also, let T j be the te trahedron  of volum e ^ circum scribing the un it cube guaran teed  

by Theorem  7.1, such th a t a  facet of the te trahedron  is flush w ith a  face of the  u n it 

cube, and  the centre of g rav ity  of th is flush facet is contained in one of the  edges of

the cube. The vertices of T x are ( -1 , 0), (2, -1 ,0), (2, 2, 0), ( -1 , 5, 3).

The centre of gravity of the facet is a t

1 ( ( - 1, 0) + (2, - 1, 0) + (2, 2, 0) ) = (1, 0)

which lies in the edge [(1, 0 , 0 ), ( 1, 1, 0 )] of the un it cube.

Lemma 7.2

There is a  continuous path  of te trah ed ra  of volume ^ from  T 0 to  T x.

Proof

Consider the plane x 3 = 1 and  continuously deform the triangle T 0 fl {x3 = 1} to  the  

triangle T j fl {x3 = 1), (see Figure 7.6). T he te trahedra form ed as a  result o f th is 

deform ation give rise to  the continuous p a th . □

Figure 7.6
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Let T 2 be the te trahedron  analogous to  th a t  suggested by McM ullen and  W ills in 

[15], (see Figure 7.7). Note th a t T 2 is no t a  regular simplex.

F igure 7.7
P. MCMULLEN AND J. M. WILLS

Let D be the diam eter of th is te trahedron . Then it is clear th a t D : 1 + 2 a  = 1 : a .

Let V be the volume of th is te trahedron , so that.

, ( l + 2 o ) M + 2 a ^  (1 + 2a)3
3 V a V 2  )  ~ 6 a 2 ‘

Then = (1 + 2 q )~ ( a  -  1).
d a  3a 3

and d2V __ (1 + 2o) 
d a 2 a 4

Hence V has a m inim um  value of a t  a  = 1.

Lem m a 7.3

There is a continuous p a th  of te trah ed ra  of volum e ^ from T x to  T 2.

Proof

T o form  the te trahedron  T 2 analogous to  the McMullen and W ills te trahedron , we 

sim ply drop the edge [(-1 , 5, 0), ( -1 , k, 3)] to  [(-1 , 5, -1 ), ( -1 , \ , 2)], w hilst allowing

the planes to  ro ta te  about the edges [(1, 0 , 0 ), ( 1, 1, 0 )] and [(1, 0 , 1), ( 1, 1, 1)]. □
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The results of Lemma 7.2 and 7.3 give rise to

Theorem  7.4

There is a  continuous p a th  of te trah ed ra  of volume |  from T 0 to  T 2.

This leads us to  suggest the following conjecture.

C onjecture

The te trahedron  of m inim al volum e circum scribing the unit cube has volum e | .

There is no unique te trahedron  of m inim al volume circum scribing the  u n it cube.

Rem ark

In spite of various conjectures, the question of m inim al volume simplices 

circum scribing cubes in higher dim ensions still rem ains open, as does the question of 

m inim al volume te trahedra  circum scribing general convex sets. The above conjecture 

could lead us to perhaps th ink th a t the tetrahedron  of m inim al volume 

circum scribing the unit cube m ust have a facet flush with one of the faces of the 

cube. This m ight lead us to th ink th a t th is is also true for te trah ed ra  circum scribing 

general convex sets. The following, however, m ay provide an exam ple of a  convex 

polytope whose circum scribing te trahedra  of m inim al volume touch it only along its 

edges and are not flush w ith a face of the polytope.

Consider the cube of unit volume and remove sm all prism  shaped 

sections of w idth e from  the edges of the cube. If these sections are replaced by 

sim ilar sections of the sam e w idth, but w ith a larger obtuse angle and sm aller acute 

angles, then the volume of the cube is only slightly decreased. The te trahedron  T 0 

analagous to the m inim al area triangle produced by the O 'R ourke, Aggarwal,

M addila and Baldwin algorithm  is again the tetrahedron  such th a t three of its facets 

are flush w ith faces of the cube. The volum e of this particu lar te trahedron  is only 

slightly decreased from  However, if we consider the tetrahedron T j ,  where the 

centres of gravity  of one of the facets is contained in one of the edges of the  cube, 

then it m ay be possible to  reduce the volum e of this te trahedron  from  |  by m ore th an  

th a t of T 0. This is thought to  occur because of the greater freedom of m ovem ent 

when the facets of the te trahedron  are balanced on the edges of the cube.
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5. Algorithms for Finding Points with Particular 
Combinatorial Properties in Various Containing Objects

1. In troduction

This chap ter is concerned w ith presenting algorithm s for finding points w ith  

particu lar com binatorial properties contained in objects such as balls, ellipsoids and  

closed half-spaces. The problem  of the container being a ball was originally 

considered by Diaz and O 'R ourke in their unpublished work [3], in which they  also 

suggested the possibility of considering o ther containm ent objects, such as regular 

polygons or ellipsoids. In th is chapter we present a guide to  the m ethods of Diaz and 

O ’R ourke for the case of the ball and then give algorithm s for the cases of the  

closed half-space and the ellipsoid.

The com binatorial bounds used in [3] were obtained from  the work of 

various au thors in [2], [4] and  [5]. The bound required for the case of the closed 

half-space follows im m ediately from R adon 's Theorem  while th a t for the ellipsoid is 

obtained from  B arany  and L arm an [1].

The problem s are presented in the following form. W e begin w ith the 

required in troductory  theory, then give the solution to  the p lanar case and  finally 

consider the generalised d-dim ensional case.
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2. The Ball

T his section gives a detailed consideration of the unpublished work of Diaz and  

O ’Rourke [3] regarding the ball.

Given a  set of n points P in R^, by [2] there  exist [ jj(d + 3) ] o f these points w ith  the 

property th a t any ball containing these [ ^(d  + 3) ] points also con tains a t  least a  

certain  num ber cdn of all the  points of P . The problem  is to  find these 

[ g(d + 3) ] points.

i) The P lanar Case

Let P  = {plt p2, ... , p n}. Define the function <?(pt-, p •) for any tw o po in ts p,-, P j o f P

to  be the m inim um  num ber of points of P  contained in any disc th a t  contains p f and

P j ,  and denote the m axim um  of <f> over all pairs of points in P  by <j>*. W e present the 

algorithm s of Diaz and O 'R ourke for finding <f> in O (nlog(n)) tim e and  <j>* in 0 ( n 3) 

tim e.

Definitions

1. Define D r c to be the closed disc in the  plane w ith centre c and  radius r, i.e.

D r,c = {p : dist(p . c) < r}.

2. T he boundary of D r ,« is denoted by C r ,c-

3. Given a set of points P in the plane, the function /( r, c) is defined to  be the 

num ber of points of P contained in the  disc D r.c  i.e.

/(r. c) = |{p : p E P and p E Dr ,c}|.

4. Given a pair of points p,:, P j E P.

P (p ,. P j) = mill / ( r. c) for all r, c such th a t p ,. p j E D r ,c.

5. = max. p(p,.. p ^  for all p,-. p ;- E P.

C om binatorial bounds for 0 and <pm for all P  have been given recently in [4] and  [5], 

for exam ple

Theorem  2.1 (Hayward, R appaport and  W enger)

Given a set P of n points in the plane, there  exist two points p ,, p ;- of P  such th a t 

[ ^  + 2 ]  < <̂ (P., P;.) < [n  + i ].

The basic definition of 6 involves a search over an infinite num ber of discs. This 

can, however, be reduced to  O(n) discs by the use of the following lem m a.
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Lem m a 2.2 (Diaz and O 'R ourke)

Given any disc D r ,c and  two points p (-, P j 6  D r ,c, it is always possible to  find a  disc 

D Ply such th a t

1.  D p ,7  G  D r . c j

2. p t-, p ;- are on C , lT,

3- i(p> 7) < ‘(r, c).

Proof

Assum e th a t  p,-, P j are both  in terior to  C r ,c- Shrink th is circle ab o u t its  centre un til 

it touches one point, p (- say. T hen move the centre tow ards p t- shrinking the  rad ius so 

as to  keep p ?- on the boundary, until the circle touches P j. T his circle is Cp,7 . Since 

each new disc is contained w ithin the previous one, the num ber of points contained 

within the disc, i , cannot increase. □

There is still an infinite num ber of circles th a t pass through tw o points. A circle 

Cr.c through the points p f, P j can, however, always be shrunk or enlarged w ithout 

changing i until it touches a  th ird  point. Since three points uniquely determ ine a 

circle, it  is possible to  consider only the linear num ber of circles form ed by p f, P j and

each of the other n -  2 m em bers of P . T his certainly leads to  a  sim ple b ru te  force

algorithm  for com puting d (p }, P j) in 0 ( n 2) time:

For each of the rem aining points p k of P, determ ine the disc formed by 

p ,, P j and  p t , check each point of P for inclusion and record the m inim um . The 

value of <^(pf, P j) is one less than  the m inim um , since any disc w ith three points on 

its boundary  can be shrunk or enlarged abou t two of the points so as to  exclude the 

th ird . R epeating th is for all of the 0 ( n 2) pairs of points yields <f>* in 0 ( n 4) tim e.

As is to be expected th is b rute force approach is no t the best posible and  

the following sections describe faster algorithm s for finding both  <j> and <f>*.
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a) C alculating ^(p,., p ;.)

Given the  points p,-, p ;-, although it is not possible to  avoid the consideration of the 

o ther n -  2 circles, the determ ination of which points of P lie w ith in  each circle can 

be stream lined. Firstly, it should be noted th a t the centres of all the  circles which 

pass th rough  p f and p̂ - lie along the perpendicular bisector to  the line segm ent p ,P j. 

T his bisector is denoted by /?,• j  and it is assum ed th a t /?,• • coincides w ith  the 

x-axis. W hen the centre of the circle through p,-, p ;- is a t x  = -  oo the  circle is a  

stra igh t line through p t- and  p ; . As the centre sweeps in from  x = -  oo tow ards 

x  = + oo the circles will sweep ou t the entire plane, touching each of the  o ther points 

of P exactly once, except for points co-linear w ith  p, and p ;-, which will be touched 

twice. A t each event of a circle passing through a point the  num ber of po in ts w ithin 

the circle is changed by 1. These events occur when three points p ,, p ;-, p* are 

concyclic, which is exactly when the centre is a t the intersection of /?,• k 

and f l i k.

A lgorithm  2.3 (Diaz and O ’Rourke)

Given a set of n points P  and p,. p ; £  P. calculate <2>(pt , P j) .

1. D eterm ine /i,-; . [ 0 (1 ) ]

2. Initialise the num ber of points enclosed in the circle C oo^cco  i-e< the num ber of 

points in the closed half-plane bounded by and to the left of the line through

p,- and  p j .  [ 0 (n )  ]

3. For each other point p k. in P [ 0 (n )  ]

i) D eterm ine (3itkt [ 0 ( 1 ) ]

ii) Let b fc be the point of intersection of ,3j j  and /3j k. [ 0 (1 )  ]

iii) M ark bk as to whether p A. is to the right or left of the line through 

P,- and  p j .  [ 0 ( 1 ) ]

4. Sort the intersection points b k along j. These are the events. [ 0 (n lo g (n )) ]

5. Sweep through the events. A t each event the num ber of points enclosed by the 

circle ju s t  before and ju st after the event can be determ ined by exam ining 

w hether bk was a right or left point. < £ ( p p ; ) will be the m in im um  for the 

sweep. [ 0 (n )  ]

Hence the algorithm  is an 0 (n log(n)) tim e algorithm .
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b) C alculating <j>*

The calculation of <j>* involves finding the m axim um  value of P j)  for all pairs o f 

points p ^  p j  in P . R epeated application of A lgorithm  2.3 for each of th e  0 ( n 2) pa irs 

of points in P  yields an 0 ( n 3log(n)) a lgorithm .

It is possible, however, to  reduce the tim e required by spending m ore 

tim e, 0 ( n 2), on each individual point o f P , instead of 0 (n lo g (n )) tim e for each pair

of points in P . For exam ple, suppose th a t  ^(px, p 2) is being com puted. The 

intersection of /?12 with  /3l k  is found for k = 3, ... , n and then a  sweep m ade along 

2- Sim ilarly, to  com pute <f>{p 2, p 3), the intersection of /?1?3 w ith Pl k is found for 

k = 2, 4, ... , n and a  sweep m ade along /?1<3. T hus, if for a  po in t p x th e  arrangem ent 

Aj of /?1<t, k 1, is com puted, then <f>(p x, p A.) can be com puted for each of th e  o ther 

points pk in P by sweeping along each line in the arrangem ent. An im p o rtan t benefit 

of this technique is th a t it removes the need to  sort the intersections along each of the 

bisectors, as th a t inform ation is inherent in the structure  of the arrangem ent.

A lgorithm  2.4 (Diaz and O 'R ourke)

Given a set of n points P , determ ine <£*.

1. For each point p f in P [ 0 (n )  ]

i) G enerate the arrangem ent A } of j3i j for all j ^  i. [ 0 ( n 2) ]

ii) Sweep along each of the bisectors ■ using the m ethod of A lgorithm  2.3

and record the m inim um . [ 0 ( n 2) ]

2. Record the m axim um  <f>{p,-. p ; ) for all p f, p ; . [ 0 (1 )  ]

Hence the algorithm  is an 0 ( n 3) tim e algorithm .
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ii) The d-D im ensional Case

Let P = {px, p 2, ... , p n}. Define the function < ?i(p , ... , p im) for any m  points 

p f , ... , p Jm of P  as the m in im um  num ber of points of P  contained in any ball th a t  

contains p ^ ,  ... , p lm, and  denote the m axim um  of <j> over all m -tuples o f P  by <j>*. 

W e present algorithm s for finding 6* and  <j) for all possible m -tuples of P  in 

0 ( n d+m) tim e.

D efinitions

1. Define B ^ r ,c to  be the closed d-ball w ith centre c and radius r, i.e.

B ^ r ,c = {p : d ist(p , c) < r}.

2. The boundary of B ^ r ,o is denoted by S^r.c-

3. G iven a set of points P, the function i(r, c) is defined to  be the num ber of

points of P contained in the ball B ^ r ,c  i.e.

t(r, c) = |{p : p € P and p G B ^ r ,c}|.

4. Given a subset M of P, M = { p ,y  ... , p fm},

<£(M) = min, i(r, c) for all r. c such th a t M C B ^ r ,c

5. ©* = ma^j d(M ) f° r a ll m -tuples M C P.

The existence of a  non-trivial lower bound on for a particu lar value of m  is 

given by [2],

Theorem  2.5 (B arany , Schmerl. Sidney and U rrutia)

For each d > 1 there is cd > 0 such th a t for any finite set X C there is

A C X, |A | < [ .^(d + 3) ], having the following property : if B D A is a  d-ball, then

|BDX| > c d |X |.

The previous algorithm s do not lend them selves easily to  extension for a rb itary  

m  or d. Lem m a 2.2 does not extend to  m ore than  two points in higher dim ensions 

and, a lthough in two dim ensions the add ition  of one point uniquely determ ines the 

circle, in higher dim ensions it is necessary to  consider all the  rem aining

(  d -  m  + 1 } tuples'
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First, it is necessary to  generalise the previous no tation  for a rb itary  dim ensions. 

Denote by /3d~1i • the set of all points p which are equidistant from  the  points 

and  p ^  i.e. the (d -  l)-dim ensional hvperplane which bisects these two points. For a  

given point p,: the arrangem ent A,- of hyperplanes P d~1i j  can be form ed for all 

j  ^  i. A point p, not necessarily in P , on the sam e side of j  as P j, has the 

property th a t any B rfr ,p that, contains p,- m ust also contain P j. T hus w ith each cell 

in A,- is associated a subset, L = { p ^ , ... , p*.}}, of P , such th a t any B ^ r ,c th a t 

includes p,- and with a centre c in th a t cell m ust contain L. In particu lar, a  ball w ith 

a  centre in th a t  cell and p,- on its boundary will contain exactly the points LU {p,}.

If 1 > m  -  1 then for each of the (  m   ̂  ̂ )  subsets M ' of L, the  set M is 

given by M = M 'U {p,} = {p;- , ... . p t , ... , P Jni l }. The value of 1 is then  an upper 

bound for the function <£(M), so using an m -dim ensional array  W,

W  [jj, ... , i. ... , j m] can be updated to  reflect the current m inim um  for th a t m -tuple. 

After repeating this for each cell in A,-, the num ber of points in W  will a tta in  the

current best values for ^ ( p j  p m) for each m -tuple of points from P . However,

W  does no t contain the actual value of o(P!, ... , Pm) ,  since the entries reflect only 

those balls which had p, on the boundary. After this procedure has been repeated for 

all the points in P, then for any m -tuple (p x, ... , p m), the m inim um  num ber of 

points of P enclosed by a ball th a t contains the m -tuple and had, in tu rn , each of the 

points on the boundary, will have been considered. This is then the true  value of 

0 (P i  P m ) .

G enerating the point sets associated w ith each cell is relatively easy : 

as one crosses from one cell to  another through the boundary the  point P j

associated w ith the boundary is either added to  or deleted from the cell’s subset, 

depending on whether the cell is on the sam e or opposite side, respectively, of

as P j. A graph G can be constructed from the arrangem ent where each node 

of the graph corresponds to a cell, and two nodes are connected by an arc if and only 

if the cells share a face. Then, by s ta rting  a t the node of the graph corresponding to  

the cell containing only p ?-, the labels can be generated by traversing the graph and  

adding and deleting points from the label set L as each arc is traversed.
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A lgorithm  2.6 (Diaz and O ’Rourke)

Given a  set of n points P  and m < n, com pute <j>* and  <£(px, ... , P m )  for each of the 

(  m  )  subsets of P.

1. In itialise an m -dim ensional array  W  of size n m to  -  oo. [ 0 ( n m) ]

2. For each point p t- in P [ 0 (n )  ]

i) C onstruct the arrangem ent A f of bisecting hyperplanes j  for all j  ^  i.

[ 0 ( n d) ]

ii) G enerate the search graph G associated w ith A,-. [ 0 ( n d) ]

iii) S ta rtin g  a t the node corresponding to  the cell in A,- th a t contains only p^, 

traverse the graph and, for each node :

a) Increm entally  determ ine the point set L associated w ith the node.

Let 1 = |L|. [ 0 ( 1 ) ]

b) For each of the ( J ^ )  (m -l)- tu p le s  of L, ( p ^ ,  ... , P j TO_ 1)i 

if W  [h  i, ... , j m_i] > 1, then set it to  1. [ 0 ( n m_1) ]

3. Set <j>* to  be the m axim um  over all the entries in W . [ 0 ( n m) ]

For each of the 0 ( n d) nodes of the graph, 0 ( n m_1) work is being done, yielding a 

tim e of 0 ( n rf+m-1) for 2.iii). Hence, repeating th is for each point, the algorithm  

is an 0 ( n d+m) tim e algorithm  (for com puting <p* and  <J(M) for all m -tuples M C P).

It is interesting to  note th a t for d = 2 and m = 2, A lgorithm  2.6 runs in 

0 ( n 4) tim e, a factor of n slower th an  A lgorithm  2.4.



3. The Closed Half-Space

T his section is concerned w ith the  use of the  closed half-space as the  con ta inm ent 

object. T he com binatorial bounds used follow im m ediately from R adon’s Theorem .

Given a set of n points P  in there exist [ ]j(d + 2) ] of these points w ith 

the property  th a t any closed half-space contain ing these [ ;j(d + 2) ] po in ts also 

contains a t  least a  certain  num ber cdn of all the points of P. The problem  is to  

find these [ i ( d  + 2) ] points.

i) The P lan ar Case

Let P = {px, p 2, ... , p„}. Define the function p{p f, p ; ) for any tw o poin ts p f, P j o f 

P  as the m inim um  num ber of points of P contained in any closed half-plane th a t 

contains p f- and p •. W e present an  0 ( n 3) tim e algorithm  for finding th a t  pair of 

points p,-, p j such th a t p(p,., p ■) > c2n.

Definitions

1. Define H, j to be a closed half-plane containing the points p t-, P j.

2. The boundary of H,: • is, therefore, the line H.

3. Given a set of points P in the plane, the function A(H, ■) is defined to  be the

num ber of points of P  contained in H , i . e .

A(H„ j )  = | P f lHy  ; |.

4. Given a pair of points p,-, P j €  P.

p (p ,. p j)  = min A(Hf ■).

The reduction of the search from  an infinite num ber of closed half-planes is 

achieved by noting the following. If H, • is a closed half-plane containing p f, P j, 

then there exist two closed half-planes H ? A., H j>Jt which contain some subset of the 

subset P f l H, j  of P in H, j  and. for some point p k £  P\{p,-, P j} , also contain 

p ,, p k or P j, p fc respectively in their boundaries. This certainly leads to  a  sim ple 

brute force algorithm  for finding th a t pair p f-, P j such th a t p(p,-, P j)  > c2n in 

0 ( n 4) tim e:

Given a pair of points p,:. P j G P we check for each p fc£  P\{p,-> P; } 

the closed half-planes H*, k, H*j k determ ined by the lines p , p k and  PjP*, containing 

Pj and p, respectively. If both A(H*,<fc) > c2n and A(H*j>jk) > c2n, we record p,-, P j. 

The points th a t we are seeking are that, pair p ,, PjG  P such th a t for each 

Pj>.G P \ {p , P j} , both A(H*(- k) > c2n and AfH^jj-.) > c2n.
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As is to  be expected th is b ru te  force approach is not the  best possible. T he following 

describes an  algorithm  for finding th a t  pair of points p i? p ;- such th a t  p (p t-, p ; ) < c2n 

in 0 ( n 3) tim e. The reduction in tim e is achieved by firstly considering each point 

p,‘ £  P  and  sorting the points of P \{p^} in ro ta tion  order about th a t particu lar point 

p t . Next, for each pair of points {pf, p ; } £  P , the ro ta tion  orders of the  rem aining

points of P\{p,-, P j} are com bined to  form  a  jo in t ro ta tion  order for those points

around the pair {pi<t p 7}. A contact line then sweeps around the pair using the above 

ro ta tion  order, keeping a  cum ulative count of the  num ber of points contained in the  

closed half-plane determ ined by the pair {p{, p ; }.

A lgorithm  3.1

Given a  set of n points P , find th a t pa ir of points {pi? p ; } €  P  such th a t

P(?i, Pj) > c2n.

1. For each point p ,£  P , sort the po in ts in P \{ p ,}  in ro ta tion  order abou t p f 

[ 0 ( n 2log(n)) ]

2. For each pair of points p t-, p ; £  P  [ 0 ( n 2) ]

i) Jo in  the ro ta tion  orders of the points P \{p*, Pj} to  form  a  com bined ro ta tion

order [ O(n) ]

ii) Sweep a contact line around the pair using the com bined ro ta tion  order, keeping 

a cum ulative count of A(H,- ■) [ O (n) ]

Hence the algorithm  is an  0 ( n 3) tim e algorithm .
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ii) The d-D im ensional Case

Let P = {px, p 2 , ... , p n } and m  = [ i ( d  + 2) ]. Define the function

p(p,- , p,;0, ... , p tm ) for any m  points of P as the m inim um  num ber of points of P

contained in any closed half-space th a t contains p f , p Io, ... , p ,m W e present an

0 ( n <i+m_1) tim e algorithm  for finding a  set of m  points p,^, p ,2, ... , p ,m

such th a t  p (p t i , p f-2, ... , p im ) > cdn.

Definitions

1. Define the closed half-space # , m to  be th a t closed half-space bounded

by the hyperplane Hd and  containing the points p,- , p f0, ... , p ,m.

2. The boundary of H ^ f-   , mis, therefore, the hyperplane Hd .

3. Given a set of points P , the  function A(Hd fl io f fn) is defined to  be the 

num ber of points of P contained in Hd t-  lm , i.e.

A(Hd ,. ) = I P n H d ,. , , j.

4. Given points {p,v  p ,2 p ,m} €  P,

rd
P(Pfy  P i ,  P . - J  = ,m in  A(Hd f- f-0 im) over all

H . •
» i , 7 o . • • •.  * m

The reduction of the search from  an infinite num ber of closed half-spaces can be 

achieved using a m ethod sim ilar to  th a t of the p lanar case. If Hd fi lo # . , m is a  closed

half-space containing p,^. p ,o p J;7j. then there exist d closed half-spaces which

contain some subset of the subset P D H d ,- Jo ... , m of P in Hd ti ir) im and, for some

point p {. € P \{ p f. . p Jo P im}- a ŝo contain  p t  and a further d -  1 points of P,

p ; j , p Jo. ... . p ;- i say. in their boundaries. T his certainly leads to  a  sim ple brute 

force algorithm  for finding th a t set of m points {p,- , p io, ... , P ,m} €  P  such

th a t p{p ,y  p,-2 p ,m ) > crfn in 0 ( n d+’") tim e:

Given m points p, . p Jo. ... , p,- €  P we choose a further d  -  1
J*

points p j jt p J<7, ... , p j  ̂ £ P and  consider the closed half-space H

has the points p A., p ;- . p Jo, ... , p ; on its boundary and contains the points
l *

P y  P ,2 p ,m- If H ,■ jr> contains a t least cdn points of P , for each p fc€  P ,

then we record {p,^, p ,o P»m}' P°in^s we are seeking are th a t

set {p,^. p ;o, ... , p ,m} such th a t Hd ,• Jo , m contains a t least cdn of all the  points 

of P for all choices of p* and  p ; i , p ;o , ... . P ;d_ 1-
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As is to  be expected this b rute force algorithm  is not the best possible. W e use a 

m ethod sim ilar to  th a t of the p lanar case to  produce an algorithm  for finding th a t set 

of m  points { p .y  p y  ... , p tm} 6  P such th a t p ( p y  p ty  ... , p lfn) > cdn in 

0 ( n d+m“ 1) tim e. The reduction in tim e is achieved by firstly considering each set of 

d points {p;y  P j2, ... , p Jd) £ P, and  counting the num ber of points o f P contained 

in the closed half-space w ith { p y  p j0 , ••• , Pj^} on its boundary. If th is  is less th an  

cdn, then  all the  sets of m  points {p ty  p f<>, ... , p ,m} £  P w ithin th is closed 

half-space are recorded. All the sets of m  points recorded are then sorted  to  rem ove 

any duplicates and to  find the set {p ,y  p !o, ... , P ,m} € P such th a t  

p (p ,y  P y  ••• , p im) > cdn guaranteed by the theory.

A lgorithm  3.2

Given a  set of n points P find th a t set of m  points {p,-, P y  ... , P»m} €  P such 

th a t p(p,v  p-2 p . J  > cdn.

1. For each set of d points {p7y  P y  ... , p̂ - } £  P [ 0 ( n d) ]

i) C ount the  num ber of points of P contained in the closed half-space w ith the 

points { p y  p y  ... , pj. } on its  boundary [ 0 (

ii) If th is is less than  cdn record all sets of m points { p ,y  P y  ••• , P tm } £  P  in the 

closed half-space determ ined by {p.- , p . - .......... p.- } [ 0 (
• ' l  J  2  J  d

2. Each set of m points is recorded, the sets are sorted and any duplicates are 

removed. The set of m points { p ,y  p fo P»m} ^  ^  suc^

P ( P y  P y  ••• , P,-m) > cdn is found from the sort. [ 0 (

Hence the algorithm  is an  O (nd+m“ 1) tim e algorithm .
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4. The Ellipsoid

T his section considers the natu ral extension to  the work of Diaz and  O ’Rourke, 

the use of an  ellipsoid as the containment, object.

Given a  set of n points in R^, by [1] there exist [ |  d(d  + 3) + 1] o f these points 

w ith the property th a t any ellipsoid contain ing these [ |  d(d + 3) + 1] points also 

contains a t least a certain  num ber cdn of all the  points of P. The problem  is to  

find these [ i  d(d + 3) + 1] points.

i) The P lan ar Case

Let P  = {px, p 2, ... , p„}. Define the function c ( p (, P j, p fc) for any three points 

p,-, p ^  p k of P as the m inim um  num ber of points of P contained in any ellipse th a t 

contains p ,, p p t . W e present an O (n5log(n)) tim e algorithm  for finding those 

points p f. p ; , pA. such th a t <r(p,-, P j, p fc) > c2n.

Definitions

1. Given a set of points P in the plane and the  ellipse E. the function k(E) is 

defined to be the num ber of points of P contained in E. i.e.

k(E) = | PD E  |.

2. Given points p ,. P j, pk £ P.

^■(Pi' Pj- Pk) = *(E) for all E.

Sim ilarly to the case of the ball, the basic definition of a involves a  search over an 

infinite num ber of ellipses. This can. however, be reduced to  a finite search by use of 

the following procedure.

Let CD define the following conditions.

Let {p,. P j.  p k} e  P.

1. For each triple of points {p7, p m, p,,} £  P \{ p ,-  P j, P*-}* form the unique

quadratic  through the points p f, P j, p n p m, p n. If this is an ellipse E, then

check if p 7. ^  E. If p k £ E, then check | P f lin tE  |. If | P f lin tE  | > c2n, then

record p f-, P j , pk.

2. For each pair of points {pr , p») £  P \{ p ,,  P j, p*}, choose (if possible) an  ellipse

F jo in ing p ?, P j, p r , p , such that. p k £ F. If such an  ellipse F exists, then check

| P n in tF  |. If | P f iin tF  | > c2n, record p,-, P j, p k.
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W e claim  that, if {pt-, p ; , p A.} satisfy the conditions £  then  they are the  points such 

th a t <r(p,-, p j ,  pk) > c2n. T his is justified  by Theorem  4.1.

Theorem  4.1

Suppose th a t  the trip le of points p,-, P j, p k satisfies the conditions £ .

Then cr(pt-, p ;-, pk) > c2n.

Proof

Suppose th a t E x is an  ellipse contain ing p,-, P j, pk w ith | P f lin tE !  | < c2n. W e can 

assum e th a t  p ,, p^ G b d E x.

Since p f:, p ; . pk satisfy £ , we can choose an  ellipse E 2 w ith 

p ,, P j E b d E 2, p A. G E 2 and | P f l in tE 2 | > c2n. By in terpolation between E x and E 2,

there exists an ellipse E 3 and a point p ; G P\{p,-, Pj» P*} with p f, P j, p, G bdE 3,

p A. G E 3 and  | P f l in tE 3 | = | P  flin t E x | < c2n.

Again, since p f, P j, pA. satisfy £ , we can choose an ellipse E 4 w ith

P j, P j, P/ G b d E 4, p k G E 4 and | P f i in tE 4| > c2n. By in terpolation  betw een E 3 and 

E4, there exists an ellipse E 5 and a point p m G P \{ p (? Pj> P t} with 

p,-. P j. p;. p nJ G bdE 5. p k G E 5 and | P f l in tE 5 | = | P f1 in tE 3 | = | P f l in tE j  | < c2n.

Further, since p,-. P j, pk satisfy G, we know th a t there is a  

point p n G P\{p,-. P j. p k} and an ellipse E 6 w ith p,. p ; , p,. p m, p« E b d E 6, 

p A. E E 6 and | P f l in tE 6 ] > c2n. By in terpolation  between E 5 and E 6, there 

exists an ellipse E r w ith p,-. P j. p ;. p nj. p n E b d E 7. pk E E 7 and 

| P f l in tE 7| = | P n in tE 5 | = | P f l in tE 3 | = | P f lin tE !  | < c2n.

This contrad icts a condition of £ . Hence every ellipse E containing p,-, P j, p fc E P has 

| P f lin tE  | > c2n. □

Therefore we are able to  find th a t trip le of points {p,, P j, p A.) such th a t

cr(p(, p j .  p A.) > c2n by operating  a search over all triples of points of P  to  find th a t

triple {py, P j. p A.} satisfying the conditions £ . This certainly leads to  a  sim ple brute

force algorithm  for finding th a t triple of points {p(-, P j, p A.} such th a t

<r(pt-, P j, p k ) > c2n in 0 ( n ' ) tim e.

As is to  be expected th is b ru te  force approach is not the best possible. The following 

describes an  algorithm  for finding th a t trip le of points {p^, P j, p fc) E P  such th a t 

^ (P i' P j ' Pit-) > c2n 0 ( n 5log(n)) tim e. The reduction in tim e is achieved by using a  

m ethod sim ilar to  th a t for the closed half-space.
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First, for each set of four points {p ^ , p /o, P /3, P/4) G P , we consider the pencil of 

conics th rough these points, and  sort, the rem aining points of P X jp ^ , p l2, p /g, p /4} 

around the set {p^ , p ?2, p j3, p ,4) w ith respect to  the pencil. W e then  sweep th rough 

the po in ts of P \{ p ,x, p ,2, p ,3, p ,4> around { p ^ , p J2, p i3 , p i4 ) keeping a  cum ulative 

count of the  num ber of points, identifying th a t  trip le of points {pf, p^-, p t } such th a t  

p(p,-, P j, Pjt) > c2n using a sort.

A lgorithm  4.2

Given a set of n points P,  find th a t trip le of points {p,-, p ;-, p*.} G P such th a t 

PiP „  Pj ,  P t )  > c2n.

1. For each set of 4 points {p^ , p ^ ,  p /g, p ,4) G P [ 0 ( n 4) ]

i) Form  the pencil of conics through the points {p^ , p /2, p j3, P/4}. [ 0 (n )  ]

ii) Sweep through the rem aining points P \{ p /i5 p ^ , p ?3, P/4), keeping a

cum ulative count of k(E) for each ellipsoid E in the pencil o f conics.

[ O (n) ]

2. Each triple of points is recorded, the trip les are sorted, and any duplicates are

removed. The trip le of points {p,-. p ; , p A.} G P such th a t p (p t-, P j, Pjj.) > c2n 

is found from the sort. [ 0 ( n 5log(n)) ]

Hence the algorithm  is an 0 ( n 5log(n)) tim e algorithm .
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ii) The d-D im ensional Case

Let P  = {p ^  p 2, ... , p n} and m = [ ^ d(d  + 3) + 1]. Define the function

<r(pf p ,2, ... , p Jm) for any m  points of P  as the m inim um  num ber of po in ts o f P

contained in any ellipsoid th a t contains p f , p t0, ... , p tm . W e present an

0 ( n  “) tim e algorithm  for finding th a t set of m  points p,^, p ,2, ... , p ,m

such th a t  <r(pf l, p l2, ... , p , J  > cdn.

Definitions

1. G iven a set of po in ts P  and an ellipsoid E, the function k(E) is defined to  be the  

num ber of points of P  contained in E, i.e.

k(E) = | P O E  |.

2. Given points p ^ ,  p t-2, ... , p ,m € P,

^ ( P y  P y  — > P fm) = niin k(E) for all E.

Again, the basic definition of a involves a search over an infinite num ber of 

ellipsoids. This can, however, be reduced to  a finite search by use of the following 

procedure, sim ilar to  th a t of the planar case.

Let £  define the following conditions.

Let {P ,y  P ,2 P ,m) G P-

1. Let K be a  subset of P such th a t k = |K | = g d(d + 3) -  [ ^ d (d  + 3) + 1 ] + 1.

For each subset K, K = { p ^ , p ^  p jj;} G P \{ p ,y  P y  ... , P ,m}, form  the

unique quadric surface through the points p .y  p ,2, ... , P ,m_ 1, P j^  P j2, ... , P j ^  

If this is an ellipsoid E, then check if p, m € E. If p, m G E, then  check

| P f lin tE  |. If | P f lin tE  | > cdn. then record {p,^, p ,2, ... , p im }.

2. Let L be a subset of P such th a t 1 = |L| = ^ d(d + 3) -  [ |  d(d  + 3) + 1 ].

For each subset L, L = { p ^ , pj r  ... , p ; / } G P \ { P y  P y  ... , P im}, choose 

(if possible) an ellipsoid F joining p,v  p ,2, ... , P f-m_ l( P y  P j2, ••• , P j, such

that. p f G F. If such an ellipsoid F exists, then check | P f l in tF  |.

If | P f lin tF  | > cdn, then record {p,v  p,v  ... , p ffJ .

We claim  th a t if {p,^, p ,2, ... , p ,m) satisfy the conditions £  then  they are the  points 

such th a t <r(p,- , p l0, ... , p ,m) > cdn. T his is justified by Theorem  4.3.
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Theorem 4.3

Suppose th a t the m -tuple  of points {pf , p ,2, ... , P ,m} satisfies the  conditions G. 

T hen <r(P i i , p ,2, ... , p . J  > cdn.

P roof

Suppose th a t E j is an  ellipse containing {p,^, p,^, ... , p ,m} w ith | P f l in tE  | < cdn. 

W e can assum e th a t p.- , p,- , ... , p- £  bdE i.*1 *2 77)_1
Since {pf , p io, ... , p ,m} satisfy G, we can choose an  ellipse E 2 

w ith p t i , p ,2, ... , p im_ i £  b d E 2, p im £  E 2 and | P f l in tE 2 | > cdn. By 

in terpolation  between E x and  E 2, there exists an  ellipse E 3 and a  po in t 

P j! €  P \{ p ,v  P y  ... , P ,m} w ith p #l, p,-2, ... , p ,m_ 1, p h  e  bd E 3, P ,m £  E 3 

and | P f l in tE 3 | = | P f lin tE !  | < cdn.

Again, since {p,- , p in, ... , P ,m} satisfy G, we can choose an  ellipse E 4

w ith P y  P y  -  < P im_ v  Pj,<E bdE 4, Pim £ E 4 and | P f i in tE 4 | > cdn. By

interpolation  between E 3 and E 4, there exists an ellipse E 5 and  a  po in t

P h  €  P '2  Pf J  With P i, ' P i . ' -  ' P f„ _ i-  P j , ' Pj2 6  b d E 5’ Pi™ 6  E 5
and | P f l in tE 5 | = | P f l in tE 3 | = | P flin tE ! | < cdn.

This procedure is continued until, since {pt- , p i2, ... , p ,m} satisfy G,

we know th a t there is a point p ^  £ P\{p,- , p lo, ... , p ,m) and an ellipse E*+5

w ith p,y  p ,2 p f.fn_ i , p jV P j2  ph  £ bdEj.+5, p fm £ E k+5 and

| P n in tE j.+5 | > cdn. By in terpolation  between Ek+i and  E^+g, there exists an

ellipse E ;.+6 with p,v  p,-,.......p , - ^ .  p ;V p j y  ... , p Jfc £  bdE *+6, p ifn £  E fc+6 and

| P f lin tE j.+6| = ... = | P flin tE g  | = | P f l in tE 3 | = | P f lin tE !  | < cdn.

This contradicts a condition of G. Hence every ellipse E containing 

{ P y  P y  ••• ’ P /m} €  P has | P f lin tE  | > cdn. □

Therefore, we are able to  find th a t set of m points {pf , P y  ... , P ,m} €  P such th a t

<T(Pi1i P y  ••• < P im) > c<fn by operating a search over all sets of m po in ts of P  to  find 

th a t set { p ^ , p ?>), ... , p ,m} satisfying the conditions G. This certainly leads to  a  

simple b ru te  force algorithm  for finding th a t set of m  points {p,^, p t-2, ... , p ,m} £  P  

such th a t c ( p f i, p -o, ... , p Jm) > cdn in 0 ( n m+fc+1) tim e using the conditions G. A 

problem  associated w ith th is b ru te  force algorithm  is to  determ ine an  efficient 

m ethod of choosing an ellipse F joining p,^, p t-2, ... , P ifn_ 1, P y  P y  — , P j, w ith 

p lm £  F. This process requires a  function of d tim e, b u t an efficient m ethod is not 

known a t  the m om ent. Because of these geometric lim itations, the possibility of 

im proving the efficiency of th is algorithm  is lim ited.
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5. Conclusions

The algorithm s th a t are presented in th is chap ter are certainly m ore efficient th an  a  

b ru te  force approach. They are relatively straightforw ard and  can be easily 

im plem ented. I t is possible, however, th a t  fu rther im provem ents m ay be m ade, 

m ore so in d-dim ensions, and particu larly  in the  case of the ellipsoid. In  the ir work, 

Diaz and  O ’Rourke [3] use fundam ental geom etrical properties of th e  ball in order to  

sim plify the ir algorithm s, and  it is unfortunate  th a t  sim ilar geom etric properties 

cannot be used in the  case of the ellipsoid to  sim plify the algorithm s.

The possibility of using o ther containm ent objects, for exam ple regular 

polygons, general quadric surfaces and even objects of higher com plexity, still exists, 

w ith the  use of regular polygons probably being of m ost interest a t  present.
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6. Inscribing a Square in a Convex Polygon

1. In troduction

In [1] and  [2] Em ch proved th a t  a t least one square can be inscribed in any convex 

polygon in the plane. W e aim  to  give an  a lternative  proof of th is particu lar result, 

adap ting  som e of the  ideas Em ch used. In  addition , the  m ethod of th e  proof provides 

us w ith ideas for an  algorithm ic approach to  finding such a  square.

The proof is achieved by associating all pairs of o rthogonal lines through 

a fixed poin t with all rhom bi inscribed in the  polygon. W e obtain  a  square from  these 

rhom bi by selecting th a t particu lar rhom bus which has axes of equal length. T his 

m ethod is, in fact, only valid for a  convex polygon th a t has no pair o f edges parallel. 

However, we also show independently th a t  a t  least one square can be inscribed in a 

convex polygon w ith any pair of edges parallel. F inally, we present some ideas for an 

algorithm  for finding the square.
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2. The G eom etry

Let P  be a  convex polygon in the plane.

i) P  is a  convex polygon w ith no pair of edges parallel

First, we quote a  theorem  of Em ch, giving an updated  version of the  proof.

Theorem  2.1 (Em ch)

Two d istinc t rhom bi w ith corresponding parallel sides or parallel axes can never 

be inscribed in P.

Proof

First, consider a  re-en tran t quadrangle a 1a 2a 3a 4. T his is a  quadrangle in which 

one of the  vertices, a 4 say, lies w ithin the boundary  of the triangle form ed by the 

rem aining three vertices a4, a 2, a 3. Then it is clearly impossible for all the vertices 

of this re-en tran t quadrangle to  lie on the boundary of P , (see Figure 2.1).

Figure 2.1

<*3
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T he aim  of the proof is to  show th a t w hatever the relative position of the 

tw o rhom bi, there is alw ays a t least one re-en tran t quadrangle am ong the  eight 

vertices. Hence the vertices can never all lie on the boundary of P, so proving the 

result.

Suppose th a t the twro rhom bi are a 1a 2a 3a 4 and  b 1b 2b 3b 4, w ith 

the lines a xa 2, a 4a 3 and a xa 4, a 2a 3 extended to  infinity. Let the two regions of 

the plane enclosed by the pairs o f parallel lines defined by a xa 2, a 4a 3 and  

a xa 4, a 2a 3 be the blank regions, and  let the rem aining regions of the plane be the 

shaded regions, (see Figure 2.2).

Figure 2.2

F irst, suppose th a t one vertex of b 1b 2b 3b 4, b x say, lies in any  one of 

the five shaded regions of the plane determ ined by a 1a 2a 3a 4, (see Figure 2.2). Then 

there are alw ays three vertices of a 1a 2a 3a 4 which w ith b x form a  re-en tran t 

quadrangle.

The o ther possibility for the location of b !b 2b 3b4 is w ithin the  four 

blank regions of the plane. In th is second case, all vertices of a 1a 2a 3a 4 are w ithin 

the shaded regions as determ ined by b !b 2b 3b 4, (see Figure 2.3). Then there are 

always three vertices of b 1b 2b3b 4 which with any vertex of a 1a 2a 3a 4 form  a  

re-en tran t quadrangle.
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Figure 2.3

Both cases include those where points of one rhom bus lie on the side of 

the o ther. In a sim ilar m anner the proof can be extended to  polygons w ith parallel 

axes. □

W e now present the construction th a t gives rise to  the square inscribed in P.

Consider any point O in the plane of P . C onstruct any line l a th rough O and  

determ ine the m id-points of all chords of P parallel to  la . If la is parallel to  an  edge 

of P , the m id-point on the boundary of P will be the m id-point of th is edge. 

O therw ise, the m id-point on the boundary of P will be a  vertex of P , (see Figure 2.4).

Figure 2.4
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It is clear, therefore, th a t the locus of these m id-points is a  continuous 

curve. R epeat th is construction for a  line 1  ̂ through O perpendicular to  la . Let 

the locus of the m id-points w .r.t. la be C a and  the locus of the m id-points 

w .r.t. 1̂  be C^.

Theorem  2.2

There is a  point of intersection I a ^ between Ca and  which lies in the  

interior of P.

Proof

Let u, v be two perpendicular directions in the plane.

Let U = { u ( t ) : 0 < t < l } b e  the pa th  of m id-points of chords of P  in direction u 

and V = { v ( t ) : 0 < t < l } b e  the path  of m id-points of chords of P  in direction v.

If u(0) ^  v(0), v ( l)  and u ( l)  ^  v(0), v ( l)  we m ay suppose th a t u(0), v(0), u ( l) ,  v ( l)  

are distinct points occurring in th a t order around the polygon P. Hence the 

continuous curve U m ust m eet V a t least once in the interior of P , (see Figure 2.5).

Figure 2.5

U ( o )

Otherwise, we m ay suppose th a t u(0) = v(0) = (0, 0), where u is in the  

direction of the vertical axis and  v is in the direction of the horizontal axis. Consider 

the m id-point (w, - t )  of the chord of P  in the direction of v determ ined by the point 

(0, - t ) ,  where t is sm all and positive. Also, consider the chord determ ined by (w, 0) 

in the direction of u. T his chord m eets P a t points (w, - t 0), (w, - t x), 

where t 0 < t < t x. Let a, /3, y  , j3 < y  be the angles defined, (see Figure 2.6).
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Figure 2.6

(0 ,0 )

Then t  -  t 0 = w tan (a  + /?) -  w tan a ,

t 1 -  t  = w tan (a  + j3 + -,) -  w ta n (a  + /?).

So -  t > \v tan(a + 2,3) -  w tan (a  + (3).

Now, ^  (w tan(0 + 3) -  wtanfl) = w(sec2(0 + /3) -  sec2d) > 0.

So w ta n (a  + 23) -  w tan (a  + 3) > w ta n (a  + /?) -  wTta n o .

Hence -  t > t -  t 0.

Consequently the m id-point (w. - ^ ( t0 + t j )  lying on U falls below the  m id-point 

(w, - t )  lying on V, for t sm all and positive. So unless u ( l )  = v ( l) , u ( l )  will lie above 

v(1), w ith the consequence th a t U flV  is non-em pty and contains a  point of the 

interior of P.

Suppose, then, th a t u ( l)  = v ( l)  = ( 1, - 1) say. By sym m etry  of argum ent, 

the m id-point (1 -  w. -1  + t) of the chord of P  in the direction of v determ ined by 

the point (0 , -1  + t), t sm all and positive, lies below the m id-point

(1 -  w, 1 -  i ( t 0 + t j )  of the chord of P in the  direction of u determ ined by

the point (1 -  w, 0). C onsequently U flV  is non-em pty and  contains a  point of 

the in terior of P.

T hus we have proved the existence of a  point of intersection \ ap between

C a and C^ in the interior of P. □
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The extrem ities of the lines th rough parallel to  10 and  1  ̂ on P  form  a  rhom bus, 

(see Figure 2.7). The vertices of P are v 1? ... , v 6, \ Qj3 is as shown and  the rhom bus

Theorem  2.3

The point of intersection I Q/3 is unique.

Proof

Suppose th a t there are tw o d istinct points of intersection. Then there are tw o 

rhom bi w ith parallel axes inscribed in P. T his contradicts Theorem  2.1. Hence the 

point of intersection \ Q<3 is unique. □

So for every pair of orthogonal lines U  and  1  ̂ through O there is one definite 

rhom bus inscribed in P  associated to  it. T he sam e rhom bus is clearly obtained when 

\Q and  \p are interchanged.

If ABCD is a  square there is no thing further to  prove. Suppose, then, 

th a t ABCD is not a square. W e tu rn  a  line 1̂  through O continuously from  1<* to  

1^. The line 1̂  orthogonal to  1< will tu rn  in the sam e sense from  1  ̂ to  la .

C learly there  is a  ( 1, 1 ^correspondence between all pairs o f orthogonal 

lines th rough O and all rhom bi inscribed in P.

is A BCD.

Figure 2.7
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Theorem  2.4

As the lines 1<- and \n are turned continuously through O, the  point of intersection 

1^  varies continuously.

P roof

Suppose no t.

T hen there are two sequences of rhom bi { R j } ^  and  { S ^ } ^  such th a t each 

sequence converges to  a rhom bus w ith centre I a/3. Thus the point I aj9 has associated 

to  it two d istinct rhom bi inscribed in P , a contradiction. □

Hence the point of intersection I describes a  continuous curve and, as a  

consequence, the corresponding rhom bus varies continuously.

Let the axes of the rhom bus be A, fj. If the angle through which 1̂  and  1̂  

have ro ta ted  from the original positions of 1Q and 1̂  is 0 , then

\ = m,
fj  = v > (0 ) ,

for 6, tl' continuous functions of 9, 0 < 9 <

Now, <p(0) = iii | ) ,

P (§ )  = P(0).

Hence, since 0, v  are continuous, there is some value of 9, 7  say, such th a t 

P b )  = tf'b).

So, we have 

Theorem  2.5

If P is a convex polygon with no pair of edges parallel, then it is possible to  inscribe 

a square in P.
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If a  < b, then  we can pertu rb  one of the  parallel edges by a  sm all angle € 

to  ob tain  a  polygon which, as we have seen, has a  square inscribed in it. From  the 

con tinu ity  of the system  we m ay deduce th a t as f -♦ 0 we are still able to  inscribe 

a  square in P .

It is clear th a t  this m ethod of pertu rbation  also works for th e  case a  > b. 

I t is, however, relatively triv ia l to  observe th a t when a> b a  square can be inscribed 

in the polygon, so m aking the pertu rbation  argum ent ra th e r an  overcom plication.
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ii) P  is a  Convex Polygon w ith a t least one pair of edges parallel.

Let a  be the  m axim um  distance for which the tw o edges are parallel and  let b  be the  

perpendicular distance between these parallel edges, (see Figure 2.8).

Figure 2.8

 *

Clearly, if a > b, then a square can be inscribed in P; its sides are of length b and 

tw o of these sides correspond w ith the parallel edges of P , (see Figure 2.9).

Figure 2.9

p
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3. Ideas for an  A lgorithm

T he m ethod  of constructing an inscribed square outlined previously is continuous 

and  apparen tly  does no t lend itself easily to  an  efficient algorithm ic approach. 

However, we present some ideas th a t, using the  m ethod  of b inary  search, will find a  

bound for 9, and, by again using b inary  search, will find im proved bounds for the 

positions of the vertices of the square on the  edges of the polygon.

Let M define the following m ethod of proceeding.

i) T ake the pair of orthogonal lines a t angle a  to  the sta ted  original position.

ii) C onstruct the curves C Ql and C q2, such th a t

C Ql is the locus of the m id -p o in ts  of all chords of P  parallel to  La l ,

C q2 is the locus of the m id -p o in ts  of all chords of P  parallel to  La2.

iii) F ind the point of intersection of I a between C Ql and C a2.

iv) Through IQ, construct lines parallel to  LQl and Lq2 w ith end points on the 

boundary  of P.

v) C onstruct the rhom bus whose vertices are the four end points on the boundary 

of P.

Let the rhom bus be ABCD and the lengths of the axes of ABCD be 

lo i = BD 

1q2 = AC

Since 0 < 9 < we can operate a binary search on the values of 9 to  ob tain  a  m ore 

accurate bound for its value. W e proceed w ith the b inary search on the values of 9 

until we know the four edges of the polygon the vertices of the square lie on. W e then  

repeat the  process of b inary  search for the positions of the vertices on these edges 

un til im proved bounds for the positions of the vertices are found. T his approach gives 

an  algorithm ic approach to  the  problem  independent of the num ber of edges of P .
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The method to obtain a lower bound for 6 is as follows.

1. Consider the polygon P. S tate  the original position a  = 0.

O perate M for a 0 = 0. F ind la o l, la()2.

2. O perate M for = | .  F ind la i l , la][2.

i) If  1q-q1 > <̂>02 ^ ^Ql “ ^ ^Q0“ ^

then  take o 2 =

ii) If lagl ^ <̂*q2 ^^^1 ^ ^q-j 2 ^ ^°0“ ^Qjl ^ ôrj2»

then  take o 2 =

O perate M for o 2.
O  • O  •

4. R epeat th is process, continually taking o f+1 = <*,- + or a,- -  depending on 

the values of 1 x and  la ,2.

The m ethod to  obtain  a  bound for the position of the vertices on the edges of the 

polygon is sim ilar.

Rem ark

The ou tstand ing  problem  is to  find an  efficient m ethod of calculating 6 explicitly.
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