## The illusion of polygenic disease risk prediction
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A problem at the interface of genomic medicine and medical screening is that genetic associations of etiological significance are often interpreted as having predictive significance. Genome-wide association studies (GWAS) have identified many thousands of associations between common DNA variants and hundreds of diseases and benign traits. This knowledge has generated many publications with the understandable expectation that it can be used to derive polygenic risk scores for predicting disease to identify those at sufficiently high risk to benefit from preventive intervention. However, the expectation rests on the incorrect assumption that odds ratios derived from polygenic risk scores that are important etiologically are also directly useful in risk prediction and population screening.

Two widely publicised recent papers (Khera et al [1] and Inouye et al [2]) illustrate the problem. These papers show associations between polygenic risk scores and a number of common disorders, including coronary artery disease (CAD). The results demonstrate the importance of genetic variation in the etiology of the disorders, but not the value of the risk score proposal in risk prediction (ie. screening), contrary to what is suggested in these papers. The authors suggest that polygenic risk scores could be used to prompt preventive intervention among individuals with a high score but not among those with a low score. This, however, is based on a misconception that estimates of relative risk such as odds ratios or hazard ratios can directly and adequately assess the discriminatory value of polygenic risk scores as screening tests. For example, Khera et al show that a CAD risk score that identifies $5 \%$ of people with the highest scores compared with people with the lowest risk scores had a CAD odds ratio of 3.34 , which can create the impression of useful discrimination between CAD and non-CAD.[1] Similarly, Inouye et al show that people with the highest $20 \%$ of risks using their proposed polygenic risk score algorithm have a hazard ratio of 4.17 for CAD compared with people in the bottom $20 \%$.[2]

The problem, however, is that an odds ratio or hazard ratio does not directly indicate the discriminatory value of a screening test. To assess the discriminatory value, it is, whenever possible, necessary to specify the detection rate (sensitivity) and risk score cut-off for a given false-positive rate or the false-positive rate and risk score cut-off for a given detection rate.[3] The detection rate is the proportion of affected individuals with a positive score. The falsepositive rate (1-specificity) is the proportion of unaffected individuals with a positive score. Affected individuals are those who develop the predicted disorder over a given period of time and unaffected individuals are those who remain free of the disorder over the same period.

The fact that a strong risk factor can be a poor screening test may seem counter intuitive. The paradox is largely explained by the fact that odds ratios or hazard ratios typically compare risks in the tails of a single risk distribution, but ignores the proportions of individuals who will or will not develop the disease that fall in the region between the tails of the distribution. The subject is discussed in detail in a previous publication [3] which explains how detection and false-positive rates can be calculated when only the odds ratio and the size of the centile groups are given.

Information on odds ratios can be converted into relevant measures of screening performance. This can be done using the published Risk Screening Converter [4] which is freely available on the internet (http://www.wolfson.qmul.ac.uk/rsc/). The Risk Screening Converter shows that the Khera et al polygenic risk score gives a CAD detection rate of $15 \%$ for a $5 \%$ false-positive rate which means that the score would classify $5 \%$ of unaffected individuals as positive and would miss $85 \%$ of affected individuals. With the Inouye et al score, the detection rate is $13 \%$ for a 5\% false-positive rate. Altering the score cut-off level
alters the detection rate and the false-positive rate, for example, yielding a $10 \%$ detection rate for a $3 \%$ false-positive rate using the Khera et al score, or $8 \%$ using the Inouye et al score. At a $10 \%$ false-positive rate, the detection rates are $25 \%$ and $22 \%$ respectively. Whatever the chosen cut-off, the screening performance is poor. Interested readers can use the Risk Screening Converter to evaluate other polygenic risk score studies, such as Schumacher et al [5] in predicting prostate cancer, quoting a relative risk of 5.71 in people with the highest $1 \%$ of risk compared with the population average.

Estimating odds ratios or hazard ratios is appropriate and customary in etiological studies but can be deceptive, and conceal the poor discriminatory power of predictive scores. Identifying about $15 \%$ of cases for a false-positive rate of $5 \%$ is poor discrimination and little better than identifying people at random. In such circumstances, if the proposed intervention is effective, inexpensive, and safe it would be better to offer the intervention without prior testing and save the cost of testing everyone. A very high odds ratio between the highest and lowest quintile groups (fifths) of the distribution of a risk factor or risk score is needed to be a useful screening test; even an odds ratio of 100 detects fewer than half (48\%) of affected individuals for a $5 \%$ false-positive rate (see figure, which shows the relation between relative odds and detection rates for a 5\% false-positive rate). [3][4]

Some authorities [6] recognize that polygenic risk scores are weak predictors of disease, but suggest that they could usefully be adopted in "risk stratification", with the implication that specifying gradations of risk can overcome the problem.[7] Risk stratification cannot, however, transform a weak predictor into a strong one. If a polygenic risk score is used in combination with one or more existing screening markers, the incremental gain in screening performance needs to be quantified by the increase in the detection rate for a given false-
positive rate, or vice versa, and assessed in relation to the extra cost. In exceptional circumstances, risk stratification may be warranted, for example, if screening leads directly to preventive intervention that is hazardous or costly (such as surgery following screening to prevent ruptured aortic aneurysm).

In summary, moderate relative risks (eg. 3) can have considerable significance in determining causes of disease. However, it is not well recognized that estimates of the relative risk between a disease marker and a disease have to be extremely high for the risk factor to merit consideration as a worthwhile screening test. To our knowledge, no genome-wide polygenic score meets this requirement, and none is likely to do so with polygenic scores that emerge in the future. It is important that the potential applications of genomic medicine are not compromised by raising unrealistic expectations in medical screening.
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FIGURE: Detection rate for a $5 \%$ false-positive rate according to the odds ratio of becoming affected among people in the highest compared with those in the lowest fifths of the distribution of a risk factor or risk score (adapted from references [3] and [4]). The standard deviations in affected and unaffected individuals are taken to be the same.


