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Abstract

The implementation of the Internet of Things (loT) is central to what the World Economic
Forum has coined the ‘Fourth Industrial Revolution’; a technological revolution built upon cyber-
physical systems that will blur the lines between the physical, digital and biological spheres.
Novel interconnections will emerge as a result, challenging traditional relations and modes of
governance. However, a central feature of the loT is that the implications of cyber (in)security
are no longer abstract. The loT also returns us to the world of kinetic effects in international
relations; more familiar territory for IR. The resulting cooperation and coordination challenges
are transboundary in nature, occur at multiple levels across sectors, between institutions, and
will impact all actors, both public and private, in complex, often highly politicised ways. In this
article we argue that advances in global climate governance appear to be offering an early model
of a consensual rules-based approach within the existing international order that provides space
for advancing agility, flexibility, and polycentrism to meet the demands of ‘wicked problems’ like
the cybersecurity of the loT. Perhaps one of the most important lessons to be drawn across
from climate governance is the role of robust mechanisms for knowledge exchange — specifically
between the technical and policy communities.
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The Internet of Things (IoT) is a prime example of the increasingly dense and com-
plex nature of human and non-human interconnections. Within, between and beyond
human and non-human beings, and supported by an ever-expanding planetary wide
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cyber-physical mega-infrastructure, the loT (interconnecting physical and virtual things
including humans) is being implemented to support transformations from healthcare to
energy security. Emerging through an increasing dependency on the IoT, these intercon-
nections will be integral to shaping international relations in the twenty-first century also
signal a failure to pre-empt and manage the impact of creating such a co-dependent
relationships.

Over the past quarter century, the governance of digital technologies has emerged as
one of the ‘wicked problems’ of our time. Questions have arisen (many remain unan-
swered) about the extent to which cybersecurity impacts on international security and
order. At a technical level, global cooperation on cybersecurity has been remarkably
effective at mitigating against and responding to threats to interconnected systems —
especially considering the lack of precedent for the scale and scope of the challenges
involved. The (largely unseen) community of global Computer Security Incident
Response Teams (CSIRTs) develop and share solutions, support one another during inci-
dent response, run training and capacity building programmes and generally cooperate to
manage cybersecurity challenges as they arise — across borders and political chasms.!

Yet despite a shared sense of exposure, global policy cooperation has been very slow
to come about where differing value systems, competition for resources, and broader
geopolitical tensions exist. The past two decades of trying to deal with the politics of
global cybersecurity has been carried out through a combination of post WW?2 instru-
ments established to ensure a peaceful international order in which all can prosper, cou-
pled with forums established more recently to accommodate the ‘multi-stakeholder’
model of Internet governance. In general, negotiations have consistently struggled to
incorporate the integrated, interconnected and interdependent elements of digital tech-
nologies and cybersecurity while accommodating a Westphalian view of the state sys-
tem. As the need increases, the pace of international political coordination remains stuck
in an analogue gear — out of sync with the demands placed upon it through running a
global economy on a digital platform.

The implementation of the IoT is central to what the World Economic Forum (WEF)
has coined the ‘Fourth Industrial Revolution’?; a technological revolution built upon
cyber-physical systems that will blur the lines between the physical, digital, and biologi-
cal spheres.® The IoT also blurs the boundaries between security and safety, and conse-
quently pushes existing cybersecurity global governance mechanisms and processes
even further to — or perhaps beyond — their limits. A central feature of the IoT is that
cybersecurity and the implications of it are no longer abstract. While vulnerabilities like
intellectual property theft, financial fraud, and ransomware remain current challenges,
theIoT returns us to the world ofkinetic effects in international relations. Counterintuitively
then, this stage of technological innovation is in some ways, more familiar territory for
IR — but it is also quite different in other ways.

The cooperation and coordination challenges involved in minimising the security risks
of the IoT have many similarities to the governance of climate change. Both are ‘super-
wicked’ problems that are transboundary in nature, occur at multiple levels across sectors,
between institutions, and will impact all actors, both public and private, in complex, inter-
connected, and often highly politicised ways. Although climate change has distinguishing
characteristics such as its complex interrelationship with planetary ecological systems,
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there are lessons to be learned from how the international community has approached
navigating the unfamiliar problematic landscape of IoT cybersecurity. Advances in cli-
mate policy, especially since the 2015 UN Paris Agreement, appear to be offering (albeit
not without some difficulties between states such as the US, Saudi Arabia, China and
small island states) an early model of a consensual rules-based approach within the exist-
ing international order that provides space for advancing agility, flexibility, and polycen-
trism to meet the demands that wicked problems present.

In this article we argue that one of the important lessons to be drawn from climate
governance into the global governance of the IoT is the role of robust mechanisms for
knowledge exchange — specifically in the human interconnections between the technical
and policy communities. To make this argument, we draw on fouryears of empirical
research into international initiatives to address the cyber (in)security of the IoT. We
frame this global governance challenge as a ‘super-wicked problem’ and highlight how
efforts to ‘tame’ it through existing forums is hampered by silos of information and
expertise.

Concepts and data gathering

In this project, we draw directly on research conducted within the PETRAS Cybersecurity
of the Internet of Things research hub (now a National Centre of Excellence) between
2016 and 2019. PETRAS (and specifically the Standards, Governance, and Policy stream
within which we worked) was established to provide an evidence-based overview of how
we might maximise the significant potential of the IoT while mitigating against the also
very significant security issues. Much of our work focused on evaluating and informing
national and international policies and measures that are emerging to address the cyber-
security of the IoT.*

The observation that there is inadequate integration of technical advice into the global
cybersecurity governance discourse emerged through several years of observation of,
and direct participation in, multilateral and multi-stakeholder meetings at the global level
where cybersecurity was the central topic of discussion. These included international
meetings hosted by the United Nations, the Organization for Economic Cooperation and
Development (OECD), the World Economic Forum (WEF), the European Union (EU),
various state-led bi-lateral meetings including Track 2 and Track 1.5 delegations, numer-
ous government consultations or workshops and participation in the International and
Telecommunications Union (ITU) eighteenth Plenipotentiary in 2018. Many of these
meetings included representatives of American tech firms like Google, Amazon,
Microsoft, Facebook and Apple, private sector cyber security firms, NGOs (particularly
those concerned with privacy and human rights) as well as academics. From 2016 to
2019, we carried out unstructured, informal and semi-formal interviews at these events
to ask participants from the global cybersecurity policy community (‘cyber-ambassa-
dors’, diplomats and policy officials responsible for national cybersecurity strategy, the
digital economy, etc.) how they envisaged the IoT impacting on their efforts to maintain
a peaceful international order in the twenty-first century.

In addition to these engagements, we analysed the (unrestricted) documentation cir-
culated in advance of these meetings and at the conclusion of them to understand how
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issues arising from the [oT were dealt with. We also analysed the position on global IoT
security from eight international organisations.’ Here, we looked at what specific issues
were raised and how ‘problems’ were perceived and framed. This type of interpretive
work draws on methods from the Social Construction of Technology (SCoT) — a field
that focuses on human interaction with technology.

The SCoT provides tools for interpreting actor’s or group’s perceptions of problems
that will or might emerge from technological change. Understanding how an actor or
community perceives a ‘problem’ with technology reveals much about how they expect
it to perform or ‘be’ in a perfect state. And that reveals a lot more about how they hope
to shape the world than it does about technology. Debates about the trade-offs inherent in
interoperability versus privacy highlight this well. Having IoT devices connect seam-
lessly to other devices or systems without the need for human interaction makes them
easy to use (and perhaps, easier to sell) but also limits the user’s oversight of the ways in
which their data may be exploited. A ‘good’ device can be one that is easy to use and easy
to profit from or it could be one that promotes human rights. This is not to suggest that
these attributes are mutually exclusive or incompatible but rather to highlight that a man-
ufacturer may view the ‘problem’ with any particular technology in quite a different way
to a regulator or to civil society. Tracing the perception of a ‘problem’ back to its source
is also a way of identifying power dynamics in these transactions because it is those
problems perceived by powerful actors that tend to be addressed.®

Building on this observational and documentary work, we also designed and hosted
five workshops to bring together people from the global cybersecurity community and
the technical community — especially those who work in Cyber Security Incident
Response Teams (CSIRTs). CSIRTs form international practitioner networks that respond
to cybersecurity challenges by supporting one another and those who are at risk to miti-
gate against threats. In these workshops, we again employed SCoT concepts of ‘reverse
salience’ and ‘closure’ to examine the range of ways in which different actors framed a
common problem. ‘Reverse salience’ refers to the point at which a particular technology
is being held back from developing further — the battery life of phones, for example. It is
often a point at which we see increased innovation and investment. ‘Closure’ refers to the
perception that a problem is ‘solved’ and is useful for understanding how different actors
or groups conceptualise problems and ‘good’ outcomes. Four of these workshops were
held at United Nations Internet Governance Forums in 2016,” 2017,% 2018° and 2019.'°
The fifth workshop was held as part of the UK’s inaugural ‘Living in the IoT’ conference
co-hosted by the Institute of Engineering and Technology and the PETRAS Cybersecurity
of the IoT research hub.!!

We also drew on the literature from Public Policy on ‘wicked problems’ — specifically
Daviter’s work on alternative approaches to governing them.!? This gave us a framework
for analysing how actors are approaching the challenges of cybersecurity of the IoT. This
was particularly useful because we were able to draw parallels between the governance
of cybersecurity and the climate which provided some avenues for comparison with
regard to ‘coping’ or ‘taming’ the perceived problem — as opposed to attempting to
‘solve’ problems.

Finally, guided by these concepts from SCoT and Public Policy, we carried out exten-
sive desk-based research. We conducted a comprehensive analysis of other research
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projects that sought to address the type of international security and governance problems
that we were concerned with. We looked at the research agendas of 58 projects from 26
countries to see where support for addressing this gap might be developed. The review
revealed a focus amongst research institutions, both public and private, in Europe, Asia,
Latin America and North America, on the technical, economic and social potential of the
IoT. Key areas of research were interoperability, innovative business models and data
management to ensure consumer trust. Few research projects focused on the security chal-
lenges, especially at scale, that the IoT would bring for states and the international
community.

This focus on problem framing is important because identifying how problems are
perceived, combined with the analysis of relative power dynamics, can be a strong indi-
cator of which ‘problems’ will be addressed.'* Overwhelmingly, through our work, two
factors emerged as important in the international discussions about the IoT. First, there
was considerable emphasis on how to extract maximum economic value from the IoT.
Second, there was a focus on ensuring that human rights were not undermined by perva-
sive surveillance.

These priorities are really a continuation of those that dominated the previous digital
age (characterised by the expansion of the Internet and the World Wide Web) and while
they remain relevant to international security in the Fourth Industrial Revolution, they do
not fully capture the challenges of the IoT. For the past three decades, the international
politics of cybersecurity has largely dwelt upon intellectual property theft, financial
breaches and attacks on critical infrastructure. This application of existing priorities to
new security vulnerabilities holds up only in the absence of critical input from the techni-
cal community. Once their voices and perspectives are introduced, the fragility of the
foundations upon which the international policy community has thus far discussed the
IoT quickly become visible. Improving this interaction between policy and technical
communities then, has global security implications that need to be considered. A starting
point for this argument requires some background of what exactly the IoT is and why it
matters for international relations.

The Internet of Things and International Relations

The IoT is not a new technology itself. Rather, the IoT refers to a set of interoperable,
emerging technologies such as machine learning, algorithmic decision-making, 5G
infrastructure and robotics. In 2012, the International Telecommunications Union defined
the [oT as ‘a global infrastructure for the information society, enabling advanced services
by interconnecting (physical and virtual) things based on existing and evolving interop-
erable information and communication technologies.’ It is a term that is currently most
often used colloquially to refer to household devices like smart kettles or fridges that are
connected to the Internet. This usage of the term tends to trivialise cybersecurity con-
cerns and reduce them to the everyday mundane.

In fact, the 10T is short-hand for much broader, complex ‘cyber-physical systems’ in
which we see three important elements. The first is a proliferation of sensors in the natu-
ral and built environment (also, increasingly on or within the human body) that collect
vast quantities of data (light, motion, temperature, etc.). Second, there are tools that
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analyse and make sense of those massive data flows. And finally, there are ‘actuators’
that, in response to the data analytics, make something happen in the physical world —
often without direct human interaction.'* The [oT will facilitate and hasten a transforma-
tion in how humanity sees itself, having implications for all relations (gender, racial,
biocultural, sexual) leading to an expansion in posthuman knowledge systems.'3

The main distinct features of the IoT that have implications for international relations
are the following.

The loT connects the digitial and physical worlds having clear effects on
the latter

Unlike past implementations of digital technology, the IoT is not abstract. Its influence
and implications go beyond connectivity, communications, online transactions and intel-
lectual property. The 10T is characterised by widespread, automated transactions that
generate effects in the physical world. And these effects can be in safety critical systems
like transportation system or implantable health devices.

For the last 30 years, there has been a deep divide within International Relations and
Strategic Studies literature as to the implications of digital technologies. ‘Cyber-sceptics’
have maintained that the absence of any potential for violence keeps this particular tech-
nological shift in the realm of civil society or law enforcement. (For coverage of these
debates about digital technologies and political violence, see Carr’s, ‘Cyberspace and
International Order’'®.) The kinetic effects of the IoT means that those arguments no
longer hold true. The IoT results in a blurring of the lines between safety and security
which is important for international relations — particularly international law.

The application of the international Laws of Armed Conflict (LoAC) to cyberspace is
an example of where existing mechanisms for managing and governing global security
have been pushed beyond their original point of usefulness. Although there has been
agreement amongst states that existing international law does apply in cyberspace,'”
states have been confounded by the challenge of interpreting exactly how it can be
applied, particularly LoAC. Key sticking points have been the difficulties associated
with defining an ‘armed attack’ and the ‘use of force’ in an abstract domain with little or
no kinetic effects. The 10T, with its physical, safety critical implications, will reshape
these debates that have been stalled trying to apply legal concepts developed for the
physical world to intangible, online only practices. The IoT returns us to kinetic effects
upon which LoAC was originally devised.

Data as global critical infrastructure

Cybersecurity in national critical infrastructure (transport, energy, communications, etc.)
has attracted plenty of attention in IR already because it has long been regarded as a key
target in conflict.'® Indeed, a prohibition against attacking critical infrastructure through
digital technologies has been the basis of two of the 11 proposed international cyber
norms that have come out of the UN Group of Governmental Experts on Developments
in the field of information and telecommunications (UNGGE) in the context of interna-
tional security.'

This focus on the protection of critical infrastructure continues to have relevance, of
course, but in the hyper-connected context of the 0T, data flows themselves become
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critical infrastructure rather than simply forming a mechanism to access or tamper with
more conventional critical infrastructure. A key feature of the IoT is the quite dramatic
increase in data generated. Predictions are difficult in a rapidly evolving ecosystem but
it has been suggested that that the IoT will generate 79.4ZB of data in 2025 (one zetta-
byte is equivalent to a trillion gigabytes).?’ Data sets can be globally generated and
aggregated in novel ways for different applications. Literally billions of IoT devices will
increasingly be embedded within public and private spaces to undertake performative
tasks. Weather data may be combined with pedestrian footfall data to help manage busy
public transport hubs. Either of those data sets (both of which appear to be benign) could
be tampered with thereby ‘polluting’ the aggregated data and potentially causing an inci-
dent or even accident in the public transport hub.?! The integrity of diverse data flows
can be central to safety issues when combined.

In globally interconnected and interdependent safety critical systems such as trans-
port, health, building management, etc., the integrity and security of data flows becomes
a global security vulnerability to be protected and/or exploited by state and non-state
actors. Given the significant vulnerabilities inherent in the IoT, which is not being imple-
mented with security prioritised, we are effectively building a global dependency upon
un-securable data flows.

Un-securable devices

A key element of the 0T is the proliferation of billions of sensors and actuators embed-
ded in our built and natural environment, our homes and workplaces, even our bodies
which will enable novel transhumanism to emerge. In many cases, these sensors perform
a relatively simple function; measuring temperature, light, movement, etc., and then
transmitting that data to an intelligent system. Cheaply produced in response to markets
that are struggling to respond to [oT consumer and industrial demand, these sensors can
be unobtrusive or invisibly fit within already small devices. (A motion sensor inside a
lightbulb allows the light to turn on and off in response to a person entering the space.)
As a consequence, these tiny sensors often do not have the capacity to carry the addi-
tional functionality required for conventional security mechanisms like software updates,
passwords or other access controls. At this current stage of the implementation of the
IoT, many devices are un-securable from the start; this is much more than a localised
technological problem for those devices.

This inbuilt insecurity generates international security concerns through two vectors.
First, the global supply chain for [oT devices and components is so complex that the same
care given to importing parts for safety critical systems (like automobiles, for example)
that we have exercised in the past will not be easily replicated in this context. In many
cases, [oT sensors and actuators are embedded in devices and systems managed by those
with little understanding of the potential vulnerabilities that could be exploited at the des-
tination implementation. Toy manufacturers, for example, have extensive knowledge
about the safe use of plastics, about the size of dangerous ingestible parts in age appropri-
ate toys, etc. But they do not typically understand data protection laws, the risks of record-
ing devices in different settings, and the implications of national surveillance regimes. In
2015, a doll equipped with a speaker, microphone, and Bluetooth transmitter allowed
children to ask questions that the doll would answer following an Internet search — just
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like using a Siri or Echo. The doll was found to have a security vulnerability that allowed
third parties to listen to the children and their families without detection and it was subse-
quently removed from the market.? In this way, both simple consumer devices and com-
plex industrial applications can become conduits through which physical harm can be
remotely actuated. Those designing and selling sensors and actuators cannot always know
what the eventual applications for their products will be and therefore, what the global
security implications might be. At an international relations level, the concern is not that
one vehicle loses its steering function but rather, that every black cab on the road in
London loses steering capacity at the same time. The scale is important here with predic-
tions of as many as 125 billion IoT devices by 2030.%

The second vector through which these devices impact on international relations is the
wider (and possibly more concerning) implication of connecting billions of insecure (or
un-securable) components and devices to our networks. Every one of these devices rep-
resents a gateway to the network to which they are connected. The IoT is often trivialised
in common discourse leading to questions like ‘why would anyone want to hack my
fridge?’ Questions like this belie the broader implications of consumer markets rapidly
producing, purchasing, and connecting un-securable devices to networks that do have
security significance. National and international initiatives of good security practice and
cyber hygiene that have been developed over the past two decades are seriously under-
mined by the IoT — almost to the point that they risk becoming ‘security theatre’?* rather
than security practices.

As the ToT becomes a meta-critical infrastructure upon which all other critical infra-
structures (energy, water, transport, financial services, etc.) depend, its complexity and
scale of interconnections (human and non-human) will increase. Multiple governance
regimes such as security, trade, environment, human rights, will be impacted in numer-
ous ways resulting in a multilevel, transnational, interconnected governance landscape.?’
The sub-problems to IoT: responsibility and liability for safety critical impacts, intellec-
tual property, lack of security of consumer devices, global supply chains, interoperability
and sustainability, each contribute to the governance conundrums.? It is here that the
work from Public Policy on understanding and dealing with ‘wicked problems’ provides
a useful basis for thinking through global IoT cybersecurity.

Governing wicked problems

The nature of twenty-first century global challenges such as climate change, pandemics
and cybersecurity, has prompted work in the field of Public Policy on ‘wicked problems’.
Wicked problems refer to those that are complex, interdependent, interconnected and
resistant to solutions. That means that rather than ‘solve’ them, we work instead to ‘tame’
them by dealing with a discreet aspect of a larger problem, or to ‘cope’ with them by
utilising existing institutions and mechanisms.?” This literature allows us to take a differ-
ent view, not only of our perception of problems, but critically, of what might be novel
or useful approaches to addressing those problems.

Wicked problems introduce unprecedented challenges for several reasons. First,
wicked problems are inherently destabilising.?® Typically, they will consist of several
sub-problems that have different consequences for both actors and context making any
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single policy approach ineffective. We already understand that cybersecurity is perceived
differently in different political contexts (notions of privacy, human rights, free speech,
etc.) but the IoT’s additional layer of insecurity coupled with a complex global supply
chain means that it becomes very difficult to imagine any single policy approach proving
implementable.

Second, not only are wicked problems difficult to comprehend, they are also difficult
to resolve. Ritter observed that a wicked problem is ‘one for which each attempt to create
a solution changes the understanding of the problem’.?* It is common for wicked prob-
lems to transform and morph into often more complex problems, with governance inter-
ventions frequently having unanticipated perverse outcomes that can compound the
impacts.’® For example, the transition to a decarbonised global economy can result in
new natural resource wars and ecosystem destruction as countries become locked into
supply chains for lithium.>' And sustaining a thriving data-based economy can under-
mine individual rights to privacy. The dynamic nature of wicked problems is com-
pounded by an increasing awareness and sensitivity to the interconnections between
humans and non-humans and an appreciation of how response measures can exacerbate
existing inequities and injustices for marginalised communities.

Third, wicked problems are increasingly transnational making cooperation amongst
affected states (and relevant non-state actors) essential to managing the impact. The mul-
tilevel, transnational, cross-sectoral interconnected nature of wicked problems means
that there are no simple governance or technical solutions.?? Ultimately, they are prob-
lems without an end, and ones that often only become more complex over time as the
world becomes more dependent upon the system itself and/or the emergent mechanisms
produced to cope with the original wicked problem (such as antibiotic drugs or the
Internet).

In an escalation of terminology that recognises gradients of wicked problems, we now
see the use of the term ‘super-wicked problem’. The term has increasingly been applied
to climate change but can also apply to the IoT. Super-wicked problems have four key
features: time is running out; the central authority needed to address the problem is weak
or non-existent; those who cause the problem also seek to create a solution; and hyper-
bolic discounting occurs that pushes responses irrationally into the future.’® Climate
change poses an existential crisis to the current global political economic system of a
magnitude that far exceeds the IoT. Climate change is resulting in differentiated impacts
upon peoples, especially vulnerable and marginalised groups (women, ethnic groups,
migrants, indigenous peoples and non-human species) in many countries who did not
contribute to the crisis. The IoT is frequently, alongside other parts of the emergent
cyber-physical global infrastructure, identified as key to mitigating and adapting to cli-
mate change through enabling more sustainable natural resource management. The
increased dependency on the [oT to address planetary environmental threats escalates the
need to ensure that the challenges the technology presents in and of itself are effectively
addressed. By not doing so, multiple interconnections will be open to insecurities previ-
ously unknown. To manage ‘super-wicked problems’ it is necessary to adopt a creative
hybrid approach to policy design, one that has emerged from ‘thinking outside the box’.

Both climate governance and global cybersecurity governance can be described as
‘polycentric’ systems — those in which we see diverse actors exercise considerable



400 International Relations 34(3)

independence to make norms and rules within a specific domain like a state or province,
a region, a national government or an international regime’.>* As such, polycentric sys-
tems can have multiple governing authorities at different scales. The authorities can take
many forms from technical associations to global corporations, non-governmental
organisations to governments.>> We see most benefit where there is effective coordina-
tion and collaboration within multilevel, multi-actor models, where they are more fluid
and less restrictive than formal state-centric multilateral approaches based on legally
binding rule making.3®

According to Black, a normative framework can help to support the emergence of
customary practice between all actors contributing to a more predictable and stable,
transnational, multilevel order.>” The rationale here is that stability and predictability can
foster more effective cooperation, resulting in a more resilient dynamic governance envi-
ronment in which innovation can be perpetually nurtured. In such conditions, as the
wicked problem morphs over time, it can continue to be managed. Overarching rules or
norms then, are important to effectively cope with global wicked problems.®

Establishing norms is a social process that requires agreement about what constitutes
acceptable behaviour amongst relevant parties.’® However, in climate or cybersecurity
governance, the sheer number and heterogeneity of relevant stakeholder configurations
can intensify questions of who should be involved in consultation and governance pro-
cesses.* It also intensifies the challenges of establishing and maintaining interconnec-
tions and communication across all kinds of intellectual and value-based divisions and
boundaries. Ostrom argues that in order to avoid the spectre of the Tower of Babel in
these settings, a common language framework is needed.*! Folke observes that for any
common language to be resilient in the long-term, all agents engaged in governance
processes must contribute to and share it.*?

Science communication has gained new currency through efforts to deal with the
2020 Covid-19 global pandemic but communicating complex scientific or technical
material to a non-specialist audience has long been recognised as key to sound, evidence-
based policy making.** Although climate governance is far from perfect, one factor that
has made a positive contribution to agreed outcomes is the mechanism for reaching some
consensus on the science behind climate change and proposed initiatives prior to diplo-
matic negotiations. Cybersecurity lacks this mechanism in general and that has always
been one of the impediments to more coordinated global governance of this issue. But,
as discussed above, the IoT exacerbates cybersecurity challenges and makes this all the
more urgent to resolve. Looking to other domains like climate governance, where knowl-
edge exchange instruments and processes are more mature, can provide impetus and
precedent for implementing similar practices here.

Science advice and communication in climate governance

As noted earlier, the IoT has many similarities to the challenges that have emerged
within the climate change context. In both cases, the problems are transboundary in
nature, occur at multiple levels across sectors, between institutions, and will impact
all actors, both public and private, in complex ways. Issues of accountability, respon-
sibility, liability and rights that the IoT raises for law and policy makers challenge
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established governance models. As with climate change, state centric, multilateral
governance initiatives on cybersecurity are encumbered by political legacy and are
unable to address the security complexities. However, we have seen some progress
in the context of climate governance that has yet to be matched in the context of the
IoT.

Over the last decade a polycentric governance approach to climate change, in which
multiple actors are involved in addressing the problem has emerged.** The most signifi-
cant milestone in this transition is the Paris Agreement to the UN Framework Convention
on Climate Change (UNFCCC). The Paris Agreement emerged in 2015 after two dec-
ades of multilateral struggle within the UN system where developed and developing
states were pitted against each other over debates about what constituted fair and equita-
ble governance approaches to mitigating against and adapting to climate change.* A
growing frustration with the perceived failure of the UN negotiations to arrive at an
agreement fuelled non-state actors’ initiatives and activities, including from those who
felt excluded from formal processes especially women, ethnic minorities, indigenous
peoples, and children. These actors independent and complementary processes had a
lasting legacy on the outcome of the formal UN process. In contrast to the top-down
structure of the UNFCCC’s Kyoto Protocol, adopted in 1997, the Paris Agreement has a
bottom up structure that formally recognises opportunities for non-state actors to be
involved in processes to reach zero net emissions by 2050.4¢ This is seen as an expression
of innovation in governing super-wicked problems with all stakeholders, not just states,
encouraged to engage more directly to achieving the overall objective.*’” Actors and sec-
tors that are significant greenhouse gas emitters such as aviation,* cities,* and forestry,*
set their own targets, standards and ambitions to contribute to the Paris Agreement objec-
tive. Critically, through its implementation framework, the Paris Agreement will facili-
tate monitoring and reporting processes that will help to build reflexive and agile
governance models based on data from a wider range of actors.

In the UN climate change governance model, technical advice is continually provided
to the climate change negotiations through the International Panel on Climate Change
(IPCC), and the Subsidiary Body on Science and Technological Advice (SBSTA). The
IPCC’s knowledge claims have underpinned the slow but steady push for global policy
action since the late 1980s. Key claims from IPCC reports inform the UNFCCC negotia-
tions, especially the annual Conference of the Parties (COP). Advisory bodies, such as
the SBSTA, also rely on the IPCC for scientific experts when invited by parties to draft
text on specific issues related to mitigation and adaptation policies and measures. The
IPCC collates peer-reviewed research in a format that is usable for negotiators, policy
makers, business and civil society and it has maintained a solid foundation for knowl-
edge sharing and the emergence of a common language, no matter how disputed the
findings may be for policy development.

This means that there is a common scientific language for negotiators to draw on at
the COPs and these knowledge sharing mechanisms have been fundamental to enabling
greater collaboration across a fragmented institutional and organisational landscape.
Indeed, the IPCC reports have an influence well beyond the UNFCCC negotiations.
IPCC reports, and the scientific data they draw on, also inform the policies and measures
of many other international environmental agreements such as those on biodiversity,
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pollution, as well as human rights and indigenous peoples’ approach to climate change
related issues. Also, numerous organisations focused on specific sectors and aspects of
climate change, for instance the World Trade Organisation, the International Civil
Aviation Authority, and the International Maritime Organisation use IPCC reports to
inform their climate related negotiations.

It is important to acknowledge that having a recognised foundation of best available
knowledge like the IPCC source does not prevent disputes over policy priorities and
regulatory approaches. Jasanoff has argued that the IPCC has ‘projected an impersonal,
apolitical and universal imaginary of climate change science that cuts against the grain
of common sense’ denying other sites of knowledge production such as indigenous peo-
ples.’! The IPCC’s ‘performative’ power that shapes fields of political possibility — to put
certain policy options on the table, while potentially obscuring others — is increasingly
becoming a significant source of social, economic and political contestation as the world
looks to decarbonise.*

These blurred lines between scientific advice and shaping the policy landscape are not
new — they have been evident in the context of digital technologies for decades and are
central to current work on science diplomacy.>* Despite the IPCCs flaws and with a full
appreciation of the underlying, and ongoing issues that have surfaced during its history,
the IPCC can become a reference point for future decision-making, knowledge exchange
and learning.>* It can also become a model for improving the technical support needed
by those involved in global security issues that take the form of similarly super-wicked
problems.

In the context of the IoT, a foundation for an international framework could yet
emerge to facilitate coordinating initiatives, establishing platforms for knowledge
exchange and capacity development. Yet the form that any international framework
might take will no longer necessarily mirror traditional international governance arrange-
ments such as treaties, conventions and declarations. An emergent polycentric govern-
ance model for the IoT and cyber physical technologies for the twenty-first century may
well not require the same institutional structures of those adopted by states in the late
twentieth century. What emerges from current and future multilevel and multi-stake-
holder initiatives may reflect the paradigm shift that Durante argues is taking place in
ICT in which the world is ‘moving from a State-based form of regulation towards multi-
agent and multi-level forms of regulation’.3

In the next section we demonstrate how a polycentric governance system is emerging
to address security issues in relation to the [oT but that the continued lack of coordination
of recognised technical advice (in part indicative of embedded differences between states
like the US, China and Russia) is holding back progress.

The loT and global governance of cybersecurity

States first seriously addressed cybersecurity related issues within a multilateral forum
after 1998 when the UN General Assembly passed a Russian-sponsored resolution
expressing concern that information and communication technologies (ICTs) could be
used for purposes that may ‘adversely affect the security of States’>® and ‘divert an enor-
mous amount of resources that are so necessary for peaceful creativity and
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development’.®” In response, the UN Committee for Disarmament and International

Security (the First Committee) which deals with disarmament and threats to the interna-
tional community, established a Group of Governmental Experts on Developments
(UNGGE) in the Field of Information and Telecommunications in the Context of
International Security in 2004. Subsequently, states regularly meet within the UNGGE —
always the five permanent members of the Security Council plus a growing list of increas-
ingly interested states. The primary focus during this time has been on avoiding state
sponsored cyber warfare and preventing escalation to a kinetic conflict.

One of the key achievements of the UNGGE has been the development in 2015 of 11
proposed norms of responsible state behaviour in cyberspace. Although the UNGGE
failed to reach consensus on how to progress those norms during the 2017 negotiations,
both Russia®® and the United States®® have subsequently sponsored UN General Assembly
resolutions calling for meetings between sovereign states to resume in order to continue
to focus on advancing international cooperation on ICT and cybersecurity issues.®® This
has been expanded to include the Russian initiative of the Open Ended Working Group
which allows all states to participate.

Within the UNGGE process, several countries have promoted the IoT as a separate
discussion point. However, they did so without tabling any concrete views on what it is
about the IoT that differs from, or additionally informs, the international cybersecurity
discourse.®! Other countries pointed out that without a clear understanding about whether
and how the emergence and proliferation of the IoT affects international peace and secu-
rity, there is no reason to address the issue in the UNGGE. The IoT has only featured in
three written submissions to the UNGGE. One expert specifically mentioned the IoT as
a low priority for the purposes of the UNGGE. Another expert emphasised that whatever
new technologies will be addressed, it is essential to keep in mind the determination of
threats to international peace and security deriving from Article 39 of the UN Charter.%?
The third expert wrote that (developing) countries will need assistance in developing IoT
related policies.

Those UNGGE participants that did appear to have more than a superficial under-
standing of the IoT still regarded it as too complex to discuss. At the fifth UNGGE in
2017 it was suggested that ‘new and serious threats are brought about by new technologi-
cal systems, notably by the IoT, autonomous robotic systems, ICT abuse in the political
interests on the cognitive levels etc.” and that experts were expected to discuss ‘norms
addressing new emerging threats, e.g. IoT".%® Importantly, a technologically advanced
country pointed out that the development of technologies, such as the [oT, may further
blur data jurisdiction in the future. However, the expert of this country concluded that
although an interesting academic issue, this was too complex an issue to discuss in the
UNGGE at this time. The interim conclusion of the UNGGE was to focus on continued
technological development and the growing technological divide rather than singling out
or addressing the IoT.

This sense of being overwhelmed by the implications of emerging technologies is
understandable — especially for those in domestic or international policy roles who may
have a complex portfolio or who may have transitioned into a cybersecurity role from an
unrelated previous post (or both). This is exactly where technical advice and support
becomes so important but in the UNGGE process, this takes place at a domestic level
rather than a joined up, international level. In an effort to inject some much needed
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technical literacy into the process, UNIDIR hosted a day-long meeting in August 2019 at
which technical experts and policy academics were asked to present high level introduc-
tions to some emerging technological systems — including the IoT.** Essentially though,
this forum remains devoid of any coordinated, agreed technical or science advice.

Recognising the need to incorporate more actors into discussions of global cybersecu-
rity, the UN Secretary General launched a Strategy on New Technology and established
a High-level Panel on Digital Cooperation (HLPDC) that included leading figures from
the international technology business community from the global north and the global
south.®> The HLPDC report was published in June 2019 and several governance
approaches to foster cooperation and collaboration were proposed.®® One concrete pro-
posal was for the UN Secretary-General to appoint a Special Envoy on Technology akin
to the UN Secretary-General’s Special Envoy for the 2019 Climate Change Summit
(which has subsequently happened) — a clear indication that the existing lack of technical
knowledge exchange that we have identified in our own research is becoming increas-
ingly seen as a limiting factor in global governance of emerging technologies. In May
2020, a Roadmap for Digital Cooperation was agreed to by the UN to implement the
HLPDC in which it was agreed the Special Envoy on Technology would be appointed by
2021 to facilitate capacity building, especially in developing countries.

For many, the attraction of the IoT is in capturing the economic value and exploiting
the potential of new business models. In 2017, the McKinsey Institute estimated that by
using the IoT to link the physical and digital worlds ‘up to $11.1 trillion a year in eco-
nomic value’ could be generated by 2025.% In an early effort to engage with this issue,
the Organisation for Economic Cooperation and Development (OECD) emphasised the
necessity of technical security if the economic value was to be fully harnessed in a 2016
report.®® The OECD’s report however placed more focus on individual products rather
than the potential economic instability that could result from the IoT being embedded
within critical infrastructure such as health, energy, and transport systems. Other forums,
such as the G7 and G20 have taken a similar approach to the OECD, focusing on con-
sumer products more so than critical infrastructure and the industrial IoT. However, the
coordination and joined up thinking necessary to approach a complex technological shift
like the IoT remains missing in these forums.

Some forums do explicitly bring together the policy and technical communities. The
UN Internet Governance Forum (IGF) is an annual event at which issues of global inter-
net governance and cybersecurity are discussed in a multi-stakeholder setting. While the
IGF does attract a good mix of technical, policy and industry participants, somewhat
frustratingly (although also predictably) they tend to cluster in likeminded groups rather
than using the opportunity to explore alternate perspectives. While some policy partici-
pants will use the opportunity to learn more about technical elements they are engaged
with, it is less common to have technical participants join in policy sessions. In effect, the
policy and technical communities can quite easily spend a week at the same venue and
rarely interact — an indication that proximity alone is not an adequate catalyst for real
interconnections.

In recent years, there have been plenty of technical sessions on the IoT and related
developments at the IGF. Perhaps one of the most significant policy relevant initiatives
emerged at the 2014 IGF, when a Dynamic Coalition on IoT® began to develop a ‘good
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practice’ paper to promote the ethical development of IoT. Through a multi-stakeholder
process including intersessional regional workshops and online forums the Dynamic
Coalition on IoT developed a draft ‘IoT Good Practice’ paper placing emphasis on pro-
cedural norms such as transparency, usability and accountability.”®

As a forum with no decision-making authority, the IGF sometimes struggles for rel-
evance. To some extent, we see a power shift away from this and other multi-stakeholder
Internet forums established in the 1990s by the US under a neo-liberal order. Yet European
preference for the IGF as an advocate of a rights-based model for cyber systems govern-
ance, including the IoT, remains high. This was evident when the President of France,
Emmanuel Macron, proposed that the IGF report directly to the UN General Secretary,
receive a budget (currently the IGF relies on donations) and help promote multilateral-
ism.” The future of the IGF will depend on developments out of its control. For now,
Europe appears to be taking it on to bolster its rights-based approach to cyber stability
including the IoT. Meanwhile the HLPDC’s Road Map for Digital Cooperation has the
IGF as the lead forum to build cooperation globally.

The International Telecommunications Union (ITU), a technical standard setting
body, was an early advocate of the need to consider the security of the IoT. The ITU does
provide space for the engagement of technical and policy groups, but the processes are
deeply politicised for a number of complex reasons — not least being the ‘one flag, one
vote’ principle that promotes lobbying of disinterested countries by major powers or alli-
ances. In addition, the ITU is a hybrid UN organisation which is member based and not
as transparent in its processes as other agencies. Access to materials is restricted so
important deliberations that will affect the governance landscape of the IoT globally,
based on different jurisdictional approaches, receives limited analysis by researchers.

One organisation that has adopted an assertive approach to addressing this govern-
ance gap in cybersecurity of the [oT is the World Economic Forum. The WEF has inte-
grated agendas on the environment, economy and technology to invest in research to
advance ideas that support a sustainable IoT.” As the founding organisation for the con-
cept of a Fourth Industrial Revolution, the WEF is keen, like many state and non-state
actors, to promote the potential transformative benefits of the [oT, not just economically,
but also socially and environmentally.”> With a vision of the interconnections between
these domains, the WEF also recognises the failure by states to address pressing issues
regarding digital technologies, security, and governance which hold back the secure
widespread adoption of these technologies.

In May 2019, working alongside major tech companies, multinationals, government
representatives, academics and civil society, the WEF established six Global Fourth
Industrial Revolution Councils, including one on the IoT, to guide multistakeholder col-
laboration, research and thought leadership. The initiative is indicative not only of the
WEF’s belief in cyber physical systems as fundamental to achieving sustainable future
economic growth but also that the international governance and legal system is not fit to
deliver the coordinating framework any time soon. Signalling its intent to prioritise this,
the WEF will intends to host a tier one summit in late 2020 — on the same level as the
annual WEF Davos meeting.

Such a circumvention of traditional international institutions at points of deadlock in
negotiations is not unusual. Forest certification emerged when international negotiations
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over an international treaty became gridlocked.” What could be different with this par-
ticular private sector governance initiative over emerging technologies globally is the
unprecedented scale and potential political, economic, social and environmental implica-
tions that such interventions could have. The absence of effective international leadership
in assuming responsibility for setting and steering the strategic governance design to cope
with the super-wicked problem of IoT security issues is becoming all too evident.
Particularly lacking is the necessary engagement with the technical sector which will be
essential if any significant progress is to be made to create a more cyber secure environ-
ment in the near-future.

Conclusion

Geopolitics remains as integrally linked to technological innovation as it ever did but future
collaboration on global ‘super-wicked problems’ may well be more problematic now as
interests are not so clearly aligned. In the first two decades of the twenty-first century, the
diverse interconnections between humans and non-humans at multiple scales across time
and space are coming to shape international relations responses to global problems. It is
clear that governing the IoT will not, indeed arguably cannot, take the same trajectory as the
one adopted to address climate change. Climate change governance had its foundational
roots firmly set within the state centric exclusive international relations systems. However,
those seeking to tame the ‘wicked problem’ of IoT cybersecurity can draw on the hybrid
manoeuvre which the Paris Agreement demonstrated to circumvent gridlock within state-
based negotiations to draw upon the potential of other vested interests, business especially,
to become part of a more diffused governance approach. Having a shared language such as
that provided by the IPCC would contribute to easing collaboration between the technical
community, businesses and government policy-makers.” The appropriate organisation to
fill this role is not immediately apparent though perhaps a UN digital technology advisor as
proposed by the UNHLP on Digital Cooperation would be one option as a first step.

What has become increasingly clear is that the mechanisms, forums and instruments
developed to address the global security problems of emerging technologies are not able to
cope with the demands of the last decade of technological innovation and are in no way
equipped to move forward into the next decade. The Paris Agreement broke the mould in
which it was cast: that being a state-centric hierarchical rules based top-down treaty. In
doing so, Falkner argues, it lay the foundations for a ‘the new logic of international climate
politics’.”® The Paris Agreement created spaces for the multiple interconnections that
existed globally to be made visible. It modelled a path for those impacted, not only by cli-
mate change but also by the response measures, to have their voices heard, to begin to
claim power, and to shape policy that addressed their own priorities — especially women in
developing countries, indigenous peoples and displaced peoples. Arguably, the same needs
to happen in the global governance of technology and it is the capacity for IoT systems to
result in physical harm that are most likely to be the catalyst for this transformation.

Governing the global security challenges that emerge from the IoT will call for state
level regulation, international coordination and the involvement of a broad array of other
public and private actors. Central to and essential to sound decision-making in this
sphere, will be much improved mechanisms for providing technical support to the policy
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community. We are not without precedent for significant progress in the mitigation of
global security problems. But it is clearly past time to stop looking over the same ground
within cybersecurity, strategic studies and international relations for inspiration to move
forward in the governance of emerging technologies. Multidisciplinary approaches are
essential at the academic level, bringing together computer science, engineering, eco-
nomics, diplomacy and legal scholars is an integral element to strengthening both techni-
cal and policy discussions in practice settings. How to do that effectively will be the
challenge of our time and achieving it will transform global cyber (in)security more
profoundly than any technical innovation alone.
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