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Abstract

On-lattice Kinetic Monte Carlo (KMC) is a computational method used to simulate (among others) 
physico-chemical processes on catalytic surfaces. The KMC algorithm propagates the system through 
discrete configurations by selecting (with the use of random numbers) the next elementary process 
to be simulated, e.g. adsorption, desorption, diffusion or reaction. An implementation of such a 
selection procedure is the first-reaction method in which all realizable elementary processes are 
identified and assigned a random occurrence time based on their rate constant. The next event to be 
executed will then be the one with the minimum inter-arrival time. Thus, a fast and efficient algorithm 
for selecting the most imminent process and performing all the necessary updates on the list of 
realizable processes post-execution, is of great importance. In the current work, we implement five 
data-structures to handle the elementary process queue during a KMC run: an unsorted list, a binary 
heap, a pairing heap, a 1-way skip list, and finally, a novel 2-way skip list with a mapping array 
specialized for KMC simulations. We also investigate the effect of compiler optimizations on the 
performance of these data-structures on three benchmark models, capturing CO-oxidation, a 
simplified water-gas shift mechanism, and a temperature programmed desorption run. Excluding the 
least efficient and impractical for large problems unsorted list, we observe a 3× speedup of the binary 
or pairing heaps (most efficient) compared to the 1-way skip list (least efficient). Compiler 
optimizations deliver a speedup of up to 1.8×. These benchmarks provide valuable insight on the 
importance of, often-overlooked, implementation-related aspects of KMC simulations, such as the 
queueing data-structures. Our results could be particularly useful in guiding the choice of data-
structures and algorithms that would minimize the computational cost of large-scale simulations.

Keywords: queueing systems, binary heap, pairing heap, skip list, first reaction method
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1. Introduction

A chemical reaction can be seen as the conversion of interacting molecules from reactant to 
product species via rearrangement of their atoms. The simulation of the dynamic evolution of such 
reactive processes can in principle be achieved by atomistic simulation methods like molecular 
dynamics (MD), whereby the numerical integration of Newton’s equations of motion resolves the 
trajectory of each atom in the system, under the effect of the chosen interatomic potential and 
boundary conditions. However useful this method has been so far,1 it is limited by the fact that 
accurate and stable integration requires extremely small time steps (~10-15 s) in order to capture 
atomic vibrations which, in turn, limits the accessible timescales to a few microseconds.2 Therefore, 
phenomena or processes that take place on longer timescales, e.g. slow (infrequent) chemical 
reactions, are inaccessible by MD methods. 

Kinetic Monte Carlo (KMC) is a stochastic computational method that, unlike MD, does not 
resolve the entire trajectory followed by individual atoms and molecules.3,4 In KMC, the motion of the 
molecules is spatially coarse-grained in the sense that vibrations, which are not of interest, are not 
resolved at all. What is of interest, especially in the field of catalysis, is the occupancy of each site on 
the catalytic surface, represented by a suitably defined lattice, and the statistics of transitions from 
reactant to product states. This crossing of states is simulated explicitly in MD along with all the 
vibrations that lead to it. In KMC instead, only the initial and final states are considered and 
information about the transition is provided as an input in the form of a rate constant. Given an initial 
surface (lattice) configuration, with occupied and vacant sites, the chemical system is propagated in 
time through a discrete set of configurations with known transition rates among the various states. 
This different simulation scope enables KMC to reach much longer timescales than what is achievable 
by MD methods.5,6 The stochastic nature of this method lies in the fact that only the transition rates 
among the different configurations are known and not their exact occurrence time; the latter is in fact 
a random variable that depends on the transition rate constant.

In general, kinetic Monte Carlo algorithms undertake the simulation of a trajectory that stems 
from the properties of the system under study. Regardless of implementation specifics, at every step 
of a KMC simulation we have a list of all the possible events that may happen on the lattice. We, then, 
need to randomly select an event along with its time of occurrence and execute it. Finally, we perform 
the necessary updates on both the lattice and the list of possible events. The bookkeeping of these 
procedures, namely the selection of a process, its execution and the post-execution updates, depends 
on the algorithmic implementation and is usually carried out using appropriate data-structures. For 
instance, Jansen has used a binary search tree to store the reactions while simulating systems with 
time-dependent rate constants.7 Later, Lukkien and co-workers developed three KMC methods and 
have used a binary tree to store the possible reactions.8 Along these lines, Gibson and Bruck developed 
another KMC algorithm relying on an indexed priority queue,9 which enables the retrieval of an 
arbitrary reaction in constant time. The same authors have also proposed the use of a complete tree 
data-structure with a divide-and-conquer search algorithm in order to achieve an execution time that 
scales logarithmically with respect to the total available reactions on the lattice. More recently, 
Chatterjee and Vlachos10 reviewed the available KMC algorithms along with the efficiency of the 
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various implementations. They report that implementations involving linear search on the data-
structure scale as O(Nqueue) with Nqueue being the total number of elements in the queueing data-
structure. They first report further extensions to the linear search such as the two-level and n-level 

linear search that scale as  and  respectively. The binary and hash-table 𝑂( 𝑁𝑞𝑢𝑒𝑢𝑒) 𝑛𝑂(𝑛 𝑁𝑞𝑢𝑒𝑢𝑒)
search are discussed as well. Chatterjee and Vlachos10 conclude that sophisticated search algorithms 
can result in significant computational savings. In addition, due to the fact that reaction occurrence in 
a lattice KMC affects only a limited number of neighboring sites, updates to the corresponding 
queueing data-structures are limited (“local updates”). Thus, exploiting this property also leads to 
computationally efficient simulations.

In the studies just noted, the main motivation behind the development of new data-structures 
for KMC was to improve the efficiency of the simulation, and this was shown to be achievable using 
some variant of a divide-and-conquer strategy (binary trees are essentially implementations based on 
this concept). However, a detailed comparative study on the performance of a wider variety and more 
modern data-structures as queueing systems for KMC is lacking. Such comparisons could be of interest 
to developers of kinetic Monte Carlo software, such as Zacros,11,12 SPPARKS,13,14 KMCLib,15 kmos,16 
EON,17 CARLOS,18 MonteCoffee,19 MoCKa20 for materials and catalysis simulations, or Dizzy,21 
StochPy,22 CERENA23 for biological reaction simulations, but also for users, who would like to adopt 
the most efficient implementations for their simulations. In this work, we present the implementation 
and comparison of four data-structures (i.e. the unsorted list, the binary heap, the pairing heap and 
the skip list), as alternative queueing systems for KMC simulations, and we further develop the skip 
list to address specific needs of such simulations. These four+one queueing systems are incorporated 
in the Graph-Theoretical kinetic Monte Carlo (GT-KMC) framework as implemented by the KMC 
software package Zacros.12,24 The performance of the queueing systems is evaluated using three 
different chemical reaction models: the Ziff-Gulari-Barshad (ZGB) CO oxidation model,25 a simplified 
water-gas shift (WGS) model based on Ref. 26 and a temperature-programmed-desorption (TPD) 
model of CO from a pure Cu surface.27 As a comparison measure, we use the time taken to simulate a 
fixed number of KMC steps with each of the different approaches. Aiming to assess the core 
performance of our algorithms in a variety of settings, we compile our code with and without 
optimizations and we present and compare results for both cases.

In the following sections, we present briefly the KMC method implemented by Zacros and the 
development and implementation methodology for the data-structures (Section 2). We then proceed 
with the description of the chemical models used to benchmark our queueing systems along with our 
results in Section 3. Finally, Section 4 summarizes our results as well as their importance, while we 
provide some useful generic guidelines on the choice of data-structures depending on the chemical 
system under study.
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2. Methodology

2.1. Kinetic Monte Carlo

The backbone of the on-lattice KMC method, schematically shown in Figure 1(a), consists of 
repeatedly identifying and randomly selecting a realizable elementary event among adsorption, 
desorption, diffusional hops and reaction on the surface as listed in Figure 1(c). Two widely used and 
statistically equivalent KMC implementations are the Direct Method and First Reaction Method, 
introduced by Gillespie in his seminal paper,28 on the stochastic simulation of coupled chemical 
reactions. The idea behind the Direct Method is to use two random numbers, one that picks the 
reaction r that is going to happen next and another that determines the time, τ*, when this reaction 
is going to occur. On the other hand, the First Reaction Method makes use of the intuitive idea that 
the next reaction to be executed has to be the most imminent one, namely the one with the smallest 
waiting time. Therefore, a tentative reaction time τi is generated for every possible reaction i. Then, 
the reaction to execute and its occurrence time are both determined by picking the minimum time, 
τ*, among all the reaction times τi. These two methods are able to stochastically simulate a system 
exactly and are equivalent,28 in the sense that the pair (r, τ*) in both methods is drawn from the same 
probability distribution. Zacros12,24 implements the First Reaction Method, which is described in more 
detail below.

Label Lattice Process
1 Desorption from site 1
2 Diffusion 1  2
3 Diffusion 1  4
4 Adsorption to site 2
5 Adsorption to site 3
6 Adsorption to site 4
7 Desorption from site 5
8 Diffusion 5  6
9 Diffusion 5  8

10 Diffusion 5  4
11 Diffusion 5  2
12 Adsorption to site 6
13 Adsorption to site 7
14 Adsorption to site 8
15 Adsorption to site 9

Figure 1: (a) Flowchart of the KMC method. (b) Non-periodic square lattice with sites 1 and 5 being 
occupied by an adsorbate. (c) List of all realizable elementary events of the lattice shown in (b).

(a)

3 6 9

2 5 8

1 4 7 (b)

(c)
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A KMC simulation is initiated by providing Zacros with an appropriate representation of the 
catalytic surface in the form of a lattice (e.g. as the one shown in Figure 1(b)), as well as an ensemble 
of chemical reactions along with the relevant reaction rates and energetic contributions to the lattice. 
Next, all elementary events are identified, as listed in Figure 1(c), and for each one of them a random 
occurrence time ti is generated as

(1)𝑡𝑖 = 𝑡𝑐𝑢𝑟 ―
1
𝑘𝑖

 ln(𝑢)

where tcur is the current KMC time (in the beginning tcur = 0), ki is the kinetic rate constant of that 
particular elementary event and u is a uniform random number in the range (0, 1). Subsequently, the 
minimum time among all the reaction times is retrieved and the reaction that it corresponds to is 
executed. Reaction execution includes updating the state of the lattice and the occurrence times of 
the affected elementary events only.9,10

Computationally, one has to create a process queue to store the absolute occurrence times, 
generated via equation (1), of all the available processes, and identify their minimum along with the 
individual event it corresponds to. Then, the chosen event, j, is executed and the lattice state and the 
process queue entries are updated. Updating the process queue includes: (i) removing the elementary 
processes that are no longer realizable, (ii) detecting the new possible elementary processes, assigning 
each of them a random time and inserting it in the queue, and (iii) modifying the inter-arrival time of 
processes for which the rate constant changed due to adsorbate-adsorbate lateral interactions as a 
result of the execution of process j. This procedure is iteratively repeated until a termination condition 
is met, e.g. a final KMC time is reached or a predefined number of KMC steps have been simulated. If 
numerous lattice processes are stored in the queue and long-range interactions are included in the 
modelling mechanism, inserting, deleting and updating elements may become computationally 
expensive.

Throughout the course of a KMC simulation, all the elementary lattice processes have a unique 
identifier, their label, which is generated upon their insertion in the process queue. Moreover, each 
lattice process holds all the information needed for its execution: (i) the reactants involved and (ii) the 
products and the lattice sites on which the former have to be added post-execution. These lattice 
processes are always referenced using their unique label and for that reason the update and removal 
operations of the process queue, as highlighted in the previous paragraph, take as input the label of 
the lattice process that needs to be updated or removed. Such labels constitute extra information that 
needs to accompany the occurrence time of each lattice process; whenever not possible to infer the 
label indirectly, it has to be stored in the queueing system in a way described in more detail in the 
following section.

2.2. Queueing system data-structures

In this subsection, we present the main architecture of the data-structures implemented as 
queueing systems. For the skip list data-structure, we elaborate on the motivation for further 
development as well as the modifications to the original data-structure. In the following discussion, 
we refer to the occurrence times as elements, unless a different definition is given.

2.2.1. Unsorted list

The simplest way to keep track of all the occurrence times is to store them in a one-
dimensional array as they are being generated via equation (1). The array index serves as the 
elementary event identifier (label) since it uniquely describes an event. The retrieval of the minimum 
element requires to iterate over all the entries in the array, therefore, this operation scales as O(N) 
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where N is the number of elements the array contains. Given its label, removing an element is a 
constant time operation, namely, the time required to perform it does not depend on the size of the 
array. In addition, if no “gaps” are allowed in the array, that is, upon a removal, we move the last 
element to the position of the just-removed-element, then the insertion of a new element is done in 
constant time, since it is always inserted at the back of the list. Similarly, the modification of an existing 
value in the list is a constant time operation.

2.2.2. Binary heap

The binary heap (chapter 6 in Ref. 29) is a data-structure that belongs to the broader family 
of binary tree structures, in which each node has at most two children. In addition, the binary heap is 
always complete in the sense that all levels, with the exception of the bottom one, are fully filled with 
elements (Figure 2). Moreover, every node in the binary heap has “priority” over all its children, a 
property that makes the binary heap partially ordered. However, no other conclusions may be inferred 
regarding elements in different branches and different levels. Due to the partial order, the minimum 
element is always on the top node of the binary heap and its retrieval is a constant time operation.

A new element is inserted as a new leaf at the bottom level to the left-most position. If the 
new element has priority over its parent, the two elements are swapped (refer to the supporting 
information, section I, for graphical representation of the operation). These swaps restore the partial 
order of the binary tree in O(log2N) computational time. On removal of an element, the rightmost 
node of the bottom level replaces the removed node. Since it is likely that partial order is now violated, 
the previously last element is swapped by its current parent or the minimum of its children depending 
on the priority it has over them. Likewise, on update, the new value floats upwards or sinks down 
based on its priority over its parent and children nodes. Both operations exhibit O(log2N) execution 
time scaling.

Since the binary tree is complete, it can be implemented using an array instead of pointers 
(see supporting information, section I); therefore, each element (occurrence time) has a unique index 
that serves as the element identifier, just like in the case described in subsection 2.2.1. Nevertheless, 
this array index does not correspond to the lattice process label. Other supporting arrays are used to 
ensure a one-to-one connection between a lattice process, its occurrence time and its position on the 
binary heap, equivalently, its position on the 1-D array representing the binary heap (refer to 
supporting information, section I for more details). Given its label, any element is retrievable in 
constant time and therefore no additional overhead is incurred on the update and removal operations.

Figure 2: A binary heap with 10 elements where the 
bottom level is incomplete.

0.2

0.5 0.7

0.8 1.8 1.0 1.7

7.1 0.9 2.3
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2.2.3. Pairing heap

The pairing heap, introduced by Fredman and co-workers,30 is a heap data-structure in which 
elements are stored partially sorted. Unlike the binary heap, the pairing heap allows for an arbitrary 
number of children per node as illustrated in Figure 3. However, due to this shape flexibility, the notion 
of completeness does not apply to the pairing heap; therefore, from the implementation point of view, 
a pairing heap requires pointers to connect the nodes. In addition, for an efficient implementation, 
the binary tree representation (chapter 10.4 in Ref. 29, 30) is often used (see supporting information, 
section II, for details). Direct access to elements is provided by an indexing array with pointers, in a 
similar manner as the indexed priority queue of Gibson and Bruck.9

To insert a new element in a pairing heap, we compare its value with the value of the top 
node. If the value of the new element is smaller than the top node, then the new element becomes 
the top node, otherwise the new element is added as the left-most child of the top node. The insertion 
operation involves just a numerical comparison, so it is a constant time operation. Due to the partial 
order property, finding the minimum is a constant time operation as well.

The deletion operation requires reconnecting together all the children (single nodes and 
entire subtrees) of the deleted node. However, the order in which the tree recombination is carried 
out is crucial for performance as discussed in Ref. 30. Five different variants are presented in Ref. 30 
and in our implementation we have chosen the two-pass-in-opposite-directions variant (as illustrated 
by Fig. 7 in Ref. 30). It can be proved30 that the removal operation runs in O(log2N) amortized time.

The update operation, namely, the modification (increase or decrease) of an existing value of 
the pairing heap, can be implemented as a removal following an insertion operation. Therefore, it also 
has amortized time complexity O(log2N). Observing that increasing a value may not violate the partial 
order property if the node of interest has no children, we are able to perform the update operation in 
constant time at the cost of checking whether the node whose value is to be decreased has a child or 
not.

0.2

0.5 0.7

0.8 1.8 1.0 1.7

7.1 2.3 5.4

1.9

2.5

15.1

Figure 3: A pairing heap representation.
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2.2.4. Skip list

The skip list is a fully ordered, linked list based data-structure proposed by W. Pugh as a 
probabilistic and simpler alternative to balanced trees.31 Figure 4 illustrates a simple skip list 
containing six elements. The bottom layer is an ordinary linked list, where every node points to its 
next one in the queue. Removing an element from a linked list requires the traversal of all the nodes 
preceding the element being sought for deletion. Similarly, inserting a new element requires the 
identification of its proper location. Therefore, the main idea behind the development of this data-
structure was to find a way to traverse a linked list as quickly as possible using a divide-and-conquer 
approach instead of sequential access.

This functionality is achieved by allowing the nodes to have variable height thus forming 
interconnected linked lists, which compose the levels of the skip list. The “higher-level” linked lists are 
sparser, as they skip progressively more and more elements of the original list. Thus, these different 
levels provide a shorter path (i.e. faster access) to the nodes further down the list, thereby accelerating 
the search, remove and insert operations. These operations are performed hierarchically, starting 
from the top linked list and continuing to the lower levels, enabling the skipping of a significant 
number of intermediate nodes. The above strategy (essentially a divide-and-conquer implementation) 
improves the amortized execution time of the search, insertion and deletion operations to O(log2N), 
where N is the number of elements in the skip list. The update operation, seen as a combination of a 
removal plus an insertion, also has an amortized execution time of O(log2N).

Each node stores the key value and one pointer per level, pointing to the next node in the 
linked list of that level. For our purposes, the key value is the time of occurrence of an elementary 
lattice process. As already mentioned, the skip list’s nodes may have heights greater than one, whose 
unitary increments are determined by independent identically distributed Bernoulli random variables 
with success probability . Therefore, the resulting heights follow the geometric distribution 𝑝 ∈ (0, 1)
with parameter p. Following the definition, the expected maximum number of levels an individual 
node may have is given as:

(2)𝐻𝑁 =  log1/𝑝 𝑁

Most often, a value of p=1/2 is used, which offers a good balance between speedup and memory 
requirements. Different applications may benefit from choosing a different value for p, for example 
1/4 or 1/e, as discussed in Ref. 31, by trading the search cost with storage cost.

The search operation starts from the topmost level of the head element and follows the 
forward pointers as long as the element being searched for is not overshot, supposing that it exists in 
the skip list. The search continues to the immediate lower level until the bottom level is reached and 
the element is found. If the element does not exist in the list, the search operation finds its 
predecessor and therefore the appropriate position to insert it. Deletion also uses the search 
operation to find the element to be deleted.

Figure 4: A simple skip list representation. The first and last nodes are termed head and tail 
respectively.
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Both insertion and deletion operations require that the rightmost pointer of every level in the 
search path is temporarily stored in an array, which we refer to as update_array in subsequent 
sections. These pointers are used to correctly connect the new node with the existing ones upon 
insertion or the remaining nodes upon removal. A more thorough description of the skip list data-
structure, its operations and pseudocode can be found in the original study.31

2.2.5. Developing skip list for KMC simulations

From the event scheduling perspective along the course of a KMC simulation, an efficient 
data-structure serving as the queueing system should incorporate effective implementations of the 
following operations:

a) Retrieval of the element with minimum key value. This value is the occurrence time of the 
next event, which is accompanied by a unique identifier / label that points to a lattice process.

b) Insertion of new elements. These new elements represent lattice processes that are created 
as a result of the previously occurred event.

c) Deletion of existing elements identified by their label (instead of their occurrence time as in 
the original skip list data-structure). The elements to be deleted represent the lattice 
processes that are no longer valid/realizable, for example, diffusion of a species that has 
desorbed in the previous KMC step.

d) Update of values that exist in the event queue. These elements represent events that are 
affected by a previously occurred reaction, as a result of changing the lateral interactions in 
the local neighborhood of the just-occurred event. An example of such a case would be 
updating the inter-arrival time of a desorption event as neighboring sites become more 
crowded and the spectators exert repulsive forces to the desorbing molecule.

Aiming at improving the timing of the above operations in the context of a KMC simulation, 
we further developed the skip list data-structure. The insertion operation remains the same as 
originally proposed.31 However, the data-structure was heavily adapted in order to improve the 
efficiency of the deletion operation. The rationale behind the development as well as the algorithm of 
the modified operations are presented below.

By definition, a skip list enables the execution of the “retrieve minimum value” operation (a) 
discussed above, since the entries are fully sorted and the element with the minimum key value is 
located at the very first node, immediately after the head element. We modify the node’s structure 
so that the unique element identifier, i.e. the label, is also stored within the node in addition to the 
key value. In the KMC context, this minor modification enables finding both the lattice process label 
and the time of occurrence in the most efficient way, i.e. in constant time, O(1).

As mentioned further above, deleting an element from a skip list, given its key value, requires 
searching for it, at a cost of O(log2N). However, if we wish to delete an element that is described by 
its label rather than its key value, as per operation (c) above, the situation is even worse, since skip list 
is fully sorted based on key values and not the labels. Searching for a specific label would require 
accessing all the nodes sequentially, thereby causing the deletion operation to scale as O(N). The need 
to search elements in the process queue by their label comes from the fact that when a lattice process 
is executed in Zacros (or other KMC implementations), certain subroutines provide the labels of all the 
lattice processes which are eliminated (becoming obsolete) as a result of the “ongoing” process. Thus, 
the lattice processes affected by e.g. a diffusional hop, are given by their label, and using this label, 
one is able to find their occurrence time.
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10

To enable deletion of an element given its label, we created an auxiliary array, called 
mapping_array, which provides access to the skip list’s elements by label in ascending order. Each 
entry of the mapping_array is a pointer to the corresponding element of the skip list as shown in 
Figure 5. It is now possible to retrieve in constant time the element with label j (where j corresponds 
to a lattice process) by evaluating mapping_array[j], without going through the whole skip list. For the 
deletion operation to be fully functional, the skip list is turned from a singly linked-list based into a 
bidirectional linked-list based. Each node now retains information about its forward nodes but also its 
backward nodes. Reconnecting the remaining nodes after a deletion is possible using the backwards 
node instead of the update_array. Algorithm 1 presents the core of the deletion operation; looping 
over the levels of a node and performing reconnections. Through these modifications, the deletion 
operation is performed in almost constant time, O(1), since only a few node reconnections, with an 
upper bound of 2×HN, are needed.

Referring to the operation list at the beginning of this subsection, the insertion operation (b) 
is also adapted according to our modifications. Upon the creation of a new node with key value t and 
label N+1, the pointer mapping_array[N+1] is connected to the new node. Necessary operations are 
performed so that the backward pointers of the new node, as well as those of its following node, are 
connected (refer to Algorithm 2 and Figure 6). It is important to emphasize that all the pointers are 
pointing to the whole node (illustrated as grey rectangles in Figure 5) and not at an individual level of 
a certain node. We now proceed to discuss the insertion procedure in more detail with reference to 
the numbered lines of Algorithm 2 and Figure 6, which represents the operation graphically. Once the 
new node is created (Alg. 2, 2-4) and its position in the skip list is identified (Alg. 2, 5-6), the next step 
is to connect it with its predecessor and successor nodes. At first, the new node is linked to its previous 
node via the update_array (Alg. 2, 7.1) which stores the rightmost pointer of every level in the search 
path. Likewise, the link to its next node is obtained from the update_array (Alg. 2, 7.2). Then, the 
previous node is redirected to point to the new node (Alg. 2, 7.3). Finally, the backward pointer of the 
next node is redirected to point to the new node as well (Alg. 2, 7.4).

Figure 5: Schematic representation of the developed skip list-based data-structure. Nodes are 
represented by grey rectangles. The green cells contain the key value while the orange ones contain 
the corresponding label. The mapping_array is represented with yellow color and provides direct 
access to elements identified by their label. The first (head) and last (tail) node serve as “guard” nodes 
and they have only forward and backward pointers respectively. Levels are numbered from bottom to 
top.
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3
2
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Page 10 of 28

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



11

Following the insertion and deletion operations, the update operation, which is a combination 
of a removal and an insertion, benefits from the improved deletion algorithm. In the following 
sections, we refer to the developed data-structure described above as 2-way skip list while we refer 
to the original skip list-based queueing system by the name 1-way skip list. These names originate 
from the direction of the pointers of each data-structure.

Delete(x)

1) temp → mapping_array[x]

2) for i:=1 up-to height(temp) do

2.1) temp.backward[i].forward[i] → temp.forward[i]

2.2) temp.forward[i].backward[i] → temp.backward[i]

Algorithm 1: Delete the node with label x.

Insert (list, new_key, new_label)

1) current_list_level := height of the tallest node in list

2) height := random_height()

3) new_node → create_node(height, new_key, new_label)

4) mapping_array[new_label] → new_node

5) temp → list.head

6) for i:=current_list_level down-to 1 do

Figure 6: Reconnection of the nodes upon insertion of the element with key value of 0.24 and label 11. 
Top panel: a part of the queue with the initial connectivity. Bottom panel: connectivity of new pointers 
after insertion of the new element. The numbered arrows, (7.1)-(7.4), represent the links created by the 
respective code lines in Algorithm 1. The rest of the pointers are omitted for visual clarity. Green cells 
correspond to key values; orange cells to labels.

87
0.23

31
0.29

11
0.24

87
0.23

31
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6.1) while temp.forward[i].key < new_key do

6.1.1) temp → temp.forward[i]

6.2) update_array[i] → temp

7) for i:=1 up-to height do

7.1) new_node.backward[i] → update_array[i]

7.2) new_node.forward[i] → update_array[i].forward[i]

7.3) new_node.backward[i].forward[i] → new_node

7.4) new_node.forward[i].backward[i] → new_node

Algorithm 2: Insert a new elementary process to the list with new_key and new_label as the key and 
label values respectively.

2.3. Implementation

The data-structures described above were implemented in Zacros (a Kinetic Monte Carlo 
software package written in Fortran 2003 for simulating heterogeneous catalysts), as alternative 
queueing systems for the first reaction propagation method. For further details on the structure of 
the KMC software package, we refer the reader to Ref. 24,32. Further to the algorithms already 
presented, a few language-specific additions were incorporated to make the data-structure 
operational and efficient; nevertheless, the generality of the above algorithms remains unaffected.

3. Benchmark models, results and discussion

In this section, we compare the performance of the queueing systems presented in section 2, 
which were implemented in KMC software Zacros. In order to evaluate the efficiency of these data-
structures as queueing systems, benchmark KMC simulations were performed for three simple, yet 
representative chemical reaction systems: the first two in stationary conditions and the third one in 
non-stationary conditions. The simulations were performed on an Intel(R) Xeon(TM) E5-1620 
processor, running at 3.60 GHz, with 8GB of RAM, under the Ubuntu Linux operating system, version 
18.04 LTS. The Zacros source code was compiled for serial execution (the OpenMP directives, although 
present, were not processed) using the GNU Fortran (GFortran) compiler, version 8.3.0.

We would also like to investigate the effect of compiler-induced optimizations on the 
performance of our queueing systems, because the data-structures we implement differ in their 
building blocks and compiler optimizations may be able to transform certain operations into a more 
efficient executable code. In particular, our data-structures are either array based (unsorted list and 
binary heap) or linked list based (pairing heap, 1-way and 2-way skip list), and compiler optimizations 
may have different effect on each one of them. Consequently, in order to assess and compare the 
inherent performance of the various queueing systems, two executables of Zacros were compiled, one 
with compiler optimizations off (option -O0 added during compilation) and the other one with 
optimizations on (option -O3). Although it is less likely that the unoptimized executable will be useful 
for production runs, the insights given might be helpful in validation of results, as well as in further 
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development of our software or the compilers. Thus, in the rest of the section, we present the results 
obtained from both the optimized and unoptimized executables of Zacros.

3.1. Stationary simulations

3.1.1. Ziff-Gulari-Barshad model system

The first model used is a continuous-time adaptation of the Ziff-Gulari-Barshad (ZGB) 
system,25 as discussed by Stamatakis and Vlachos (Section III.A of Ref. 24). The ZGB is a prototype 
surface-reaction model for the oxidation of carbon monoxide on a catalytic surface represented by a 
rectangular lattice. The elementary steps taken into account in the ZGB system are as follows:

𝐶𝑂(𝑔) +  ∗  →𝐶𝑂 ∗

𝑂2(𝑔) +  2 ∗  →𝑂 ∗ + 𝑂 ∗

𝐶𝑂 ∗ + 𝑂 ∗ →𝐶𝑂2(𝑔) + 2 ∗

where * denotes a vacant site on the catalyst surface, CO* and O* denote adsorbed species, and (g) 
stands for gas. The partial pressures of CO and O2 in the gas phase are taken as PCO = 0.525 and PO2 = 
0.475 respectively. Since the original algorithm by Ziff et al.25 operates in discrete time, the kinetic 
constants were carefully chosen to be appropriate for the continuous time simulation used herein. 
Summarizing the discussion of Stamatakis and Vlachos,24 the kinetic constants of the CO adsorption 
and the O2 dissociative adsorption are chosen to be proportional to PCO and PO2 as 10·PCO and 10/4·PO2 
respectively. The constant factor of 10 is arbitrary, and allows for adjusting the frequency of the events 
per unit time (rescaling of time). Thus, for the aforementioned values, CO adsorption would happen 
on average 10·PCO = 5.25 times per KMC time-unit for each empty lattice site. On the other hand, the 
1/4 factor in the O2 dissociative adsorption comes from the 4-fold coordination of each site on the 
rectangular lattice used for the simulations. Thus, for the given values, O2 adsorption would happen 
10/4·PO2·nen = 1.1875 times per KMC time-unit for each empty lattice site surrounded by nen empty 
neighboring sites (0 ≤ nen ≤ 4). The kinetic constant of the CO oxidation and desorption from the 
surface is taken much larger (1/4·105) than the other kinetic constants, so that the instantaneous 
oxidation assumed by Ziff et al.25 is reproduced.

3.1.2. Water-gas shift reaction model

The water-gas shift (WGS) reaction produces carbon dioxide and molecular hydrogen from 
carbon monoxide and water vapour:

𝐶𝑂 + 𝐻2𝑂→𝐶𝑂2 + 𝐻2

It has been the subject of intense theoretical research for the past 30+ years, which has focused on its 
accurate modelling and on the identification of the rate-limiting step(s) and the optimal reaction 
conditions.26,33-37 For our second benchmark, we use a simplified variant of the WGS model on Pt(111) 
presented in Ref. 26. The elementary steps taken into account are as follows:

𝐶𝑂(𝑔) +  ∗  ↔ 𝐶𝑂 ∗

𝐻2(𝑔) +  2 ∗  ↔ 2𝐻 ∗

𝐻2𝑂(𝑔) +  ∗  ↔ 𝐻2𝑂 ∗

𝐻2𝑂 ∗ +  ∗  ↔ 𝑂𝐻 ∗ + 𝐻 ∗
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𝑂𝐻 ∗ +  ∗  ↔ 𝑂 ∗ + 𝐻 ∗

𝐶𝑂 ∗ + 𝑂𝐻 ∗  ↔𝐶𝑂𝑂𝐻 ∗ +  ∗

𝐶𝑂𝑂𝐻 ∗ +  ∗  →𝐶𝑂2(𝑔) + 𝐻 ∗ +  ∗

𝐶𝑂 ∗ + 𝑂 ∗ →𝐶𝑂2(𝑔) +  2 ∗

where * denotes a vacant site on the catalyst surface, starred species such as CO*, H*, H2O* etc. 
denote adsorbed species, and (g) stands for gas. The partial pressure of the gas species, namely CO, 
H2O, H2 and CO2, are taken as PCO = 1.0·10-8, PH2O = 0.950 and PH2 = PCO2 = 0 respectively. The procedure 
for calculating the rate parameters is described in detail in the “Mapping DFT Energies to Zacros Input” 
tutorial webpage of Ref. 38 while the numerical values used in our simulations are provided in the 
supporting information, section III. 

3.1.3. Computational details

The simulations were performed on periodic lattices of increasing size up to a total of about 
106 lattice sites: starting from 20×20 up to 1000×1000 for the ZGB system, where rectangular lattices 
were used and from 10×10 up to 707×707 for the WGS model, where hexagonal lattices were used to 
represent the Pt(111) surface. For each different lattice size, the system being simulated was 
propagated in time until the surface coverages of the dominant species were fluctuating around 
constant values, i.e. until stationary behavior was attained. As the dominant species, CO* and O* were 
chosen for the ZGB model, and CO*, H* and H2O* for the WGS model, Then, 106 KMC steps were 
further simulated and the simulation clock time needed to execute these 106 steps was recorded for 
post processing. Initially, for every lattice size, five simulations were run, one for each of our five 
queueing systems. Then, we ran the previous set of five simulations three more times to ensure 
consistency in our benchmark results. In total, twenty simulations were run for a given lattice size. 
Worth mentioning, the various queueing systems produced numerically identical results, proving the 
correct implementation of the data-structures presented as queueing systems for KMC simulations. 
Lastly, both models presented above do not incorporate lateral interactions between adsorbates, 
therefore, during the simulations, there were no updates to the occurrence times of the process 
queue. Consequently, from the queueing system perspective, the update-an-element operation was 
never invoked. We will refer to this remark later on during the discussion of our results.

3.1.4. Results and discussion

The results from the benchmark simulations appear in Figure 7 where the simulation clock 
time, viz. the real-time taken to execute the 106 KMC steps while on stationary conditions, is plotted 
against the total lattice sites, NL. The top panels, Figure 7 (a) and (b), correspond to the runtime scaling 
of the ZGB system whereas the bottom panels, Figure 7 (c) and (d) correspond to the runtime scaling 
of the WGS reaction system. Both cases discussed above, with compiler optimizations disabled and 
enabled are presented in the left (Figure 7 (a) and (c)) and right (Figure 7 (b) and (d)) panels 
respectively, where each curve represents the average simulation time from four individual runs.

At the first glance, the benchmark results for the ZGB (Figure 7 (a), (b)) and the WGS (Figure 7 
(c), (d)) reaction systems appear almost identical. Indeed, the ordering of the queueing systems is 
largely the same: the computational expense of the unsorted list scales very quickly with the size of 
the lattice, making this the slowest queueing system followed by the 1-way skip list, the 2-way skip 
list, the binary heap and the pairing heap. As an exception to these similarities, the binary heap 
outperforms the pairing heap for the ZBG simulations in the presence of optimizations, as seen in 
Figure 7 (b). In addition, the differences in the runtimes (and the dissimilar y-axis time ranges) are to 
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be expected, as the runtime is system dependent. As an early conclusion, our results indicate that the 
performance of our queueing systems is generic regardless of the chemical system under study, as 
long as the queueing system related dominant operations are the same. We elaborate on the last 
point in greater depth below. Let us now discuss the performance of each queueing system and 
compare our results with theoretical expectations.

Referring to Figure 7(a) and (c), we verify the expected poor performance of the unsorted list 
queueing system due to its linear scaling with system size, O(NL). Indeed, this queueing system, 
however simple in implementation, is extremely inefficient in KMC simulations, whereby the find-
minimum operation (which is the inefficient one in this queueing system) is performed at every KMC 
step. For comparison purposes, we note that for the WGS system (Figure 7c), the unsorted list took 
9658.6 seconds to complete 106 KMC steps on a 707×707 lattice, whereas pairing heap (the fastest 
queueing system) completed the same simulation in 17.2 seconds and the 1-way skip list in 38.8 
seconds. Therefore, the speedups are 562× for the pairing heap and 249× for the 1-way skip list. 
Crucially, the latter exhibits logarithmic scaling with respect to the system size (compared to the linear 
scaling of the unsorted list). The developed 2-way skip list has logarithmic scaling as well, but is always 
faster than its 1-way alternative, especially for larger lattices. This time difference comes from the fact 
that the deletion operation takes constant time in 2-way skip list, in contrast to O(log2NL) time in 1-
way skip list. Furthermore, the binary heap and pairing heap share the same excellent performance, 
with the latter being constantly faster than the former by 4% in the ZGB and by 20% - 30% in the WGS. 
The constant time insertion of pairing heap has a crucial role in the observed performance, since it 
enables the pairing heap to outperform the array-based binary heap queueing system.

Apart from the unsorted list that exhibits linear scaling, and to which the following discussion 
does not apply, the other queueing systems exhibit logarithmic scaling with respect to the simulated 
system size. However, they differ in their multiplicative constant factor. The theoretical time 
complexities of the performed operations, summarized in Table 1, may clarify the observed 
performance. In both our benchmark chemical reaction models, only insertions and removals, but no 
updates, are executed during the simulation. Comparing binary heap and 1-way skip list, we observe 
that, while both have O(log2NL) time scaling on the relevant operations, their actual runtime differs 
substantially. In a binary heap of size N, at every insertion we perform at maximum log2N key value 
comparisons against the parent of the inserted key value. On the skip list, however, due to its 
probabilistic nature originating from the random assignment of levels to the nodes, the number of key 
value comparisons is at most N, the number of elements in the list. Nonetheless, this upper limit is not 
representative. What is more insightful, instead, is the average number of key value comparisons 
performed against existing values in the skip list, which is 3/2 log2N + 7/2, for a skip list with p=1/2, as 
reported by Pugh.31 These extra key value comparisons are also performed during deletion on the 1-
way skip list. Furthermore, the skip list is linked-list based, which means that its nodes are not likely 
to reside on a consecutive chunk of the computer’s memory. On the contrary, binary heap, being array 
based, occupies memory that is always consecutive, and thus might benefit from lower-level 
acceleration schemes, such as memory caching. To summarize, the skip list’s additional key value 
comparisons as well as its memory discontinuity incur computational overhead that accumulates over 
the large number of repetitions and largely contributes to the observed performance. 
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Queueing system Find minimum Insertion Removal Update
Unsorted List O(N) O(1) O(1) O(1)
Binary Heap O(1) O(log2N) O(log2N) O(log2N)
Pairing Heap O(1) O(1) O(log2N) O(log2N)

1-way Skip List O(1) O(log2N) O(log2N) O(log2N)
2-way Skip List O(1) O(log2N) O(1) O(log2N)

Table 1: Expected computational time scaling with respect to the system size, N, of the various 
operations of all the queueing systems implemented. The expected computational times of pairing 
heap and both variants of skip list are amortized times (denoted by italics).

Considering now the results from the compiler optimized variant, shown in Figure 7(b) and (d) 
for the ZGB and WGS systems respectively, we observe that the runtime scaling seems similar, apart 
from two important features. First, the runtime, shown in the y-axis, has dropped significantly for all 

Figure 7: Runtime scaling of the various queueing systems for simulating 106 KMC steps while on 
stationary conditions in the ZGB (top panels) and the WGS (bottom panels) models, with compiler 
optimizations disabled (left panels) and enabled (right panels).
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queueing systems. Second, the binary heap queueing system has outperformed pairing heap in the 
ZGB system. Let us discuss both in more detail.

Enabling the compiler optimizations had the expected outcome: reduction of the runtime, 
which implies that the compiler utilized sophisticated techniques and algorithms to execute the same 
operations more efficiently. The unsorted list benefits from optimizations only when small and 
moderate size lattices are used. For lattices larger than 100×100 the runtime of the optimized version 
is almost the same as the unoptimized one. Moving on to the skip list queueing systems, we report 
that both are, at least, 1.3 times faster than before (i.e. without optimizations) for both the ZGB and 
WGS models. Lastly, heaps are the most favored, since for the ZGB system, the speed up gain for 
pairing heap is 1.55×, whereas for the binary heap it is 1.75× (comparing panels (b) and (a) of Figure 
7). For the WGS reaction system, the respective speed up gains for the pairing and binary heap are 
1.65× and 1.85× (Figure 7 (d) vs (c)). Thus, in the presence of compiler optimizations, comparing the 
performance of 1-way skip list vs binary heap for the largest lattice size in the ZGB benchmark reveals 
an acceleration factor of 3.1× (Figure 7 (b)), while for the WGS benchmark, an acceleration factor of 
2.8× is obtained for 1-way skip list vs pairing heap (Figure 7 (d)).

The most interesting result from the above benchmarks is the change in the ordering of the 
pairing heap and binary heap queueing systems, in the ZGB model, when compiler optimizations are 
enabled. Since no changes were made to our code, we attribute this result, i.e. that binary heap 
becomes the most efficient queueing system, exclusively to the optimizations. It is very likely that the 
compiler used in this study (GFortran v8.3.0) is more capable in delivering very efficient machine-level 
instructions when dealing with array-based data-structures, such as the binary heap. On the other 
hand, the pairing heap, being a data-structure that heavily relies on pointers, would not benefit from 
such array-level optimizations. The above explanation is also reinforced by the observed speed up 
gains as reported in the previous paragraph. In the case of the WGS, the initial separation of the binary 
and pairing heap curves is substantial, as seen in Figure 7 (c), so that when optimizations are applied, 
the pairing heap is still the most efficient queueing data-structure, as illustrated in Figure 7 (d).

To summarize, the ZGB and WGS reaction systems used for benchmarks require no updates 
of the occurrence times due to the absence of lateral interactions. Therefore, only the insertion, find-
minimum and removal operations are executed during the simulation. When compiling with no 
optimizations, the pairing heap queueing system was the most efficient one, followed by the binary 
heap. As for the optimized version, the binary heap, favored by the compiler optimizations, becomes 
the most efficient queueing data-structure for the ZGB system, closely followed by pairing heap. In 
both versions, unoptimized and optimized, and in both benchmark systems, ZGB and WGS, the 2-way 
skip list is faster than its 1-way variant, showing that our development has had a positive impact on 
its performance. Nonetheless, the performance improvement was inadequate so that skip list could 
compete against the binary or the pairing heap.

Reiterating our early conclusions, and based on the above discussion, we note that the 
qualitative performance of our queueing data-structures is agnostic to the chemical system simulated, 
in the sense that it only depends on the execution frequency of the insertion, removal and find-
minimum operations. In turn, a single execution of these three operations depends on the size of the 
data-structure holding the occurrence times of all realizable events. In its own turn, the total number 
of realizable events depends on (a) the total lattice sites and on (b) the number of elementary steps 
of the chemical model, where the latter is the only information that uniquely identifies the chemical 
system under study. Information directly related to a chemical system affects the runtime only 
indirectly via the dependence chain just described. Based on these arguments as well as the similarity 
of the runtime scaling of the ZGB and the WGS reaction models, it is reasonable to expect that the 
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runtime scaling of the implemented queueing systems will be similar to the results presented above 
for all other chemical systems simulated, as long as these systems include no lateral interactions.

3.2. Non-stationary simulations

3.2.1. Temperature Programmed Desorption (TPD) model

We will proceed into discussing a set of benchmarks for a different chemical system, but let 
us first make a brief note on our motivation. The binary heap and pairing heap queueing systems store 
their elements partially sorted; on the contrary, both skip list variants are fully sorted. Also, the 2-way 
skip list has a constant time removal operation. In order to make full use of these two properties, we 
sought a chemical system in which only event deletions happen, as we know that the 2-way skip list is 
very efficient for this: O(1) vs O(log2N) for all other queueing systems.

To assess the previous rationale, KMC simulations were performed for a Temperature-
Programmed Desorption (TPD) model of CO from a pure Cu (111) surface. The only elementary step 
considered for the TPD model is:

𝐶𝑂 ∗ → 𝐶𝑂(𝑔) +  ∗

The partial pressure of the CO in the gas phase was set to zero in order to simulate ultra-high vacuum 
environment conditions. Since adsorption events are not taken into account, the reaction mechanism 
contains only the forward step of the above reaction. The rate constant of CO desorption is calculated 
from the Arrhenius equation parameterized by DFT calculations, which yield the adsorption energy 
and the vibrational frequencies for CO on the pure Cu (111) surface (refer to Section 2.3 by Darby et 
al.).27 The temperature dependence of the pre-exponential factor of the rate constant is taken into 
account in the KMC simulation using the following fitted function of T:

(3)𝐴𝑓𝑤𝑑(𝑇) = exp [ ― (𝑎1log (𝑇) +
𝑎2

𝑇 + 𝑎3 + 𝑎4𝑇 + 𝑎5𝑇2 + 𝑎6𝑇3 + 𝑎7𝑇4)]
where T is the temperature in K, and α1 - α7 are the parameters listed in Table 2. The units of these 
parameters are such that the exponent of equation (3) is dimensionless and Afwd is evaluated in units 
of s-1. Lastly, the occurrence times of desorptions are calculated by solving a non-linear version of 
equation (1) with the Newton-Raphson method; a detailed discussion on how occurrence times are 
calculated when rate constants are time-dependent is given by Jansen in Ref. 7.

Parameter Value
α1 6.535
α2 -2.762
α3 -6.300 × 101

α4 -7.076 × 10-2

α5 1.885 × 10-4

α6 -2.964 × 10-7

α7 1.957 × 10-10

Table 2: Parameter values for fitting the equation (3)

To carry out the TPD simulations and represent the Cu(111) surface, we used hexagonal 
periodic lattices for which the unit cell contains two sites and each site has a coordination number 
(number of 1st nearest neighbors), of six. We studied lattices of increasing size, starting from 100×100 
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up to 1000×1000. At t = 0 s, the temperature is set to 100 K and the whole surface is covered by CO. 
During the simulation, the temperature ramp was set to 1 K s-1 for 100 s to a final temperature of 200 
K and the coverage of CO* on the lattice surface was recorded at constant time intervals of 0.05 s. The 
clock time elapsed for the software to execute the necessary KMC steps was recorded and used as 
measure of comparison between the queueing systems tested. Similarly to the ZGB and WGS models, 
all the queueing systems produced numerically identical results, therefore, the difference in 
computational times is indeed a measure of their efficiency, since all the other operations in the 
simulation remain the same. At the post-processing stage, the TPD signal was calculated as the moving 
average of the instantaneous desorption rate, thereby enabling the determination of the temperature 
at which the CO desorption rate is maximized.

Our benchmark results from the TPD model are shown in Figure 8 and Figure 9 corresponding 
to the unoptimized and optimized versions respectively. Similar to the benchmarks under stationary 
conditions, we plot the simulation clock time against the total number of sites on the lattices used. 
Each curve in Figure 8 and Figure 9 represents the average simulation time from four individual runs. 
In addition, we normalize the simulation time, namely, we calculate the simulation time per 106 KMC 
steps and plot that quantity against the total lattice sites as shown Figure 10. The unsorted list is 
excluded from Figure 10 since its computational expense scales very rapidly and is out the range of 
that of the other queueing systems. The reason we normalize the running time of each queueing 
system in the TPD model is that the number of adsorbates on the surface is proportional to the KMC 
steps performed. Therefore, in the smaller lattices, the simulation executes less than 106 steps and 
using only the absolute simulation time (Figure 8 and Figure 9) would prevent us from being able to 
compare the performance between the stationary (ZGB, WGS) (Figure 7) and non-stationary (TPD) 
simulations.

A general observation drawn from Figure 8 and Figure 9 is that the scaling of all but the 
unsorted list queueing systems appears linear with respect to system size, i.e. the number of sites on 
the lattices; we elaborate on the reason at the end of the current section. It is evident that, in both 
unoptimized and optimized variants, Figure 8(a) and Figure 9(a) respectively, the unsorted list scales 
rapidly and becomes extremely inefficient as compared to the other queueing systems. In the 
unoptimized variant, Figure 8, the two heap-based queueing systems exhibit the same performance. 
In addition, the two alternatives of the skip list, being faster than binary and pairing heap, require 
approximately the same time to complete a given simulation. The two-way skip list appear slightly 
faster than its one-way variant though and the difference in their runtimes increases for larger lattices.

Moving forward to the results in the presence of compiler optimization (Figure 9), we observe 
that with compiler optimizations enabled and in accordance to our expectations, the performance of 
the queueing systems is improved. Furthermore, in line with previous observations on the ZGB and 
WGS systems, the compiler optimizations favor the binary heap over pairing heap. Indeed, both heap-
based queueing systems exhibit the same performance before optimizations are applied (Figure 8 (b)), 
whereas after optimizations (Figure 9 (b)), there is a notable difference between their runtimes, with 
the binary heap being around 11% faster than the pairing heap. As for the skip list based queueing 
systems, we observe that their performance is similar and their ordering is preserved, namely, the 2-
way skip list is still slightly faster than the 1-way variant. However, for all practical purposes, their 
performance is identical and both benefit from a 1.5× speed up with respect to their unoptimized 
counterparts.
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The normalized runtime with respect to the total lattice sites, illustrated in Figure 10, also 
verifies the above conclusions. The normalization of the benchmark results clarifies the behavior of 
our queueing systems especially in the region of smaller number of lattice sites. It is now clearer that 
the two-way skip list is consistently faster than the one-way skip list for the unoptimized variant 
(Figure 10(a)) whereas their difference in runtime becomes very small in the optimized one (Figure 
10(b)). Equivalently, pairing heap and binary heap perform the same in the absence of compiler 
optimizations (Figure 10(a)) whereas they are well separated in the presence of optimizations (Figure 
10(b)). In addition, the greater normalized runtime corresponding to small lattices indicates that the 
bottleneck i.e. the slowest operation of the Zacros software is not related to the queueing system. To 
better understand this, consider a TPD simulation on a fully covered 100×100 hexagonal lattice (20,000 
sites). The maximum number of KMC steps that can be simulated is 20,000, equal to the maximum 
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number of adsorbates on the lattice. The absolute simulation time of the above case using the binary 
heap (or any of the skip list-based) queueing system is 0.130 seconds while the corresponding 
normalized simulation time is 6.5 seconds. However, since the absolute simulation time obtained is 
very small, it is not representative of the queueing system because other internal procedures require 
more time to run and therefore, their contribution on the absolute simulation time dominates. On the 
other hand, for large lattices, the time required for all other procedures is becoming negligible as 
compared to the time of the queueing system related operations.

For the large lattices, the skip list-based queueing systems outperform the heap-based ones, 
a completely different outcome as compared to the ZGB and WGS results presented in section 3.1.1 
and in particular in Figure 7. The TPD reaction model benefits from the fact that the skip list stores all 
inter-arrival times fully sorted, the minimum one is located in the beginning of the queue and no other 
elementary events are added during the simulation. Therefore, the entries in the queue of realizable 
events are retrieved one after the other, with a small number of pointer reconnections necessary to 
ensure the queue’s proper connectivity. On the contrary, the binary heap stores the inter-arrival times 
partially sorted. After every event execution, namely finding the minimum and removing it from the 
queue since the corresponding event has occurred, the algorithm restores the partial order on the 
heap by performing element swaps (refer to section I of the supplementary information for a 
schematic representation of the process). In the case where the queue contains a very large number 
of elements, like the TPD model on large lattices, these frequent swaps incur an overhead on the 
simulation that accumulates and becomes measurable as shown by the “Binary heap” curves in Figure 
10. The same principle applies to the pairing heap as well: following the execution (removal) of an 
event, the pairing heap has to be rebalanced via operations that are responsible for the observed 
behavior shown by the curves labelled “Pairing heap” in Figure 10. It is also reasonable to assume that 
the rebalancing procedure on the pairing heap is not optimized at the same level as the swap 
procedure on the binary heap. Therefore, the former dominates the runtime and results in the pairing 
heap having the worst performance as compared to the two skip list-based queueing systems and the 
binary heap (Figure 9 and Figure 10(b)).
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Let us now discuss the observed scaling based on the theoretical time complexity of each 
queueing system. From the event scheduling perspective, only desorptions occur during the 
simulation and no other elementary events are added in the queue since adsorption is not considered. 
Therefore, once the simulation is initiated and every event is inserted in the queue, only the find-
minimum and remove-minimum operations are executed at every KMC step. In a lattice with N sites 
there will be a total of N adsorbates to desorb, hence, N KMC steps are executed. In the unsorted 
vector the pair of operations “find-minimum”- “remove-minimum” takes O(N) time and is executed N 
times. Consequently, we expect that the unsorted vector scales quadratically, O(N2). Indeed, our 
benchmark results verify the expected scaling (inset in Figure 8(a)). As for the binary and pairing heap 
queueing systems, the pair of operations mentioned above takes O(log2N) computational time. The 
simulation terminates after the execution of N desorption events, equivalently after N executions of 
“find-minimum”-“remove-minimum”, and hence the expected time taken is O(N log2N). This scaling 
behavior mostly resembles the linear scaling (refer to the supplementary information, section III, for 
a comparison) which is the one we obtained from our benchmarks, in particular, Figure 8(a) and Figure 
9(a). Lastly, the “find-minimum”- “remove-minimum” pair of operations takes constant time, O(1) in 
both skip list variants. That pair is executed N time, therefore, the expected scaling is linear O(N) which 
is what we observe in both Figure 8(a) and Figure 9(a).

Upon normalization of the runtime, presented in Figure 10, the scaling behavior changes. 
Binary and pairing heap are expected to scale as O(log2N), whereas in Figure 10 their scaling is mostly 
linear. It is very likely that we have to go to even larger lattices in order to see the logarithmic scaling, 
just like in either of the skip list curves in Figure 7(b) where a linearly increasing part precedes the 
slowly increasing part that compose the entire logarithmic function. As for the skip list-based queueing 
systems, the expected scaling is O(1), namely constant, since retrieval of the minimum element and 
its deletion does not depend explicitly on the size of the list. The skip list curves of Figure 10 exhibit a 
slight increase, however. This is due to the removal operation and more specifically due to the 
reconnections of the nodes that are bounded by HN in the one-way skip list and by 2×HN in the two-
way skip list, HN being the expected height of the skip list. The latter depends on the size of the skip 
list though (equation (2)) which makes our observation consistent with the theoretical analysis.

The advantage of running TPD simulations in very large lattices is portrayed in Figure 11 where 
the normalized TPD signal is plotted against the surface temperature. Since the signal is calculated as 
the derivative of the number of CO molecules desorbed from the surface with respect to time, the 
greater the number of molecules that desorb per unit time the better the obtained resolution is. Fine 
resolution is even more important in the presence of multiple desorption peaks, in which case the 
correct identification of the temperature at which the desorption rate is maximum, depends strongly 
on the quality of the simulated spectrum.

Figure 11: TPD signal from a) 20×20 and b) 600×600 hexagonal lattice

(a) (b)
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4. Conclusions

In this study, we compared various data-structures as queueing systems for the first reaction 
method of the KMC algorithm and we further developed a skip list based queueing system. In order 
to compare their performance in common ground, we implemented these five approaches in the 
Zacros software package and performed benchmark simulations using a CO oxidation model adapted 
from the ZGB study,25 a simplified WGS reaction model on Pt(111) based on Ref. 26 and a TPD model 
of CO on Cu(111).27 We also studied the effect of compiler optimizations on the computational time 
required to complete the benchmarks.

The unsorted list was found to be extremely slow, as expected, and thus unusable for 
production simulations. The binary heap and the pairing heap have the best performance in the ZGB 
and WGS models, which involve insertion and deletion of elements in the queue. Our data indicates 
that for such simulations, the heap-based methods could be viewed as equivalent with each other, as 
their relative efficiency depends on the system and the compiler optimization level. Regarding the skip 
list-based methods, even though the 2-way skip list consistently appeared to be slightly more efficient 
in our ZGB and WGS tests, the computational times are quite comparable with each other, so the skip 
list-based approaches could also be viewed as equivalent. We could potentially be more assertive in 
stating that the skip list-based queueing systems are less efficient than the heap-based ones, 
something that makes intuitive sense, since the skip list maintains a fully ordered list of elements, 
whereas the heap data-structures can only ensure partial ordering. In addition, the heap data-
structures, especially the binary heap, appear to be more amenable to compiler optimizations. Still 
though, skip lists could outperform heap-based queueing systems, e.g. for special cases of systems in 
which all events are scheduled in the beginning and are executed in that predetermined order. Our 
TPD model falls precisely into this category and therefore, the skip list queuing systems demonstrated 
superior performance for these simulations.

The 2-way skip list developed herein is used as a queueing system during a KMC simulation; 
its usability, however, extends far beyond the applications considered in this work. Any application 
that involves maintaining a large number of entities in a sorted manner with frequent access to 
arbitrary elements of this set may take advantage of our proposed design. In particular, choosing to 
adopt the 2-way skip list would leverage the conditional O(1) element retrieval, the O(logN) generic 
search and the O(1) element removal operations.

Any first-reaction method KMC implementation is, in one way or another, based on the 
following core operations: event identification and scheduling of realizable events, and execution of 
the most imminent process. Since KMC is becoming increasingly popular as a tool for understanding 
and predicting catalytic performance, optimal implementations for each one of the core KMC 
operations is of paramount importance. In our work, we focused on the efficient event scheduling, 
thereby evaluating existing data-structures and further developing a novel one (the 2-way skip list) for 
our purposes. The current work addresses the lack of benchmark studies of not-so-common data-
structures for KMC implementations in the scientific literature. Moreover, our benchmarks could 
serve as a guide for further development of KMC approaches and related software aiming at high 
efficiency. While these approaches were benchmarked in heterogeneous catalysis problems, they 
could be applied equally well to other KMC frameworks, simulating for instance diffusion in porous 
media,39 or intracellular reactions occurring in biological systems.9,40
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Supporting Information

Implementation details for the binary and the pairing heap with figures, formation energies and pre-
exponential factors for the Water-Gas Shift reaction, comparison of time complexity functions.

This information is available free of charge via the Internet at http://pubs.acs.org
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