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Abstract

The role of Synthetic Aperture Radar (SAP) in remote sensing is of 
paramount importance. Classically, compared with optical imaging 
sensors it has two main advantages: the imaging capability 
independent of weather condition, and the spatial resolution 
independent of the satellite altitude. Recently the utilisation of 
airborne BAR has given the opportunity to exploit new instrument 
concepts. In particular, multifrequency and multipolarisation airborne 
SARs have shown that improved information about the 
electromagnetic and geometrical properties of the imaged surface 
can be obtained. The main objective of this thesis is to show the 
potential of polarisation information in SARs, and in particular in the 
use of the Covariance matrix as a second order descriptor for 
multipolarised BAR images. The relation of the eigenvalues and the 
eigenvectors of the Covariance matrix with the maximisation of the 
power backscattered from two areas with different scattering 
properties is demonstrated applying the Rayleigh maximisation 
principle. Both for the Gaussian and Gamma clutter models, the 
potential in obtaining texture information of the span polarimetric 
image from the knowledge of the eigenvalues of the Covariance 
matrix is shown. The developed analytical tools are validated with 
data from multifrequency and multipolarisation BAR airborne 
campaigns. The definition of a new descriptor of the unpolarised 
radiation content is introduced and its performance compared against 
the minimum eigenvalue of the Covariance matrix and the 
polarisation signature pedestal height. Critical instrument aspects 
such as range ambiguity contamination, signal-to-noise ratio and 
alternative orthogonal waveform techniques capable of improving the 
sensor polarisation performances are also analysed.
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1. INTRODUCTION

1.1 Review of Spaceborne SAR Sensors

The synthetic aperture radar (SAR), together with the radar altimeter 
and the scatterometer, is one of the most important active microwave 
instruments for remote sensing. It was first conceived by Wiley in 
1951 [1], and since then the SAR has received increasing attention 
from the remote sensing community. Classically, compared with 
optical imaging sensor it has two main advantages: imaging 
capability independent of weather condition and spatial resolution 
independent of satellite altitude. The first property is due to the use of 
microwave frequencies while the second is a consequence of the 
SAR processing.

The first civilian spaceborne SAR was the United States' SEASAT 
which provided a proof of concept for radar imaging from space [2, 
3]. The instrument was designed for a lifetime of two years but due to 
a failure in the solar panel power system, its mission was reduced to 
three months (July-September 1978). Due to the lack of on-board 
recording capability, the SAR was able to operate only during the 
time periods when it was in view of one of the five ground stations 
equipped to receive its data, nevertheless it imaged a total area of 
126 million square kilometres. Both optical and digital processing 
techniques were developed for handling SEASAT data.

This first spaceborne SAR was followed in 1981 by SIR A [3], the first 
of three Shuttle missions devoted to the development of the basic 
phenomenological understanding and the related quantitative tools to 
analyse future Earth Observing System ( EOS ) data.



SIR A was essentially very similar to the SEASAT instrument: due to 
the short duration of the mission (around three days) together with a 
halved swath width with respect to the previous one, it was able to 
optically record the data on board so as to be independent of the 
ground stations locations.

In 1984 the SIR B was launched. The fundamental difference with 
respect to previous spaceborne SAR sensors was the multilook 
angle capability obtained with the use of a mechanically steereable 
antenna [3]. The main reason for using different incidence angles 
was the need to generate topographic maps from space. 
Unfortunately due to failures in the data downlink system and in the 
antenna signal connections, the objectives of the mission were only 
partially accomplished.

The next Shuttle mission SIR C / X-SAR, lunched in 1993 and 1994, 
had multifrequencies ( L, C, and X band) and multipolarisation (at L 
and C band) capabilities [4]. The L and C-band antenna were 
realised using active phased array technology and for the first time 
from space, was able to achieve reception of the entire Scattering 
matrix. The SIR 0  / X-SAR has been an experimental sensor of 
fundamental importance due to its unmatched flexibility and 
technology complexity. It is considered as the last step toward the 
long design life operational sensor EOS-SAR.

In Europe as well as participating in the third SIR mission with the X- 
SAR, the European Space Agency has launched in July 1991 the 
ERS-1 satellite which carries among other instruments a synthetic 
aperture radar [5]. The planned design lifetime is three years. After 
the first phase of the mission in which the satellite has been placed in 
a three day repeat orbit for validation and verification purposes, two 
different orbit repeat periods were chosen: 35 days for SAR and 176 
days for altimetry applications. A follow on mission, ERS-2, very



similar to ERS-1 has been started in 1995 to ensure data continuity 
to the remote sensing community.

In February 1992 the Japanese remote sensing satellite J-ERS-1 
was launched. After some initial difficulties in the SAR antenna 
deployment mechanism, the sensor is now functioning according to 
the design specifications. The main J-ERS-1 SAR characteristics are 
very similar to those of SEASAT except for a larger incidence angle 
properly tailored for geological application in order to avoid distortion 
due to height variation of the imaged surface.

In the frame of future planned SARs, an important role is occupied by 
the Canadian RADARSAT. This sensor, to be launched in 1995, will 
represent an extremely useful tool for testing new SAR operation 
modes such as the SCANSAR. In particular, this novel technique will 
permit an imaged swath width of the order of 500 Km. Beyond that, 
the unique possibility of rotating the SAR antenna on both sides of 
the orbital plane will permit the global coverage of the polar regions 
[6].

The main characteristics of the sensors previously described are 
listed in Table 1 in the next page. The presence of such a large 
number of spaceborne SAR realised or to be realised together with 
the proliferation of experimental airborne activities, clearly 
demonstrates the importance deemed by the remote sensing 
community to such an instrument.



SPACEBORNE SAR SYSTEMS

Seasat SIR-A SIR-B ERS-1 J-ERS-1 SIR-C / 

X-SAR

Radar-

sat

Frequency

(GHz)

1.275 1.278 1.282 5.25 1.275 1.25,5.3

9.6

5.3

Incidence 
angle (°)

23 50 15-64 23 38 15-55 2 0 -5 0

Polarisation HH HH HH VV HH MP(L,C)

VV(X)

HH

Antenna 

size (m)

10.7 X 

2.16

9.4 X 

2.18

10.7 X 

2.16

10 X 

1

11.9 X  

2.4

12X(3, 

.75, .4)

1 5 x 1 5

Noise eq. 

(T® (dB)

-24 -32 -28 -24 -20.5 - 40 ,-28 -23

Range 

res. (m)

25 40 25 26 18 10-30 10-100

Azimuth 

res. (m)

25 40 58-17 28 18 30 9 -100

Number of 

looks

4 6 4 6 3 4 1 -8

Swath 

width (Km)

100 50 10-60 100 75 15 -60 10-500

Altitude

(Km)

800 260 350,225 780 568 225 800

TABLE 1



1.2 Review of SAR Applications

The main SAR applications areas can be divided in four categories:

- AGRICULTURE and FORESTRY

- GEOLOGY

- OCEANOGRAPHY 

-SNOW and ICE

Due to the electromagnetic interactions between the transmitted 
pulse and the imaged surface, radar characteristics such as 
frequency, polarisation and incidence angle play an important role in 
the backscattering mechanism involved. In the next paragraphs 
examples of different SAR images will be presented, together with 
the relevant basic principles of scattering theory.

1.3 Agriculture and Forestry

The unique sensitivity of microwave frequencies to surface 
roughness and dielectric properties makes the SAR a sensor well 
matched to agriculture and forestry applications. The CO2 flux from 
deforestation is a fundamental parameter in the global carbon cycle 
and it is presently unknown. In the first 10-20 years, forests reach 
their largest biomass to better absorb the solar radiation. Because of 
this phenomenon the lower canopy cannot be detected by optical 
instruments and microwave wavelengths are well suited to this type 
of application. In particular, crop classification, soil moisture analysis, 
and forest map inventory are areas of recognised interest [7,8].

The backscattered electromagnetic field from an agricultural scene is 
usually seen as due to three different contributions: a component



related to the vegetation volume, a second one related to the soil 
surface and a last term describing the interactions between the 
surface and the vegetation volume. Their relative importance 
depends on the wavelength, polarisation and incidence angle of the 
SAR [9].

The soil surface scattering radiation is typically modelled, depending 
on the values of the correlation length (L) and the root mean square 
height ( o ) of the surface with respect to the radar wavelength, using 
physical optics (PO), geometrical optics (GO) or small perturbation 
method (BMP). Both PO and GO are different approximations of the 
Kirchhoff model. They are mainly based on the assumption that the 
surface correlation length is comparable with the radar wavelength 
(i.e. the surface is considered locally flat). No depolarisation effects 
are involved in these two cases. Typically the PO model finds quite a 
large application for small incidence angles, while the GO model is 
able to predict the backscattered field at a wider range of incidence 
angles mainly due to the larger roughness involved [10].

The BMP model follows the approach used by Lord Rayleigh in 
acoustics and further developed by Rice in electromagnetics. The 
surface is described as a sum of spectral components with the major 
contribution to the backscattered field due to the term satisfying the 
so-called Bragg resonance condition. Because of its resonant nature, 
the BMP is sensitive to the small scale roughness of the surface.
The lossy properties of the medium, often related to the moisture 
content, are taken in account with the introduction of a complex 
dielectric constant.

The figure in the next page, shows the regions of validity of these 
different models.



L /À

PO GO
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0.25

0.330.05 0.15

a / À

Fig.1.1 Regions of validity of scattering models, L is the correlation 
length and a is the root mean square height of the surface

Unfortunately these scattering models fail to cover roughness 
conditions that often occur in nature, and are incapable of predicting 
any crosspolarised components unless the BMP is extended to the 
second order approximation.

In the case of forestry applications several type of models have been 
used to describe the interaction between the vegetation volume and 
the soil surface. From several Scatterometer and BAR airborne 
campaigns, some general conclusions can be drawn: for frequency 
below 6 GHz and incidence angles smaller than 20 degrees, the 
main contribution to the backscattered energy is due to the soil 
surface, on the other hand in the presence of dense canopy for



higher frequencies and larger incidence angles the surface 
contribution is minimised. In this second case there is a strong 
component of backscattered unpolarised energy due to multiple 
scattering taking place in the vegetation volume.

In fig. 1.2 and fig. 1.3 two examples of agricultural and forestry 
images from the SAR 580 airborne campaign are shown [11]. The 
SAR 580 was a multifrequency (L, C, X bands) and multipolarisation 
(HH, VV, HV) instrument operating over a large range of incidence 
angles in order to optimise the radar parameters for different 
application areas.

In the first figure, different crop types are imaged with the X band 
SAR channel. Depending on the vegetation state of each field , the 
backscattering intensity varies. Indeed the lightest tones are 
associated with crop types (sugar beet and potatoes) with the largest 
vegetation volume at that time of the year. The darkest tones are 
mainly related to the soil surface reflectivity.

In fig. 1.3 the two airborne SAR images at L and X band respectively, 
demonstrate the need for a multichannel capability in order to 
measure the forest biomass. The imaged area corresponds to a 
combination of agricultural field and forest. The L band image shows 
a clear difference between the two, while the X band image due to 
the decreased penetration depth is only affected by the forest crown 
volume, therefore making the two different areas of very similar tone.
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Fig.1.2 SAR 580 image, X band, HH polarisation, agricultural 
fields (after M.G. Wooding, 1988)



B a

Fig.1.3 SAR 580 images, HH polarisation, forested areas 
and agricultural fields, A. L band B. X band 
(after M.G. Wooding, 1988)
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1.4 Geology

The main areas of interest in geology are subsurface, 
geomorphological and topographic mapping. The penetration 
capability of the SAR electromagnetic signal in very dry surfaces has 
been demonstrated during the SIR A mission. Indeed the imaging of 
old river channels, buried in few metres of dry sand cover in the 
Egyptian desert, was one of the most striking results of that 
experiment.

Topographic applications utilise techniques such as stereo imaging, 
or more recently SAR interferometry. In the stereo technique the 
same scene is seen from two slightly different positions, and through 
the image feature difference analysis, information related to the relief 
is retrieved. This technique is able to achieve accuracy of the order 
of ten metres, however for such precision it is necessary to have a 
very similar image quality, thematic characteristics (tone and texture) 
and illumination of the scene. The SIR B provided the first stereo 
images from space due to its multilook angle capability.

SAR interferometry uses the wave interference of two phase 
displaced images of the same area to determine topographic 
information. This technique can be exploited using an instrument with 
two antennas or using multiple satellite passes of a conventional 
SAR. Like most interferometric techniques the results are corrupted 
by 'phase wrapping'. To demonstrate the concept, several 
experiments have been performed using airborne dual antenna SAR 
and data from adjacent orbits from spaceborne SAR. The main 
conclusion has been that an instrument optimised for interferometric 
spaceborne application could be able to reach a height accuracy of 
the order of metres [12].

11



The use of SAR 'third dimension' techniques in geology applications, 
is a very promising tool to generate topographic global mapping with 
high spatial resolution and height accuracy independently of weather 
conditions.

1.5 Oceanography

The understanding of SAR ocean wave imagery is the subject of 
many scientific researches in the world. The study of the interaction 
of the transmitted electromagnetic wave with a moving target such as 
the ocean together with the use of coherent Doppler processing is 
obviously a very complex problem and several attempts have been 
made to explain it. The main sources of backscattered energy are the 
short gravity waves due to the resonant interactions with the 
microwave SAR transmitted signal (SMP scattering). However these 
waves will typically have wavelength smaller than SAR resolution 
and therefore their contributions will appear as a modulation of the 
reflected energy from larger swells and wind waves. Three theories 
have essentially been proposed to explain SAR ocean scattering: tilt, 
roughness and orbital velocity modulation [13].

The tilt modulation describes the scattering mechanism through the 
variation of the local incidence angle. This model is very sensitive to 
different transmitted polarisation and wave direction. Indeed it shows 
a larger modulation for horizontal polarisation and for wave travelling 
normally to the line of flight.

In the case of roughness modulation, the model considers the 
increased roughness on the forward face and the smoothing effect 
on the backward face of the large wave as the major cause of 
reflectivity modulation. This interpretation is therefore associated with 
the variation of the surface roughness spectrum in the Bragg 
resonance condition. This type of modulation is weakly dependent on

12



the wave direction and on the polarisation of the transmitted 
electromagnetic waves.

The orbital velocity modulation explains the scattering mechanism 
through the analysis of the extra doppler shift due to this velocity 
component in the SAR image formation. This effect is capable of 
modulating the scattering particle density and therefore the ocean 
reflectivity. This model is not able to justify the imaging of large 
waves travelling parallel or perpendicular to the sensor track. The 
figure below shows for the three different models considered, the 
different sensitivities to the angle between the line of flight and the 
wave direction.

ROUGHNESSM̂ODULATIONZo X

OUITAL VELOCITY 
^MODULATION

TILT \
MODULATION

90 45 0

Fig.1.4 Modulation dependence on angle between sensor track and 
wave direction (after C.EIachi and W.E. Brown, 1977)
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In general the three modulation effects will exist simultaneously and 
depending on the local wind condition and the relative geometry 
between the wave and the sensor, their contributions will vary.

The application of SAR in oceanography is not only limited to surface 
waves. Information on oil spills, internal waves, current patterns and 
bottom bathymetry have also been retrieved due to their capability of 
producing a surface signature in terms of relative velocity or surface 
roughness [14].

The potential of ocean oil spill detection using SAR was already 
demonstrated in the SE AS AT and SIR-A missions. To confirm the 
first qualitative results, a large amount of oleyl alcohol was 
discharged near the coast of Japan during the SIR-B flight. The spill 
was imaged by the SAR over a 1 km x 2.5 km area. The interaction 
of the alcohol with the sea surface simulated the damping effect of 
the oil on the small scale surface roughness. An example of this 
phenomenon can be seen in the SEASAT image in figure 1.5. The oil 
slick in the left corner of the image has a darker tone due to the 
decreased backscattered energy.

A very useful way to display SAR sea data is by the use of the 
directional wave spectrum. It shows the direction, the spatial 
wavelength and the energy of the sea waves in a wave number polar 
format. Typically it will exhibit a 180 degree ambiguity that is resolved 
through the knowledge of local wind direction. Due to the SAR 
imaging mechanism, there are several difficulties in extracting 
quantitative information from directional wave spectrum. The energy 
content is biased towards lower wave numbers and it strongly 
affected by the presence of speckle. The speckle filtering is a very 
critical issue due to the correlation from pixel to pixel induced by the 
SAR impulse response function. A filtering approach working directly 
on the SAR complex image has proved to be very successful [15]. A 
typical example of directional wave spectrum taken from the JPL
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multipolarisation airborne SAR is shown in figure 1.6. There is 
evidently a very large speckle component. A strong contribution from 
large wavelength can be identified. The small difference between the 
two polarisations is also remarkable [16].

The use of the SAR in oceanography is of paramount importance. 
Several important open questions remain in its capability of imaging 
azimuth travelling waves and in the modelling of the electromagnetic 
interaction. The importance of tilt modulation with respect to orbital or 
roughness modulation will certainly be explored with future advanced 
sensor due to their multifrequency, multiangle and multipolarisation 
capabilities.

15



Fig.1.5 Seasat image, oil slick near the island of Pantelleria, 
HH polarisation, L band (after M.G. Wooding, 1988)
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Fig.1.6 Directional wave spectrum, (a) VV polarisation,
(b) HH polarisation, L band, JPL multipolarisation 
airborne SAR (after L.M.J. Brown, J.A.Conway, 
J.T.Macklin, D.C.Brewster and N.R.Stapleton, 1989)
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1.6 Snow and ice

Most of the world's fresh water is frozen. The periodic mapping of 
sea ice distribution is of fundamental importance for the 
understanding of the global energy budget. Indeed both the heat 
fluxes from the sea to the atmospheric boundary layer and the fluxes 
of surface heat into the deeper ocean are strongly affected from the 
ice thickness [17]. Due to the high spatial resolution of the SAR, fine 
scale measurement of sea ice motion, type and concentration can be 
realised. First year sea ice has typically much higher surface salinity 
content and smaller roughness with respect to multi-year sea ice. 
Glaciers, river and lake ice on the contrary are practically pure ice 
and therefore with a larger volumetric scattering component.

The monitoring of the accumulation and melting of the seasonal 
snow cover is also very important due to its direct effect on the 
albedo and water balance. For these types of applications a 
multipolarisation and multifrequency SAR is highly desirable due to 
its intrinsic capability to explore anisotropic media at different 
penetration depths.

Figure 1.7 shows an example of the SAR capability in ice 
discrimination: the brightest zones correspond to thick multi-year ice 
and the dark areas are essentially first year icewThe SAR sensitivity 
to small scale surface roughness is quite remarkable.

The SAR has also found application in mapping the extent of glacial 
ice. Figure 1.8 shows an example of this capability using a SEASAT 
image of ice caps in Iceland. In the upper right corner the glacial ice 
can be recognised. The grey uniform tone is explained by the flat 
undisturbed surface ice. The light tone is probably related to specular 
reflection by the steep ice slope present at the edge of the ice caps.

(*) or open water
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Fig.1.7 Seasat image, multi-year ice (light tones) and new ice 
(dark tones), HH polarisation, L band,
(after M.G.Wooding, 1988)
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Fig.1.8 Seasat image of ice caps in Iceland, HH polarisation, 
L band, (after M.G.Wooding, 1988)
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1.7 SAR polarimetry

From the review of the major application areas the need for a more 
versatile SAR is evident in order to satisfy the scientific and 
commercial objectives. In particular, a multifrequency and 
multipolarisation SAR with variable incidence angle is highly 
desirable.

The potential of sensing the scene with different wavelengths will 
provide an improved understanding of the electromagnetic interaction 
mechanism. It will be of paramount importance for sensing the total 
vegetation biomass, in providing subsurface mapping capability, and 
in measuring the effect of small gravity waves with respect to the 
capillary waves in the Bragg scattering.

On the other hand the multipolarisation capability will allow us to 
have a complete vectorial picture of the scene. Any type of scatterer 
acts as a polarisation transformer; therefore in order to have a full 
understanding of the phenomena, the vectorial nature of the 
electromagnetic field cannot be neglected. The potential for 
separation and measurement of soil and vegetation moisture, the 
ability in classifying forest canopy using the crosspolarised channel 
information and the unique feature of detecting different scattering 
mechanism contributions in ocean and ice scattering makes the 
multipolarisation capability a need for future SAR sensors.

Most of the effort in SAR polarimetry has been devoted to the 
realisation of an instrument able to receive the copolar and 
crosspolar components of the backscattered echo. The proper 
combination of the receiving channels, together with an alternate 
polarisation transmission capability, has been used on the ground to 
synthesise any desired polarisation. A large variety of techniques has 
been applied on polarimetric SAR data in order to improve the 
interpretation of the information associated with the Scattering matrix
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or other more complex second order descriptors of the vectorial 
information.

The main objectives of this thesis are therefore to show the potential 
of polarisation information in SAR, and in particular in the use of the 
Covariance matrix as a second order descriptor for multipolarised 
SAR images. The application of the eigenvalues of the Covariance 
matrix for the characterisation of multipolarised SAR images will be 
presented together with the physical interpretation.

1.8 Summary of structure of rest of ttiesis

The second chapter will be devoted to the fundamentals of SAR 
theory. Speckle noise, azimuth and range ambiguities, bidimensional 
matching filter theory and SAR radar equation will be reviewed.

In the third chapter the basis of SAR polarimetry will be presented. A 
summary of scattering theories with application to experimental SAR 
polarisation signatures from airborne SAR campaigns will be shown 
in order to realistically demonstrate the theoretical results.

In the fourth chapter a detailed analysis of new applications of the 
Covariance matrix descriptor will be presented. The eigenvalues of 
the Covariance matrix will be analytically demonstrated to be 
associated with the intrinsic spatial variability of the span image, and 
the eigenvectors will be related to a Rayleigh quotient maximisation 
problem. Different ways to associate physical meaning to the 
eigenvalues will be shown (target randomness, unpolarised image 
content, polarisation matching capability).

In the fifth chapter the previously analysed approaches will be 
applied to experimental airborne SAR data. Several SAR images 
corresponding to different type of scattering mechanism will be 
considered. The effect of instrument anomalies, such as poor signal-
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to-noise ratio, antenna polarisation isolation and instrument 
reciprocity will be analysed. An alternative approach capable of 
deriving useful polarimetric information before SAR processing 
directly on raw data will be considered. Its potentials in correcting the 
lack of instrument reciprocity will be demonstrated.

In the last chapter the main results of the thesis will be summarised. 
The concepts with greatest potential will be highlighted and ideas for 
future research work will be proposed.

Although not quoted explicitly, references [104]-[111] are also 
relevant to this thesis.
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2. SAR THEORY

2.1 Matched filtering in SAR

A parameter of fundamental importance for remote sensing sensors 
is the spatial resolution. It is often expressed as the ability of the 
instrument in differentiating two closely spaced target of similar 
brightness. For a real aperture radar the spatial resolution is directly 
proportional to the transmitted wavelength X and the target range R 
and inversely proportional to the aperture diameter D. The human 
eye, being itself a real aperture (i.e. the pupil section), has a 
resolution of typically 3 metres at a distance of 10 km. To be capable 
of achieving the same resolution at microwave frequencies it is 
necessary to use antenna dimensions of the order of hundreds of 
metres. This is the fundamental reason why for remote sensing 
applications in order to have spatial resolutions at microwave 
frequencies of the order of metres, it is necessary to use a synthetic 
aperture approach.

The SAR uses a two dimensional matching filtering approach to 
resolve targets located inside the antenna footprint. In this 
application, the matched filtering is not used to optimise the signal-to- 
noise ratio (SNR), but only to achieve a required spatial resolution. 
To explain this fundamental concept, it is assumed in the following 
formulation that the system is linear, therefore the analysis can be 
limited to a point target without loss of generality.

The response of a linear stationary filter matched to an input signal s 
can be expressed as [18]:
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• + 0 0

y(t) = | s*(td-T) s(t-x) dx 2.1

where td is the time delay between the signal and filter impulse 
response function. The above expression represents the 
autocorrelation function of the signal s with respect to a reference 
delay time td- It is worthwhile to note that matched filtering 
corresponds to correlation processing. For t=td the output of the 
matching filter is equal to the energy of the signal s. Because the 
autocorrelation function is related to the signal power spectral density 
through the Fourier transform, for td=0 the matched filter output is 
linked to the Fourier transform S(f) of the input signal s(t) in the 
following way:

+00
2iy(0=| |S(f)rexp(-j2jcft)df 2.2

The above formula demonstrates that the output signal of the 
matching filter will have a significant contribution for a time 
proportional to the inverse of the input signal bandwidth B (under the 
assumption that S(f) has a more or less uniform behaviour). A simple 
proof of the previous consideration can be easily done by considering 
a constant magnitude spectrum |S(f)|=K over a bandwidth B centred 
at an offset frequency fg, then the filter output will take the familiar 
form:

y(t)=K%e-i2n fc t[? ! îg M ] 3.3

The next figure shows the normalised intensity of the previous 
expression for three different values of B.
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Fîg.2.1 Output intensity of the matched filter for a constant 
magnitude input spectrum with relative bandwidths:
B=1 thick line, B=3 normal line, B=10 dotted line

The width of the main lobe of the matched filter output depends only 
on the bandwidth of the input signal B, therefore the use of matched 
processing decouples the time resolution of the filter output from the 
duration of the input pulse. As important consequence of using a 
longer pulse length is the relaxation of peak power from the 
transmitting amplifier without affecting the detectability requirements. 
In order to exploit this technique, it is necessary to generate signals 
for which the time-bandwidth product is larger than unity. Classically 
in SAR a linear frequency modulated pulse or "chirp" has been 
employed for this task, mainly due its capability to remain phase 
matched for Doppler frequency shift affecting the radar received 
signal [18,19,20]. Indeed a small frequency translation of the 
received spectrum with respect to the signal bandwidth will mainly 
result in a modest decrease of the matched filter output peak 
amplitude (it can be demonstrated that the error due to the frequency 
translation approximation of the Doppler effect is negligible if the 
product of radar line of sight target/sensor velocity and the time- 
bandwidth product of the transmitted pulse are smaller than the 
velocity of propagation [18]).
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The amplitude spectrum of a chirp signal for time-bandwidth products 
larger than 100 contains approximately 98 per cent of the signal 
energy within the chirp frequency sweep B [19]. The figure below 
shows three amplitude chirp spectra for different time-bandwidth 
products [20].

Amplitude

/c-B/2 fc /c + B/2

Bxo-130

T T

Fig.2.2 Linear FM amplitude spectra for different time-bandwidth 
products (after J.C.Curlander and R.N.McDonough, 1991)

Therefore for time-bandwidth products larger than 100, as often is 
the case in SAR applications, a sharp cut off dispersive filter properly 
matched to the transmitted linear frequency modulation will very 
closely resemble the optimum matched filter. The output pulse 
envelope will follow the typical sin(t)/t form, consequently the amount
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of the input signal energy not allocated in the compressed pulse 
length will appear in the sidelobes of the matching filter response. It 
is interesting to note that since thermal noise is characterised as 
samples from a white stationary Gaussian process, it will remain 
uniformly spread over the uncompressed pulse length. The matched 
filter will essentially concentrate the input signal energy on a shorter 
time interval 1/B with an associated increase in SNR (compression 
gain) and a corresponding degradation outside the compressed 
pulse length.

In the case of a multitude of adjacent point targets, the matched filter 
processing will enable them to be resolved for differential time delay 
larger than 1/2B (note the factor 2 is necessary because of the two- 
way propagation of the radar), however, due to the overlapping of 
sidelobes belonging to adjacent resolved targets, the SNR will 
essentially remain unchanged (in other words the decreased 
reflecting area due to the improved resolution will balance the 
compression gain in the SNR).

The SAR, to resolve scatterers inside the antenna footprint, must 
generate a coherent frequency variation over each target. In range 
this is achieved on a single pulse basis using a chirp pulse radar 
approach, in azimuth it is necessary to use the information related to 
several transmitted pulses and the sensor motion. If the SAR is flying 
along a straight line x according to figure 2.3, the reflected signal is:

E = A exp(-j2Kr) = A exp(-j2wr/c) 2.4

where c is the velocity of propagation, w  is the radar radian 
frequency (note the term exp(jwt) is implicitly assumed in all the 
formulae).
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Fig.2.3 Synthetic Aperture Radar along track geometry 

The spatial frequency of this signal is:

fg = ^  (d0 /dx) = -2f/c
2n i  x2 +h^

and the total azimuth spatial frequency variation is :

Bs = (4f/c) sin 0

2.5

2.6

This parametric variation of the spatial frequency versus angle can 
be easily translated into the classical temporal Doppler frequency 
versus angle through the sensor velocity. The ability of the SAR to 
generate such a coherent frequency variation with the use of the 
Doppler effect is the key factor to achieve improved along track 
(azimuth) spatial resolution.
The chirp bandwidth B and the spatial Doppler bandwidth Bs will 
allow after range and azimuth matching processing, to achieve a 
range resolution rr and an azimuth resolution ra equal to:

rr = c/ (2B sin a) 2.7
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ra = 1/Bs = c/ (4f sin 0) 2.8

where a as illustrated in the figure below, is the range elevation 
angle.

Act

h

A r

Fig.2.4 Synthetic Aperture Radar across track geometry

Using the small angle approximation ra becomes:

ra
4f0

La
2

2.9

where La is the azimuth antenna length. This is a result of paramount 
importance since it demonstrates the independence of SAR azimuth 
resolution of range and wavelength. From equation 2.8 it appears 
that the maximum azimuth resolution is obtained for a field of view of 
180 degrees. For this case ra is equal to U4 which seems quite 
unrealistic. However in applications such as active seismology this 
level of resolution has been approached.
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In the case of spaceborne application, it should be emphasised that 
the angle 0 corresponding in equation 2.9 to half of the antenna 3 dB 
power beamwidth, shall be intended as:

0 effective — . .  0 2 .10
Vbeam

where Vsc is the spacecraft velocity and Vbeam is the velocity of the 
antenna beam on the earth surface. This substitution expresses the 
fact that due to the sphericity of the earth, the angle over which the 
scatterer is viewed from the sensor is increased with respect to the 
flat earth geometry. Indeed the conic sections of constant Doppler 
frequency generated from the spacecraft motion depend on Vsc, but 
the SAR integration time depends on Vbeam- For spaceborne 
applications, Vsc is larger than Vbeam in order to compensate the 
effect of the rotation of the satellite as it travels along the orbit [21].

2.2 The SAR radar equation

The SAR radar equation can be defined at two stages: at raw data 
level (essentially before range and azimuth compression), and at 
image level (after SAR processing). To further clarify the effect of 
compression of the received signal, both point and distributed targets 
will be considered. For the point target case, the implicit assumption 
that the power reflected from the background clutter is negligible with 
respect to the point target return will be used. The received peak 
power from a target of radar cross section a is:

2
Pr = PtGtGrX <7 + ,̂  2.11

(4%f R'*

where Pt is the peak transmitted power, Gt and Gr are respectively 
the transmit and receive antenna gains, X is the radar carrier 
wavelength, R is the slant range and N is the average thermal noise
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power (white stationary Gaussian process is assumed). It is 
interesting to note that both speckle and ambiguity noises are 
considered as an inherent part of the useful signal. The propagation 
effects are neglected since they will mainly contribute in terms of 
attenuation. The received power from a point target at image level is:

Pri = n2Pr + nN 2.12

where n is the product of range and azimuth samples integrated 
during the respective compression processing. The previous formula 
assumes a SAP processor without any losses due to mismatch or 
weighting of the reference functions. The different effect of the 
matching processing on the received signal and the thermal noise is 
due to the decorrelation among noise samples. In the range 
compression, the number of coherently integrated samples nr is 
equal to the product of the pulse time duration t and the range 
sampling frequency fp. In the azimuth compression, the number of 
samples na is equal to the product of the time the target is observed 
by the antenna pattern and the sampling frequency of the radar. In 
analytical form this can be expressed in the following way:

na = - 2 ^ P R F  2.13
2 V ra

n = t t r ( - ^ ^ P R F )  2.14
2 V ra

From the expression (2 .12), it is evident that the ratio of peak power 
to average noise power is increased after processing proportionally 
to the total number of coherently integrated samples (compression 
gain). It is important to note that the variation in range dependence is 
caused by the azimuth integration time requirement to maintain a 
constant azimuth resolution across track.
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In the case of a distributed target, the received power is intended as 
mean power averaged over all the elementary scatterers of the 
statistically homogeneous scene [22]. The mean received power 
before compression (i.e. raw data) is:

Prm = <^oPtGiGrX.^ctA9 2.15
(47t)^ f f  2 sin a

where oq is the uniform normalised radar cross section (sigma zero) 
and A0 is the 3 dB azimuth antenna power beamwidth. In this case 
the reflected power corresponds to the uncompressed resolution cell. 
The mean received power at image level is:

g o fiG iG rA J Iia  + nN 2.16
(4jt)® R“

For the distributed target case, the assumptions of a perfectly 
focused SAR processor and of a large scene and propagation 
medium coherence time with respect to the SAR integration time are 
not necessary. The only effect due to the presence of these errors 
will be a deterioration of the SAR spatial resolution and not of the 
average received power because of the redistribution of the 
mismatched energy in the adjacent resolution cells [23,24].

For the distributed target, the ratio of the SNRs before and after 
compression is equal to:

SNR image _ / PRF \ / fr \ 2.17
SNR raw data 2vA0A< c/2 rr

The above expression demonstrates that except for an oversampling 
factor, there is no compression gain for distributed targets. The main 
reason of this "oversampled gain" is due to the overlapping of the
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SAR impulse response function of adjacent pixels [21]. This effect 
depends only on the pixel spacing and not on the SAR resolution.

2.3 Range and azimuth ambiguities

Due to the radar pulsed nature, the SAR performances are limited by 
the presence of ambiguities. They are traditionally divided into two 
main categories: range and azimuth ambiguities. Range ambiguities 
occur if two or more reflected echoes due to different transmitted 
pulses and ground locations are received simultaneously. In 
particular the range ambiguous regions are the areas outside the 
SAR useful swath whose slant range differs from that of the desired 
return by a factor equal to a multiple of c/2PRF. Referring to figure 
2.4, to avoid range ambiguities it is necessary that the elapsed time 
between two transmitted pulses is larger than the time necessary to 
travel (two way) the slant swath width AR. Neglecting earth curvature 
and assuming a small angle Aa, the following relations apply:

AR = (M cL)tana 2.18cos a

>AR 2.19
2PRF

PRF S C l-r CCS 2.20
2Xh sin a

where Lr denotes the across track antenna dimension. From the 
above formula the upper bound on the PRF choice imposed by the 
need of avoiding range ambiguities is evident. Typically the sub­
satellite (nadir) return is associated with the highest ambiguous 
energy due to its shortest range and the largest scene reflectivity. To 
avoid this range ambiguity without imposing stringent requirements
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on the antenna sidelobes, the PRF is chosen so that the SAR 
transmission time and the reception of the nadir return coincide.

The azimuth ambiguities are due to aliased returns corresponding to 
Doppler frequencies whose differ of multiple of PRF with respect to 
the frequency history of the unambiguous return. For a SAR 
operating in a broadside configuration (i.e. the antenna beamwidth 
perpendicular to the sensor velocity), the total temporal frequency 
Doppler bandwidth Bt extends from -v/La to v/La (where v is the 
spacecraft velocity and La is the along track antenna length). To 
properly sample this bandwidth, the PRF should be larger than the 
Doppler bandwidth Bt. The need of azimuth ambiguities suppression 
imposes a lower bound on the PRF choice. Combining the two 
ambiguity conditions, a minimum limit of the SAR antenna area is 
defined [3, 25]:

LaLr > 4Xhv s i na  2.21
C COS 2(X

Even if the SAR characteristics satisfy the inequality above, 
ambiguities will always occur. Indeed due to the finite antenna
dimensions, a perfect shaped beam able to satisfy the range and
azimuth ambiguity requirements cannot be synthesised.

The direct dependence of ambiguous returns on fundamental 
instrument characteristics is often used to describe ambiguity effects 
on the processed SAR images. In particular, the Doppler frequency 
history of the received signal of a spaceborne SAR can be
approximately expressed as [26, 27]:

f(t) ~ foc + foRt 2.22

fDc^ -2 v sine 2.23
X
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foR ~ ~ ^ 2.24
XR

where foe and fop are respectively the Doppler centroid and the 
Doppler frequency rate of the received signal.

Depending on their slant range positions, range ambiguities will 
generate a highly dispersed image due to the mismatch of the FM 
rate between the received ambiguous range echo and the matched 
filter response. Azimuth ambiguities will mainly present difference of 
PRF multiple in the Doppler centroid. Due to the limited range 
variation along track, fpR will remain unchanged. The effect of 
mismatch in the Doppler centroid will result in a displacement of the 
ambiguous target from its true location. This effect is strongly 
dependent on the SAR carrier frequency. Indeed for high frequency 
SAR, the displacement can be comparable with the resolution cell 
size. In this case, it is possible to generate focused images using 
aliased Doppler centroid at a price of a misregistration of the pixel 
location on the earth surface. To avoid this complication, multiple 
PRF techniques have been studied for estimating the correct Doppler 
centroid [20].

2.4 Speckle Noise

Images obtained by a coherent sensor (such as SAR or laser) are 
contaminated by a kind of multiplicative noise called speckle, which 
comes from multi-path interference of coherent waves scattered from 
a distributed target. Because of this type of noise, the SAR image of 
a statistically homogeneous surface will show brightness variations 
with the most probable intensity value at any point in the image equal 
to zero [28,29]. Speckle is considered an undesirable effect in the 
SAR image and it is often believed that the potential of using such an 
instrument for quantitative remote sensing will always be limited by 
the presence of this noisy component. In order to describe the
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speckle phenomena, a simplified target geometry will be analysed. 
Consider two identical backscattering points, separated by a distance 
d, within the antenna beamwidth of a SAR flying at velocity v as 
shown in the figure below:

o

Fig.2.5 Plan view of geometry of the sensor and scatterers, A and B

The received amplitude 8 will vary according to the interference 
pattern:

8 =  2 80 cos f ^ d  sin 0 
U

2.25

where d is assumed much smaller than ro. Due to the platform 
motion, the angle dependence can be changed to a dependence on 
time. Consequently, with all pairs of scatterers we are able to 
associate a frequency proportional to their separation d through the 
relation f = 2vd/Xh (note the presence of the factor 2 is due to our 
interest in characterising the speckle random process through its 
power spectrum).
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Due to the surface roughness, the various contributions at the same 
speckle frequency can be considered to add incoherently. For an 
antenna of along track length La, the total bandwidth of the speckle 
power spectrum will be equal to 2v/La, and each frequency 
component will have a magnitude proportional to the number of 
possible pairs at separation d within the antenna footprint. More 
precisely, the frequency component of the speckle power spectrum 
will be the average performed over microscopically different scenes 
with the same macroscopic properties (ensemble). The zero 
frequency component will essentially be related to the mean 
reflectivity (sigma zero) and will generate the largest spectral 
component, being associated with the interactions of the scatterers 
with themselves [30,31]. The total bandwidth of the speckle power 
spectrum is also equal to the total Doppler frequency excursion of a 
point target echo. Due to the fact that the integration time of the 
sensor is always greater than the decorrelation time of the speckle, 
that is:

lh_  > La 2.26
LaV 2v

it is possible to perform an average of uncorrelated samples of the 
backscattered electromagnetic field to provide a better estimate of its 
mean value (sigma zero), at the inevitable price of a degradation of 
the azimuth resolution.

The same kind of argument will hold in the range dimension. 
However, due to the different compression technique involved, the 
bandwidth of the speckle power spectrum will be proportional to the 
chirp bandwidth. Indeed for the range dimension, the distance d in 
the expression (2.25) is equal to ct/2sin0, where 6 is now the local 
slant range incidence angle. In this case the speckle decorrelation 
time will be comparable to the compressed pulse length and 
therefore always smaller than the range integration time (pulse
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length). The same conclusions could be reached by applying the Van 
Cittert-Zernicke theorem [32].

Speckle can also be seen as the result of a coherent filtering 
processing over a wide bandwidth random process. Consequently 
the speckle autocorrelation function will strongly resemble the SAR 
impulse response function and speckle will therefore be highly 
correlated for pixel distances smaller than the SAR resolution.

In order to combat speckle, it is necessary to perform an incoherent 
summation of uncorrelated samples of the SAR signal at a price of a 
degradation of the spatial resolution. The effect of this incoherent 
averaging operation is to decrease the normalised standard deviation 
of the sum of a factor proportional to the square root of the samples 
(looks). Typically to smooth speckle noise, two techniques can be 
envisaged: the averaging can be performed at pixel basis over the 
full resolution, image or splitting the integration time in the SAR 
processing in order to create look images that eventually are 
combined incoherently to generate the final image [33]. The first 
approach is often used in practice due to the flexibility in choosing 
the required spatial resolution and the level of speckle reduction 
appropriate for the specific application. The main drawback of this 
technique is the need to perform the SAR processing for the full 
resolution with a consequent large computational load. In the second 
scheme the splitting of the integration time, often performed in the 
azimuth direction because of the potential available finer resolution, 
allows the direct processing of low resolution images with a large 
computational saving. In this case, the total Doppler bandwidth is 
typically split into non-overlapping fractions (looks) using zero phase 
shift bandpass filters and then the output of each filter is subsampled 
in order to remove redundant information. The overall computational 
saving is therefore due to the decreased integration time and to the 
resultant reduced PRF. Consequently, the total amount of processed 
pulses is reduced by N 2, where N is the number of looks.
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An alternative approach to reduce speckle is to exploit the antenna 
pattern effect on the speckle power spectrum [30]. From expression 
(2.25), u=sin0 and \=26fk can be considered the new Fourier 
transform pair. Physically f represents the rapidity of signal 
fluctuations with angle. For the azimuth direction, the speckle spatial 
bandwidth defined by the 3dB antenna beamwidth is equal to 2h/La. 
The antenna output power can be characterised in the angular 
domain through the relation [34];

= j  a(u-up(u) = I a(u-u')s(u')du' 2.27

where a(u) is the antenna power pattern plotted in reverse and s(u) is 
the distribution of the speckle power with angle. Assuming the 
antenna dimension to be much larger than the wavelength, 
expression (2.27) can be formulated in the spatial frequency domain 
using the convolution theorem in the following way:

P(f) = A(f)S(f) 2.28

where P(f) is the antenna spatial power spectrum, S(f) is the spatial 
speckle power spectrum and A(f) can be shown to be equal to the 
complex conjugate of the autocorrelation function of the antenna 
illumination [34]. The spatial speckle power spectrum is essentially 
related to the field strength over the illuminated backscattering region 
that is expressed statistically through its spatial autocorrelation. The 
antenna is therefore capable of partially filtering the spatial speckle 
power spectrum. Physically this means that by modifying the antenna 
taper we can affect the amount of speckle received; indeed, the use 
of a wider beamwidth will increase the angular range over which the 
higher spatial frequencies can be averaged out [30]. This technique 
becomes of great interest with the use of active antenna array 
technology, where the potential of modifying the antenna pattern 
between transmit and receive mode allows an improved speckle
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reduction without a large penalty in SNR and azimuth ambiguity 
suppression.

2.5 SAR errors and orbit considerations

In the analysis of a SAR sensor attitude errors play a fundamental 
role due to their direct impact on the SAR processing. In particular, 
the roll attitude error will mainly affect the gain control on the time 
receiving window. Typically techniques such as sensitivity time 
control (SIC) and automatic gain control (AGC) are used to 
compensate the two-way antenna gain variation, the range 
attenuation difference across the swath and the pulse to pulse 
amplitude variation respectively. Lately, purely digital techniques 
such as block floating point quantization (BFPQ) and block adaptive 
quantization (BAQ) have demonstrated superior performances 
mainly due to the increased processing capability of digital 
technology [20].

Yaw and pitch attitude errors create uncertainties in the 
determination of the Doppler centroid. For a broadside SAR, the 
Doppler bandwidth should be symmetrically located with respect to 
the zero frequency but the presence of these errors will translate 
randomly the Doppler bandwidth, deteriorating both the SNR and the 
azimuth ambiguity ratio. Furthermore in the case of high carrier 
frequency SAR, the presence of yaw or pitch errors may cause a 
frequency shift of the Doppler centroid much larger than the total 
Doppler bandwidth with consequent uncertainty in the determination 
of the unambiguous Doppler centroid in the azimuth processing. The 
presence of yaw and pitch errors limits the use of the attitude control 
subsystem to correct the deterministic frequency shift introduced 
from the earth rotation. The next figure shows the variation of the 
observed Doppler frequency at the antenna boresight with respect to 
the orbit anomaly for the SE AS AT SAR [26].
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Fig.2.6 Observed Doppler frequency at the antenna boresight 
with respect to the orbit anomaly for the SE AS AT SAR 
(after F.K.Li and W.T.K.Johnson, 1983)

In order to compensate this deterministic effect three main 
approaches can be used [3]: positioning the antenna main beam 
direction towards the zero Doppler line through the yaw angle 
attitude control, modulating the receiver local oscillator frequency to 
eliminate the induced Doppler shift caused by the earth rotation or 
using technique such as Clutterlock during processing [27].

For SAR applications, a circular orbit is considered very desirable 
due to the constant frequency characteristics along the orbit. In 
particular a fixed sensor altitude and orbital velocity will allow a faster 
processing of SAR images due to the minimisation of the 
inaccuracies related to the use of nominal orbital data. However, 
other important factors such as the potential of using fixed solar 
arrays, the relaxation of the spacecraft thermal control due to 
constant sun illumination direction and the solar array wings parallel 
to the orbit plane capable to minimise the drag effect will often 
constrain the SAR orbit towards down-dusk sun-synchronous orbits.
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The change of altitude along the orbit is typically corrected with a 
corresponding PRF variation, where the change of orbital velocity 
(relevant for the case of highly elliptical orbit) will result in changes of 
Doppler centroid and FM rate. The former error is compensated with 
techniques similar to the earth rotation correction, where for the latter 
automatic techniques such as autofocus are often applied [27].

Typically the attitude errors will deteriorate the compression 
performance of the SAR processor. Mainly the azimuth compression 
mechanism will be affected due to the longer integration time 
involved. As an example, the effect of a quadratic amplitude error 
has been simulated. In figure 2.7, the bidimensional impulse 
response function of a typical SAR is shown. Both range and azimuth 
compressions are unweighted and the sinx/x behaviour clearly 
appears in the cardinal planes. In figure 2.8, a positive quadratic 
amplitude error is introduced in both range and azimuth 
compressions. The sidelobe level has increased; due to the presence 
of the error, the main lobe energy has spread into the sidelobe 
region. In the case of introduction of a Hamming weighting function, 
figures 2.9 and 2.10 show the SAR impulse response function 
without and with errors respectively. It appears evident that the 
presence of the weighting function allows a lower vulnerability to the 
quadratic errors at a price of a decreased spatial resolution.
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Fig.2.7 Unweighted error-free SAR impulse response function
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Fig.2.8 Unweighted SAR impulse response function with positive 
quadratic amplitude error
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Fig.2.9 Hamming weighted error-free SAR impulse response 
function
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Fig.2.10 Hamming weighted SAR impulse response function with 
positive quadratic amplitude error
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2.6 SAR processing

The SAR processor has to be able to implement the two dimensional 
matched filtering operation for each resolution cell of the image. The 
first SAR data were optically processed [35]. Despite the large 
amount of data that this technique was capable of processing in a 
small amount of time, dynamic range and calibration were serious 
drawbacks. Nowadays, the digital approach is the most popular way 
to process SAR data. A data flow describing the fundamental SAR 
processing operations is shown below:

radar signal

range
compression

corner turning

7

azimuth 
compression

detection and 
look summation

look summed image line 

Fig.2.11 SAR image processing data flow diagram
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After being range compressed, the received radar signal is stored in 
the corner turning memory array where each range line is placed in a 
corresponding row. The Doppler frequency history is automatically 
generated in each column where the azimuth compression is then 
applied. The compressed complex pixel is then detected and 
summed with other pixel corresponding to different looks. This flow of 
operation is performed on a pixel to pixel basis and for each new 
compressed range line, the corner turning array memory drops out 
the oldest memory row information. The necessary parameters for 
the compression algorithms, such as pulse replica, Doppler centroid, 
FM rate and number of looks are typically fixed before processing for 
the range compression, and dynamically estimated with the use of 
attitude and orbit data for the azimuth compression.

A problem of paramount importance in the processing of spaceborne 
SAR images is range migration. This is caused by the variation of the 
target range during the SAR azimuth integration. If this variation is 
larger than the range resolution, the SAR Doppler history of the 
illuminated target will not belong to a single column of the corner 
turning memory array and corrections will become necessary in order 
to properly perform the azimuth compression operation. Typically a 
larger part of the range migration error is due to attitude errors, orbit 
ellipticity and earth rotation [3]. Depending on the SAR processing 
implementation, different correction techniques for the range 
migration error are implemented.

The most well known processing schemes are; time-domain 
correlation, range-doppler, spectral analysis and two-dimensional 
fast correlation.

The time domain correlation method performs the matching process 
through the convolution operation in the time domain. Often the 
range compression is performed with the use of surface acoustic 
wave devices (SAW). Correction of range migration error can be
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partially performed using interpolation techniques in the time domain. 
This mainly consists of a convolution of adjacent samples with a 
suitable spreading function. Alternative techniques can be 
implemented through the modification of the addressing strategy of 
the range samples from the corner turning memory array. The figure 
below shows a classical implementation of a convolution operation 
using a tapped delay line (transversal filter);

replica samples = n
uncompressed
samples

W1 WnW2

compressed waveform

Fig.2.12 Convolution by transversal filter

The range-doppler method performs the compression operations in 
the frequency domain with the use of the Fast Fourier Transform 
(FFT). The main idea behind this concept is the analogy between the 
convolution in the time domain and the multiplication in the frequency 
domain. The following figure shows the flow diagram of a convolution 
performed in the frequency domain using FFT.
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Fig.2.13 Convolution via spectral transform

The main advantages of this approach is the computational saving of 
the FFT with respect to standard time domain convolution techniques 
and the potential in applying simple range migration correction 
algorithms and looks separation in the frequency domain.

The spectral analysis method is based on the concept of using 
deramp processing in order to perform the compression operations. 
This approach relies on the fact that the product of a linear FM signal 
with a similar delayed waveform results in a constant frequency 
signal. The frequency and the time length of the deramped signal are 
related to the relative time delay and the duration of the overlap 
respectively. The range information is directly translated in the 
frequency domain and therefore a Fourier transform operation on the 
deramped signal will be capable of retrieving the desired product.

The main advantage of this technique is the capability of reducing the 
frequency bandwidth necessary for the required spatial resolution 
[36]. In the case of on-board range compression, this processing 
scheme is very interesting. Indeed not only the operational load is 
reduced because of the efficiency of the FFT algorithm, but also the 
sampling frequency of the ADC's is relaxed. The main drawback of 
such processing is the need of limiting the number of samples in the 
spatial window of interest in order to reduce the processed 
bandwidth. The following figure shows for the case of range
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compression, the frequency history of a linear FM signal before and 
after multiplication with the properly delayed replica.

i f before deramping
delayed
replica

transmitted  
linear FM

RF bandwidth

2 swath width

i f after deramping

far edge

near edge

integration
time

Flg.2.14 Frequency history of a linear FM signal before and after 
deramping processing

The two-dimensional fast correlation method considers both range 
and azimuth compressions simultaneously. It is conceptually very 
similar to the range-doppler method but the use of two-dimensional 
FFTs avoids the need of having a corner turning memory array. The 
most interesting feature of this approach is that range migration 
correction is not necessary since the replica is a two dimensional 
function and includes range migration as well. This technique for its 
bidimensional characteristics can be seen as the digital equivalent of 
SAR optical processing [37].

52



As an example, the computation complexity of the range-doppler 
SAR processing algorithm is computed. The following table 
summarises the relevant processing parameter for the ERS-1 SAR;

SAR PROCESSING PARAMETERS
Parameter Symbol

Pulse Repetition Frequency PRF 1700 Hz
N um ber of range cells Nr 12500

R ange replica size Mr 700
N um ber of looks L 4

N um ber of azim uth lines Na 2048
Azim uth line overlap Nov 400

TABLE 2

To perform the frequency domain range compression, efficient 
algorithms such as radix-2 FFT are used. The length of each FFT 
must be equal to or greater than the Nr + Mr-1. This avoids the 
overlapping due to end effects of the circular convolution. Instead of 
using a large FFT to cover all the range cells, it is convenient to use 
four FFTs of 4096 points which overlap each other by the range 
replica points. Since both the frequency domain replica and each 
FFT must have the same size, the replica is interpolated using a 
zero-padded approach in the time domain. The number of radix-2 

butterflies for each FFT is ^^^^^ l̂oga N f f t  where N f f t  is the FFT

size.

To perform the product between the replica spectrum and the 
transformed range lines four N f f t  complex multiplications are 
necessary. The overall compression as to be performed at the PRF 
rate. As there are ten basic operations in a FFT butterfly computation 
(where an operation is a real addition or multiplication) and each 
complex multiplication requires six basic operations, the total number
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of operations per second (OPS) for the range compression can be 
estimated according to the following table:

Range compression operations per second
Forward FFT 1 0  X  MeEI |og2 N f f t x  4 x  PRF 

2 1671 MOPS

Complex multiplication 6 X  N f f t  x 4x PRF 167 MOPS

Inverse FFT 10x !̂EFI|og2 N f f t X  4 x  PRF 
2 1671 MOPS

Total 3509 MOPS

TABLE 3

The frequency domain azimuth compression consists practically of 
the same type of operations as in range with some differences due to 
the presence of azimuth looks. The number of azimuth lines Na 
necessary for the FFT operation is chosen to be a power of two. In 
order to be capable to retrieve the total Doppler history of a point 
target located at the edge of the processed frame, it is necessary to 
allow an overlap of azimuth lines proportional to the azimuth 
integration time. The azimuth frame rate is therefore PRF/(Na-Nov).

The total number of FFTs necessary for the azimuth compression of 
a frame of dimension Nr x Na is equal to Nr and the number of 
complex multiplications necessary for the product with the replica 
spectrum are Nr x Na. The inverse FFT operation is applied 
separately on each look, therefore the number of FFTs required for 
the inverse Fourier transformation is equal to Nr x L with a size 
reduced by a factor 1/L. The total number of operations per second 
necessary for the azimuth compression of the range-doppler 
processing scheme is evaluated in Table 4.
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Azimuth compression operations per second
Forward FFT lo f^ lo g g N a x N r X

2  N a-N ov
1452 MOPS

Complex multiplication 6  X N r  X  N a  X
N a -N o v

158 MOPS

Inverse FFT 10^® loga X  Nr X
2 L N a-N ov

1188 MOPS

Total 2798 MOPS

TABLE 4

The total number of operations per second for both range and 
azimuth compressions is 6307 MOPS. In this estimation, range 
migration, look registration, detection and look summation operations 
have not been considered since are typically a small fraction of the 
overall processing task. It is important to note that the overall number 
of operations per second is very high, real-time SAR processing is a 
very challenging task for existing digital technologies. In particular the 
fundamental point of on-board SAR processor is in achieving the 
necessary computational power within the size, weight and power 
constraints of the space platform.

In this chapter the basic principles of SAR theory have been 
presented. The radar equation, azimuth and range ambiguities, 
bidimensional matched filter theory and error analysis have been 
described. An alternative spatial frequency description of the Doppler 
imaging mechanism has been introduced in order to show the direct 
implication of the antenna taper on the speckle filtering. Different 
SAR processing techniques such as time-domain correlation, range- 
doppler, spectral-analysis and two-dimensional fast correlation have 
been reviewed in order to demonstrate their suitability for different 
sensor specifications.
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3. SAR POLARIMETRY

3.1 Introduction

The first utilisation of the polarisation properties of electromagnetic 
waves dates back to the eighth century. At that time, the Vikings 
were using dichroic mineral to navigate the Baltic sea, avoiding the 
need for direct sunlight. In 1669, Erasmus Bartolinus published the 
first paper on polarisation effects, describing his experimental 
observations on the splitting of a light ray through a crystal. Due to 
the work of Christian Huygens in optics, the wave nature of light and 
its vectorial properties were recognised (1677).

At the beginning of the nineteenth century, the experimental 
discovery of Augustine Fresnel and Sir David Brewster demonstrated 
the transverse wave nature of light, and its reflection and 
transmission behaviour in the presence of a dielectric material. In 
1832, Michael Faraday started the theoretical formulation of the 
electromagnetic field, then followed by the work of George Gabriel 
Stokes (1852) on the description of partially polarised light, and 
James Clerk Maxwell (1873) with his fundamental postulation of the 
displacement current, whose existence was later demonstrated by 
Heinrich Hertz (1886). Diffraction theory was the main subject of 
subsequent works by Helmholtz (1881), Lord Rayleigh (1881), 
Kirchhoff (1883) and Sommerfeld (1896). An important contribution to 
the understanding of polarisation was made by Henri Poincare' 
demonstrating that all possible polarisation states could be 
represented using the Riemann sphere (1892) [38,39].
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In the last century, the utilisation of polarisation properties of 
electromagnetic waves has increased enormously due to the large 
interest devoted to the radar and laser fields and the associated 
technological developments. In order to properly address the subject 
of the thesis, a review of radar polarisation theory together with 
experimental data from a multipolarisation airborne SAR will be 
presented in this chapter.

3.2 Polarisation theory

The electric vector of a monochromatic plane wave travelling in the 
+z direction in a Cartesian coordinate system is:

E(z,t) =|Ex| cos (wt-kz-Hj)x)x+|Ey| cos (wt-kz+(t)y)y 3.1

for a fixed value of z, the vectorial sum of the orthogonal components 
as a function of time will describe an ellipse (the polarisation ellipse). 
Depending on the phase difference (|) = <|)y - <|)x and the magnitude of 
the orthogonal components, the ellipse will degenerate into a straight 
line or a circle and the corresponding polarisation state will be linear 
or circular respectively.

A classical way to describe the polarisation state is through three 
geometric parameters of the corresponding polarisation ellipse: the 
orientation angle e, which is the angle the major axis of the ellipse 
makes with the x axis, the ellipticity angle z, which is the angle whose 
corresponding tangent is the ratio of the minor to the major axis and 
the ellipse size defined as V|Exp+|Eyp. These geometrical 
parameters, as shown in figure 3.1, are capable of completely 
characterising the polarisation of the electromagnetic wave when the 
ellipse size and the phase difference (|) are time independent. It is 
important to notice that, by definition, any monochromatic wave is 
always completely polarised.
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Fig.3.1 Polarisation ellipse

The orientation and ellipticity angles can be easily related to the 
magnitudes of the two orthogonal components \Ex\ and |Ey| and their 
relative phase <|) using the following formulas:

tan (2e) =  2 |E;J|E^co^
ExP- IE «

3.2

Sin (2t) = - ^
ExP+ |Ev«

3.3

Alternatively, another way to represent polarisation is through the use 
of phasor notation:

E(z) = E(0)exp(-jkz) 3.4

E(z, t) = Re{E(z) exp(jwt)} 3.5
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where E(0) is represented through its orthogonal components in the 
following way :

E(0) =
|Exl exp(j(|)x) 
|Ey| eXp(j<|)y)

3 .6

and using the polar coordinate reference system, the complex 
amplitude of the phasor E(z) becomes:

E(0) =|e (0)| exp(j(|)x)
cos(y) 

sin(Y) exp(j(|))
3.7

|e (0)| = V |E xP + |e / 3 .8

Y = ta n X ^ )
Fxl

3.9

The formulation of the polarisation state of the electromagnetic wave 
through the orthogonal components of the complex amplitude is also 
called the Jones vector of the wave [40].

In the previous description of the polarisation state, we have 
intrinsically assumed that |Ex|, |Ey| and (|) are time independent. 
Essentially this means that the wave is completely polarised, as is 
always the case for the electromagnetic field radiated from an 
antenna. However, in considering the backscattered signal from a 
natural surface, due to the presence of many elementary scattering 
points contributing to the reflected signal, a wider theory has to be 
introduced which can fully describe the physical phenomena. In this 
case, we use a new set of descriptors, the Stokes parameters, that
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become necessary to describe the unpolarised component of the 
radiation.
For the case of a completely polarised wave the Stokes parameters 
are [41,42]:

8 o = |Exp+ lEyF 3.10

Si =|Exp- lEyP 3.11

S 2  = 2  |Ex| lEylcos (|) 3.12

S 3  = - 2  |Ex| |Ey|sin (j) 3.13

of which only three are independent, and can be related in the 
following way:

8 0 ^= 8 1  ̂+ 8 2  ̂+ 8 3  ̂ 3.14

80 is the total power density of the wave, 81 is the power associated 
with the horizontal or vertical polarised intensity, 82 is the power 
related to the linear polarised component orientated at e = 45 or 135 
degrees and 8 3  is associated with the power of the circularly 
polarised component.

The 8 tokes parameters can be related to the orientation and 
ellipticity angles through the use of expressions 3.2 and 3.3, 
obtaining the following formulation:

81 =So cos 2ecos 2t  3.15
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S2 = So sin 2ecos 2x 3.16

83 = 80 sin 2t 3.17

As expected, 83 will only depend on the ellipticity angle, indeed 
circular polarisation is independent of the orientation angle.

Considering a natural surface, the polarisation of the backscattered 
signal will be a function of time or spatial position and the reflected 
electromagnetic field will be partially polarised. Typically, since a 
natural surface is characterised as a random medium, it is necessary 
to introduce in the definition of the Stokes parameters an ensemble 
average operation. The resultant Stokes parameters are:

80 = < Ex Ex > + < EyEy > 3.18 a

81 = < Ex Ex > - < EyEy > 3.18 b

82 = < ExEy > + < EyEx > 3.18 c

83 = - j< ExEy > + j< EyEx > 3.18 d

For coherent sensors such as SARs, the received signal is strongly 
contaminated by a multiplicative noise called speckle due to phase 
modulation of the backscattered wave over the natural surface. The 
statistical variations of the reflected wave from a homogeneous 
surface are due to the random position of elementary scatterers 
inside the resolution cell.
This is clearly observed in a single look 8AR image of a statistically 
uniform area, where the Fourier transform of the image carries more
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information about the SAR than about the scene. For reducing the 
speckle noise, due to the lack of simultaneous samples of the 
random process, the ensemble average operator may be substituted 
by a spatial average. It is important to notice that for justifying this 
operation, the random surface is assumed ergodic and consequently 
stationary.

In the case of a partially polarised wave, the equality 3.14 is not 
satisfied; part of the wave energy will belong to the unpolarised 
component and consequently the following inequality will hold:

S o ^  >  S i  ^  +  8 2 ^  +  8 3 ^ 3.19

In the case of a completely unpolarised wave, the energy will be 
equally distributed between the two orthogonally polarised 
components, with a relative phase (j) randomly fluctuating and its 
mean value equal to zero. Therefore any unpolarised radiation is 
generated from random variation of polarised states. In this case due 
to the statistical independence between [Ej , [Eyl and (j), only S o  will 
have a value different from zero.

To quantitatively assess the amount of unpolarised component in an 
electromagnetic wave, the degree of polarisation P is introduced:

P =_  V  8 1  ^  +  8 2 ^ +  8 3 ^

S o
3.20

and a partially polarised wave can be decomposed into unpolarised 
and polarised components, as expressed below.

r  So 1 1 - p P
Si = 80 0 +  80 P cos2e cos2t 3.21
82 0 P sin2e cos2xL 83 J L 0 - P sin 2x
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where e and t specify the geometric parameters for the ellipse of the 
polarised component.

An alternative way to represent the polarisation state is through the 
use of the Poincare' sphere as shown in the figure below. The 
Cartesian coordinates of each point on the sphere surface 
correspond to a set of three Stokes parameters Si, S2 and S3 and 
consequently to a particular polarisation state. Due to the three- 
dimensional nature of the descriptor, the unpolarised component of 
the radiation can only be seen as a modulation of the sphere radius 
representing the energy of the polarised radiation [42].

2e

Fig.3.2 Poincare' sphere

When an electromagnetic wave illuminates a target, the 
backscattered radiation will not in general have the same polarisation 
as the incident wave and will not be fully polarised. Assuming we are 
observing the backscattered radiation for very short time and space
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intervals such that the reflected field from any type of target can be 
considered fully polarised, the scatterer can be described using the 
so-called Scattering matrix [43]:

Ex
Ev sc

Ex
Ev

3.22
tr

where the matrix [8] is:

s = eJ!<: Sx X Sx y

kr Sy X Sy y
3.23

the superscript ' identifies the receiving coordinate system, the 
subscripts sc and tr represent the scattered and transmitted Jones 
vectors respectively and r the distance between the target and the 
receiving antenna. The coordinate systems shown in the next figure 
will be adopted for the following analysis. It should be noticed that in 
the case of monostatic geometry, the transmit and receive coordinate 
systems will coincide^*).

In general, each element of the Scattering matrix will be complex, 
and neglecting an absolute phase term, seven independent 
parameters will be necessary to fully determine the Scattering matrix. 
In the monostatic case, under the assumption that reciprocity holds, 
the independent parameters will reduce to five. For virtually any 
natural target in the backscattering direction, even if it is anisotropic 
and inhomogeneous, the assumption of having equal cross-polarised 
scattering elements is valid [44].

(*) This coordinate system choice will be selected for any further 
analysis.
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Fig.3.3 Scattering geometry and associated coordinate systems

An equivalent relation to 3.22 can be obtained between the Stokes 
parameters of the transmitted and reflected waves. In the coherent 
case, formulating equations 3.18 in matrix form:

r  So 1 1 1 0 0 Ex Ex
Si 1 -1 0 0 EyEy

S2 0 0 1 1 ExEy
L S3 J 0 0 -j i _ _ EyEx _

3.24

S = [ R ] G 3.25

where S and G are the four dimensional vectors whose components 
are the Stokes parameters and the electric field cross-products 
respectively. Using the Scattering matrix relations, it is possible to 
relate the cross-products of the transmitted and reflected scattered 
electric fields in the following way:
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Ex Ex' Sx xSx X Sx ySx y Sx xSx y Sx ySx X exe;
Ey'Ey' Sy xSy X Sy ySy y Sy xSy y Sy ySy x EyEy
Ex'Ey' Sx'xSy X Sx ySy y Sx xSy y Sx ySy X Exe;
Ey Ex' Sy xSx X Sy ySx y Sy xSx y Sy ySx X EyE;

3.26

where the transformation matrix is denoted by [W] (note that for the 
sake of simplicity the spherical wave factor in the Scattering matrix 
definition has been omitted).

Combining the two previous relations:

[R]- '

So S o

S'i = [ W ] [ R ] - ’
S i

3 2 S 2

-  S 3  _ sc - S 3  . tr

3.27

Denoting the four dimensional vector formed by the Stokes 
parameter as the Stokes vector, in the monostatic case according to 
our choice of coordinate systems, the previous equality becomes:

S sc = [ R 1 [ W ] [ R ] - '  S,r 3.28

Ssc = [ R ][ R ]' ([ R ]* )'̂  [ W J[ R ]■’ S,r = [ R ][ R ]' [ M ][ S ],r 3.29

where the superscript t identifies the transpose operation. The matrix 
[M] is called the Stokes scattering operator [45,46,47].

Of the sixteen real elements of the Stokes scattering operator, in the
coherent case only seven are independent and consequently there
exist nine relations to determine the remaining matrix elements. In
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the monostatic case, the Stokes scattering operator becomes 
symmetric and the relations will reduce to five. These relations, if 
valid, are necessary and sufficient conditions to associate the Stokes 
scattering operator to an equivalent Scattering matrix [42]. In SAR 
applications, the coherent nature of the Scattering matrix is rarely 
preserved, therefore nine independent parameters become 
necessary to fully describe the Stokes scattering operator.

It is important to note the difference between the Stokes scattering 
operator and the Mueller matrix defined below [43,46]:

[L ]  = [ R ] [ W I R ] - ’ 3.30

The Mueller matrix relates in a direct manner the transmitted and 
scattered Stokes vectors and therefore it is the exact analogue of the 
Scattering matrix for the Jones vectors. However, unlike the Stokes 
scattering operator in the monostatic case, it is never symmetrical. 
To reduce data volume, in polarimetric SAR applications, the Stokes 
scattering operator is often used.

The power received from a matched antenna when a plane wave is 
incident on it is [45]:

^ec “  ^  I r̂ec ' Einc | 3.31

where K is a constant independent of the transmit and receive 
polarisations, Erec is the electric far field vector radiated by the 
receiving antenna and Ejnc is the electric field vector of a plane wave 
incident on the antenna.
The incident electric vector, due the chosen coordinate system, in the 
monostatic case is equivalent to the backscattered electric field and 
the previous equation utilising 3.25 and 3.26 becomes:
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Free = K ( Erec ' l̂ sc ) ' (Erec ' Ego ) 3.32

Prec — K Grec Gsc 3.33

Prec = K Grlo[W]G,r  3.34

Prec =  K S r l c ( [ R ] ' ) ’ [ W ] [ R ] - ’ S,r 3 .35

Prec = K Srec [ M ]Str 3.36

The last equation demonstrates the relation between the Stokes 
scattering operator and the power absorbed by a matched load of an 
antenna in a monostatic configuration.

An alternative way to represent the received power is through the 
scattering cross section defined in the following way [42]:

a r , ,=  ( 4 ^ r 2 ) ( ^ )  3.37
r-^ oo • tr

where Prec r, t is the power received in the presence of a transmit t 
and receive r polarisations when Ptr is the power transmitted, and 
the factor 47t r^ together with the limit assure the far field condition 
and the necessary physical dimension. Combining the two previous 
equations and expressing the Stokes parameters in terms of the 
orientation and ellipticity angles, the scattering cross section can be 
written in the following way:
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a ( e t ,  T t, £ r ,T r )  =  Kq

1 t 1

COS 2£r COS 2Xr [M ] COS 2£t COS 2Xt
sin 2£r COS 2Xr sin 2£t cos 2Xt

sin 2Xr sin 2Xt

3.38

where Ko is a normalising factor which is polarisation independent. 
The previous expression defines the polarisation signature of the 
target.

In SAR applications, in order to reduce speckle noise, the power of 
adjacent pixels may be combined to reduce the statistical variation of 
the resultant signal. If the transmit and receive polarisations are 
considered constant during the averaging operation, then summing 
power samples will simply reflect in summing the Stokes scattering 
operators. This is equivalent to if the backscattered field was due to 
several scatterers radiating incoherently [45].

The incoherent nature of the averaging operation justifies the use of 
second order descriptors for multipolarisation SAR. Indeed the 
Scattering matrix by definition is only capable of characterising 
coherent scattering phenomena. The averaging operation will destroy 
the relation between the Stokes scattering operator ( or any second 
order descriptor ) and the Scattering matrix unless the distributed 
target of interest presents highly homogeneous scattering properties.
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3.3 Scattering theory

Most of the existing scattering theories are devoted to scalar 
problems. This is due to the complexity introduced by the vectorial 
description of the phenomena, together with the historical motivation 
that acoustics has been the main subject where scattering theories 
have found applications. Lately, essentially due to Radar Polarimetry 
and communication satellite antennas (frequency re-use), interest in 
vectorial scattering theories has strongly increased [48].

The two classical approaches used in electromagnetic theory for the 
analysis of the backscattered radiation from statistical rough surface 
are the physical (PO) and geometrical (GO) optics approximations 
[48,49]. In the physical optics approximation, the induced surface 
current is computed assuming the reflecting surface locally flat as 
shown in figure 1.1. For a perfectly conducting medium, the induced 
surface current capable to satisfy the boundary condition is equal to;

J = 2 n X  Hj 3.39

where n is the local normal to the surface and Hj is the incident
magnetic field. From this approximation, in the presence of a perfect 
conductor the backscattered radiation will not show any 
depolarisation when the incident field is linearly polarised. Expanding 
the physical optics approximation and considering the dyadic Green 
function of each patch into which the reflecting surface is subdivided, 
the previous expression becomes [48]:

J = 2 n x H |  + e (u  ( nxH j )u -v (nxH j )v )  3.40

where u and v are the unit principal vectors of the patch and

e = r l5 u L 9 d  3.41
4
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where r is the patch radius and Ry and Ry are the principal values of 
the curvature in the u and v directions. In this extended PO 
formulation, the backscattered field from a perfect conductor will 
exhibit depolarisation unless the patch of interest presents equal 
principal curvatures or if the local surface coordinate and the incident 
field coordinate are aligned.

The geometrical optics approximation (GO) usually applies in the 
presence of a rough surface (large root mean square height with 
respect to the radar wavelength) as shown in figure 1.1. The 
backscattered electromagnetic field is computed applying the 
stationary phase method for solving the integral equation relating the 
induced surface current to the backscattered electromagnetic field. 
The main contribution to the scattered field is in the same direction of 
the ray satisfying locally the first Snell law.

Both PO and GO in the presence of a highly conductive surface 
(unless extended PO is considered) do not predict any depolarisation 
and do not show any difference in the scattering behaviour between 
the two copolarised scattering coefficients.

For the determination of the backscattered electromagnetic field from 
a statistical smooth surface, as shown in figure 1.1, the small 
perturbation method (BMP) or Bragg scattering model, is often 
considered [7,16,44,48]. Typically, the surface is described as an 
expansion of several terms forced to match the boundary conditions. 
Depending on the number of terms considered in the model, a set of 
equations is generated from which the unknown backscattered 
electromagnetic field is determined. The boundary condition used in 
this formulation is also called the Bragg resonance condition and is 
formulated in the following way:

A = n y 2 s in 0 ,  n = 1,2,... 3.42
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where A is the spatial wavelength of the surface component 
corresponding to the n term and 0 is the incidence angle.

The small perturbation method, due to its resonant nature, is more 
sensitive to smaller scale roughness than the PO and GO 
approximations. The first order appoximation (n=1) generates the 
strongest backscattering contribution but does not predict any 
depolarisation. In order to obtain any depolarisation effect with SMP, 
it is necessary to extend the approximation to second or higher 
orders.

The first order copolarised backscattering cross section is expressed 
in the following way [7]:

a HH,W = 8 K“ h^cos'* (6) I a hh.wI^ W(2ksin (0)) 3.43

where K is the wave number, h is the surface root mean square 
height, W is the Fourier transform of the surface correlation function 
(i.e. the surface roughness spectrum) and ann.w is a factor 
depending on the polarisations of the transmitted and reflected 
waves according to the following expressions:

« H H  = ------------- ----------------- 2  3.44
[cos(0) + V e  - sin^ (0) ]

a w  = (e-1 ) sin^(e) -£ (1+sin^(9j) _ _ 3^

[e c o s ( 0 )  +  V e - s i n ^  ( 0 )  f
where e is the surface dielectric constant.

The Bragg scattering model does predict a difference in the two 
copolarised backscattering cross sections as is shown in figure 3.4, 
where the amplitudes of ann and a w  are plotted with respect to the
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incidence angle, for a value of the surface dielectric constant equal to 
73.7 - 169.2 corresponding to sea water at L band for a surface 
temperature of 15° C [16].

15 4-
|0^HH ,w  

10 - -

5

20 40
0 [degree]

60 80

Fig.3.4 Amplitudes of Bragg factors «HH (normal line) and a^v 
(dashed line) for e = 73.7 - i69.2

The above figure shows the typical behaviour of Bragg factors versus 
incidence angle, demonstrating the need for using vertical 
polarisation for scattering phenomena where the small perturbation 
method applies.

An extension of the Bragg scattering model is the so-called two scale 
model where the small scale roughness (typically capillary and small 
gravity waves in sea surface modelling at microwave frequencies) is 
modelled using SMP and the large scale roughness (surface with 
correlation length larger than the radar wavelength) is modelled using 
a PO derivation. The main advantage of this approach is that it is 
suitable for both small incidence angles with specular type of 
backscattering and large incidence angles together with Bragg type 
of backscattering.

In the presence of volume scattering, techniques such as radiative 
transfer and statistical wave theories have found wide applications.

73



The first of these is an incoherent theory describing the 
backscattering phenomena as a balance of scattered, radiated and 
absorbed energies. The second approach characterises the 
scattering volume as a continuous media with perturbed electrical 
properties. It is often applied in dense medium where the coherent 
contribution cannot be neglected [48,50,51].

In order to verify the validity of the previously described scattering 
models, it is necessary to compute the polarisation signature of some 
canonical targets and compare them with experimental polarisation 
signatures from airborne polarimetric SAR.

The Scattering matrix for a flat dielectric surface at normal incidence, 
according to the coordinate system of figure 3.3 is;

[s] — c 1 0 
0 1

3.46

where C is the Fresnel reflection coefficient at normal incidence. The 
matrix [W] in 3.26 becomes:

[W] =cx
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

3.47

and consequently the Stokes scattering operator from 3.29 is:

1 0 
0 1 
0 0 
0 0

0 0 
0 0 
1 0 
0 -1

3.48

As predicted from the previous analysis, the matrix is symmetrical 
and the main diagonal also satisfies the trace rule:

M il = M 22 + M 33 +M 44 3.49
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It is important to compute the scattering cross section using 
expression 3.38. For the sake of clarity, the polarisation signature is 
often computed with equal polarisation states (copolarised signature) 
or with orthogonal polarisation states (crosspolarised signature) of 
the transmit and receive antennas. The resulting copolarised 
polarisation signature is:

1
t 1 0  0  0

1

K o^ cos 2e cos 2x 0  1 0  0 COS 2e COS 2x
2 sin 2e cos 2x 0  0  1 0 sin 2e cos 2x

sin 2x
- 0  0  0  -1

sin 2x

3.50

o  (e,T ) = Ko c2 cos2 (2x) 3.51

In this case the backscattered received power does not depend on 
the orientation angle. The copolarised signature will be maximised for 
any linear polarisation and will be zero for any circular polarisation. In 
the crosspolarised signature, the largest backscattered energy will be 
obtained for any circular polarisation where the linear polarisation will 
not generate any crosspolarised backscattered return.

In practice when the SAR is imaging natural surfaces, this scattering 
model applies very rarely because of the sensor slant geometry (it is 
important to notice that a trihedral corner reflector is actually 
described with a similar Scattering matrix to 3.46). Exceptions might 
result in the presence of ambiguous nadir returns or for a rough 
surface where the scattering is dominated by reflections from facets 
orthogonal to the slant range direction [52].
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It is interesting to note the similarity of this signature with that of an 
isotropic sphere model, which explains why circular polarised 
antennas are often used for suppressing rain clutter.
In the case of Bragg scattering, the first order approximation will 
predict a Scattering matrix equal to:

[8] = S hh 0  
0 S w

3.52

where S hh and S w  are linearly related to the Bragg factors « hh and 
ttw  respectively. Similarly to the specular reflection case, the Stokes 
scattering operator can be computed. It is important to notice that 
with respect to the previous example, the first order Bragg scattering 
model will present a major difference because of the dependence of 
the Bragg factors on incidence angle. Indeed for increasing incidence 
angles, more energy will be backscattered in the vertically polarised 
channel than in the horizontal one.

In order to compare these theories with real SAR images, data 
collected during 1985 with the JPL L-band airborne multipolarisation 
SAR (NASA CV990) have been processed [47,53]. The NASA 
CV990 aircraft was flying at an altitude of 11 kilometres with near and 
far range incidence angles of 25 and 55 degrees respectively. The 
SAR one look spatial resolution is 7.5 metres in slant range and 3 
metres in azimuth. The data are arranged in a four-look Stokes 
scattering operator format with a pixel spacing of 11 metres in both 
ground range and azimuth. The main sensor parameters are 
summarised in Table 5 [54].
Three copolarised and crosspolarised signatures of the sea, taken 
from equal sized pixel subsets of approximately 40 resolution 
elements at three different range incidence angles, have been 
synthesised. The need to minimise signal statistical variations 
together with preserving fundamental scattering properties has driven 
the choice of the subset size [55].
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NASA CV990 SAR SPECIFICATIONS
wavelength 24.5 cm

RF bandwidth 18 MHz
pulse length 4.9 ms

peak power 5kW
pulse repetition rate 1 per 34 cm along-track

slant range resolution 7.5 metres
azimuth resolution 3 metres
incidence angles 25 - 55 degrees
aircraft velocity 200 - 300 m/s

aircraft operating altitude 11 km

TABLE 5

In figures 3.5 and 3.6, for an incidence angle of 25 degrees, the 
signatures show a strong specular reflection component, the vertical 
polarisation (e = 90 degree, t=0 degree) in the copolar signature 3.5 
is slightly larger than the horizontal polarisation (e = 0,180 , t=0 
degree) and in the crosspolarised signature 3.6, the low return in the 
case of orthogonally linearly polarised transmit and receive antenna 
is evident. In figures 3.7 and 3.8, the Bragg scattering mechanism 
starts to have a predominant effect, and the vertical polarisation in 
the copolar signature is more pronounced than in the previous case. 
Finally, figures 3.9 and 3.10 shows very clearly a predominant Bragg 
scattering mechanism. The two nulls in the crosspolarised signatures 
change depth and positions for different incident angle. This due to 
the variations of Bragg factors for different range incidence angles.

From this example, it appears evident that multipolarisation SAR 
allows the validation of the classical scattering model that consider 
dominant specular reflection for small incidence angles and Bragg 
scattering for large incidence angles. Note the that small perturbation 
method applies for surfaces where the root mean square height is
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much less than the SAR carrier wavelength, therefore the sea 
surface contribution is due to height variations of the order of few 
centimetres.(5ee Fig i . i )

Po we r

Fig.3.5 Copolar signature of the sea at 25 degree incidence angle

Power

Fig.3.6 Crosspolar signature of the sea at 25 degree incidence
angle
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P o we r

Flg.3.7 Copolar signature of the sea at 40 degree incidence angle

Power

Fig.3.8 Crosspolar signature of the sea at 40 degree incidence
angle
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Po we r

Fig.3.9 Copolar signature of the sea at 55 degree incidence angle

Power

Fig.3.10 Crosspolar signature of the sea at 55 degree incidence
angle
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Another important type of target to analyse is the dihedral corner 
reflector [42]. Due to the double bounce nature of the scattering 
mechanism involved, the Scattering matrix can be expressed in the 
following way:

[S] =
■Rh(0l)Rh(02) 0

0  Rv(0 i )Rv(02)
3.53

where Rh and Rv are the Fresnel reflection coefficients for horizontal 
and vertical polarisations respectively, and 0i , 02 are shown in the

figure below;^v,het-e 0 ;= ao°- 0 ; )

Fig.3.11 Dihedral corner reflector geometry

The associated Stokes scattering operator for a perfectly conducting 
dihedral corner reflector of area A illuminated along its boresight 
becomes:

[M] =

1 0 0 0
k^A^ 0 1 0 0
32 0 0 -1 0

. 0 0 0 1

3.54
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Figures 3.12 and 3.13 show an example of the copolar and 
crosspolar signatures of a conducting dihedral corner reflector.

Power

Fig.3.12 Copolar signature of a conducting dihedral corner reflector

Power

Fig.3.13 Crosspolar signature of a conducting dihedral corner 
reflector
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From the JPL airborne SAP data, we have synthesised the 
polarisation signatures of an urban area of approximately 40 
resolution elements at 35 degrees incidence angle (figures 3.14 and 
3.15). A similarity is evident with the previous signatures of an ideal 
dihedral corner reflector. The urban area of interest is characterised 
by streets normal to the radar illumination, resulting in a large 
component of dihedral-type scattering behaviour. The main 
difference with the ideal case is the presence of a large pedestal in 
both the copolar and crosspolar signatures of the urban area. The 
pedestal is strongly related to the amount of unpolarised radiation. 
The incoherent summation of multiple scattering phenomena is the 
main source of the unpolarised component. The incoherent 
averaging process, necessary to filter signal statistical variations, 
generates a resulting signature composed by Stokes scattering 
operators related to different resolution cells. Depending on the 
amount of spatial homogeneity in the scattering behaviour of the 
selected area, the polarisation signature will generate a larger or 
smaller pedestal.

Power

Fig.3.14 Copolar signature of an urban area at 35 degrees
incidence angle
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Power

Fig.3.15 Crosspolar signature of an urban area at 35 degrees 
incidence angle

To emphasise this aspect it is useful to analyse a vegetation area. 
Typically the scattering model to describe the electromagnetic 
interaction mechanism includes volume scattering, surface scattering 
and their mutual interaction [16]. It is often quite difficult to identify a 
dominant scattering phenomenon, and it strongly depends on the 
local characteristics of the imaged area and the main sensor 
parameters such as polarisation, frequency and incidence angle.

In figures 3.16 and 3.17, are shown the copolarised and 
crosspolarised signatures of a vegetation area of approximately 40 
resolution cells synthesised from the JPL airborne SAR data at 40 
degrees incidence angle. The imaged area generates a large 
unpolarised component as can be seen from the volume of the 
pedestal under the signature surface. With respect to the sea
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signatures, they show a very poor polarisation discrimination 
capability.

Power

Fig.3.16 Copolarised signature of a vegetation area at 40 degrees 
incidence angle

Power

Fig.3.17 Crosspolarised signature of a vegetation area at 40 degree
incidence angle
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Typically all the multibounce scattering mechanisms such as the 
volume scattering from the canopy foliage towards the sensor and 
the ground, reflections from trunks, branches and underneath 
surfaces will contribute to the unpolarised radiation component.

The pedestal height carries very valuable information about the 
target and the instrument itself. Several scattering theories such as 
PO and GO will produce the same type of Scattering matrix with 
equal elements om the principal diagonal. The only difference will 
appear in a constant of proportionality that will directly affect the 
pedestal height of the polarisation signature. Therefore different 
scattering mechanisms can produce equal shape of the signature 
surface but raised on different pedestals/*)

The unpolarised component will also depend on the amount of 
thermal noise injected in the signal, indeed Gaussian thermal noise is 
itself an unpolarised signal.

It is important to estimate thermal noise not only to determine the 
unbiased pedestal height, but mainly to perform the overall sensor 
calibration. The effect of additive noise on a SAR pixel is simulated 
considering the following model: the noise contribution is associated 
to a vector of constant amplitude A and uniformly distributed phase 0 
modulating the resultant vector as illustrated in figure 3.18. Assuming 
the true vector of unitary amplitude, the power and phase error 
statistical properties are computed [56]:

Power, error = 1+ A ^ +2A C 0S  0 3.55

mean = 1 + A^ 3.56

standard deviation = i2  A 3.57

(*) According to PO and GO there is no pedestal, but in practice one 
is observed.

86



Phase, error = tan •i[^Asin_9_]
1 + AcosG

3.58

mean = 0 3.59

standard deviation 3.60nation = +

In figures 3.19, 3.20, 3.21 both power and phase errors are plotted.

true vector error

Fig.3.18 Noise vector model

E[dB] 
-10 - -

^0 -20 -10
Amplitude error [dB] 

Flg.3.19 Peak power error
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2 - -

E[dB]
1 - -

-10-20
Amplitude error [dB]

Fig.3.20 Mean (normal line) and standard deviation (dotted line) 
power errors

20 - -

10 - -

-40 -20 -10

Amplitude error [dB]

Fig.3.21 Peak (normal line) and standard deviation (dotted line) 
phase errors

Due to the unitary definition of the true vector, the previous figures 
can be directly related to the effect of signal-to-noise ratio on the 
power and phase errors. It is evident that in order to keep mean 
power and rms phase errors approximately around one decibel and 
10 degree respectively, it is necessary to operate with signal-to-noise 
ratio larger than 10 dB.
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In a multipolarisation SAR, the effect of thermal noise can be 
described expressing the measured Scattering matrix in the following 
way:

[SnrJ =K ' 1  Si Sxx Sxy 1 Ô2 +
82 f -

. Sxy ^yy - -Ô1 f _
riyx + rixy

L 2

riyx +  Mxy

lyy
3.61

where K is a complex calibration factor, 6̂  and Ô2 are the cross talks 
associated to the vertical (y) and horizontal (x) polarisations 
respectively, f is the copolarised channel imbalance and n%x, n̂ y, riyy 
are the thermal noise contributions in each polarisation channel. Due 
to the fact that during data compression the measured Scattering 
matrix is symmetrized, the radar system is forced to be reciprocal. It 
can be demonstrated that this operation does not affect the data 
calibration [57].

A standard algorithm to calibrate polarimetric SAR data has been 
introduced by JPL [58]. Using this technique it is possible to perform 
the radar cross talk calibration without relying on the presence of 
external calibration targets that are only needed for the channel 
imbalance and the absolute radiometric calibration. The fundamental 
assumption of this technique is the decorrelation of the copolarised 
and crosspolarised elements of the Scattering matrix. It has been 
demonstrated that this assumption is correct to second order Born 
approximation for a layer of randomly located elementary scatterers 
provided they present an azimuthally isotropic distribution [50].

A classical example of this assumption is the ocean composite 
surface scattering model [59]. In this case, the sign of the 
crosspolarised phase depends on the patch azimuth tilt direction, 
where the copolarised phase is independent of the sign of the tilt. 
Therefore assuming a symmetrical horizontal distribution of tilts with 
respect to zero, the correlation of the copolarised and crosspolarised
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components of the backscattered electromagnetic field will result in a 
net contribution equal to zero.

The effect of thermal noise in the retrieval of the cross talk parameter 
is to increase the decorrelation between the uncalibrated copolarised 
and crosspolarised channels. This results in a poor estimation of the 
cross talk parameter since at the heart of the algorithm is the 
hypothesis of the correlation between the copolar and crosspolar 
channels due to the lack of isolation between them.

In the ideal case, the calibration algorithm allows us to retrieve cross 
talks, channel imbalance and the modi/lvgof the complex calibration 
factor (its phase has limited importance with respect to polarisation 
applications). After polarimetric calibration, the cross-products of the 
calibrated Scattering matrix elements are calculated in order to 
estimate the Stokes scattering operator. Let us assume that the 
noise terms are zero mean gaussian distributed with copolarised 
noise powers equal to and ofy and with equal noise power in the 
crosspolarised channels. Furthermore, the noise terms are also 
uncorrelated both from each other and from the useful signal. The 
resultant cross-products are:

<SxxmSxxm> = <SxxSxx> +  3 .62

^SyymSyym> — <SyySyy> + O y y  3 .63

*

<SxymSxym> =<S xyS xy>  +  3 .64

<SxxmSyym> — <SxxSyy> 3 .65
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It appears evident that the knowledge of the noise power is of 
paramount importance to properly estimate the Stokes scattering 
operator. In particular the crosspolarised power is the quantity most 
sensitive to noise error due to the limited depolarising ability of most 
natural targets. It is interesting to note that after the symmetrization 
operation, the noise power in the crosspolarised channel is reduced 
by a factor of 2. This is the main justification for combining the 
crosspolarised channels of a polarimetric SAR [60].

To estimate the noise power in each polarisation channel, it is 
necessary to consider an area where first order Bragg scattering 
model applies [61]. The estimates are then subtracted from each 
relevant cross-product in order to remove the bias contribution of the 
thermal noise. It should be emphasised that in the Bragg scattering 
approximation, used for the estimation of the noise power, the 
Scattering matrix elements of the copolar channels are assumed to 
be in phase. This approximation is not always valid since the surface 
dielectric constant has an imaginary part due to the medium 
conductivity. The figure below shows the phase difference for the 
Bragg scattering model between copolarised channels for a sea 
surface at L band (normal line) and a moist soil at Ku band (dotted 
line).
phase 
difference 

10 - -

8 - -

6 —

2 - -

20 6040
0 [degree]

Fig.3.22 Phase difference between copolarised channels for a 
sea surface at L band (normal line) and a moist soil 
at Ku band (dotted line)
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It appears evident that depending on the imaging geometry, 
frequency and surface characteristics, the phase difference can have 
a significant value. In particular, large incidence angles and higher 
carrier frequency will reflect in larger phase difference [62].(Jfc‘)

A SAR capable of retrieving the full vectorial content of the 
backscattered radiation is very useful for discriminating different type 
of scattering interactions with the reflecting medium. However the 
complexity introduced by the multipolarisation capability is only 
justified if the increased information content added to the SAR data is 
deeply understood and extracted. The purpose of this chapter has 
been to analyse classical tools for describing the polarisation 
information. The next chapter will focus on alternative ways to 
retrieve scattering information from multipolarisation SAR data.

(*) Phase difference is small and probably not significant with present 
sensors, but may be with future ones.
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4. THE COVARIANCE MATRIX IN SAR POLARIMETRY

4.1 Introduction

In the previous chapter the necessity to use second order statistical 
descriptors to properly characterise scattering from random media 
has been demonstrated. Classical second order descriptors for the 
modelling of vectorial scattering are the Mueller matrix, the Stokes 
scattering operator and the Coherence and Covariance matrices. 
The Mueller matrix and the Stokes scattering operator have often 
been utilised in SAR polarimetry due to their similarity with the 
Scattering matrix in relating the transmit and receive radiation 
characteristics.

The Coherence matrix, introduced by Wolf [63], has found wide 
applications in optics for the representation of quasi-monochromatic 
waves. The matrix elements are the ensemble average of the 
orthogonal components of the electromagnetic field. The Stokes 
parameters are equal to a linear combination of the Coherence 
matrix elements and consequently are capable of fully describing 
partially polarised electromagnetic radiation.

The Covariance matrix contains information directly related to the 
statistics of the Scattering matrix elements. For the backscatter 
direction for practically any natural surface even if it is 
inhomogeneous and anisotropic, the Covariance matrix consists of 
three real and three complex independent quantities. Being a positive 
semi-definite Hermitian matrix, its three eigenvalues are never 
negative and the corresponding eigenvectors are orthogonal. A large 
set of information such as target randomness, texture, thermal noise
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content, polarisation matching capability can be extracted from the 
Covariance matrix.

The main objectives of this chapter are to present a detailed analysis 
of Covariance matrix applications in SAR polarimetry and to 
demonstrate the capability of this second order descriptor in 
generating useful quantities for the characterisation of the SAR 
polarimetric data.

4.2 Covariance matrix theory

The Covariance matrix for a polarimetric SAR ( Z ) in the linear 
polarisation basis (H.V) can be defined in the following way:

X =
Shh 

f2  Shv 

Svv

= < X X > 4.1

where + denotes complex conjugate transpose. It is important to 
emphasise that in the previous definition of the feature vector X , it is 
assumed that the reflecting medium is reciprocal, therefore a three 
dimensional vector is sufficient for the complete characterisation of 
the Scattering matrix. Expanding the vector multiplication, the 
Covariance matrix becomes:

<|ShhI^> < / ^ S hhShv > < ShhSw  >

Shv Shh > <2 |ShvI^> < I^ S h v S w  >

< Svv Shh > < 1̂ 2 S w  Snv > <|Swl^>
4.2

the main diagonal elements represent the mean backscattered power 
in each polarisation channel (the mean crosspolar power is actually 
multiplied by a factor of two), the other elements are the interchannel
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complex correlations. For simplicity a factor proportional to the 
transmit power, antenna and receiver gain has been set equal to 
one.
The Covariance matrix Z is positive semi-definite Hermitian, therefore 
its eigenvalues are never negative and it is always possible 
diagonalize 2 by means of unitary similarity transformation [64].

The presence of the factor i2  in the definition of the feature vector is 
due to the necessity of having invariant eigenvalues for any chosen 
polarisation basis. It has been demonstrated that selecting a proper 
unitary polarisation transformation matrix together with the 
introduction of the factor i 2  in crosspolar component of the feature 
vector, it is possible to describe the Covariance matrix in any 
arbitrary orthonormal basis keeping the eigenvalues invariant [65,66]. 
It is therefore important to stress the arbitrary nature of the (H,V) 
polarisation basis choice. Indeed applying the following unitary 
polarisation transformation matrix [65,66]:

[T(p)] = 1
(1+PP*)

1 f 2 p pZ

-Yz p' (1-pp*) Y2p
p*2 - |2  p* 1

4.3

where p is a parameter (i.e. the polarisation ratio) depending only on 
the orientation angle and ellipticity of the selected polarisation basis 
according to the following expression:

_ cos ( 2 t )  sin(2e) + j sin(2T)
1 + C O S  (2x)cos (2e)

the Covariance matrix can be expressed in any polarisation basis 
defined by p by means of the following unitary similarity 
transformation:

Z p] = [T(p)] [Zhv] [T (p )1  4.5
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where the subscripts of 1 identify the polarisation basis.

As a consequence of the unitary similarity transformation choice the 
following equality holds:

3

trace(2:)= Z  = <span(S)> 4.6
n =  1

The property to preserve eigenvalues under any polarisation basis 
transformation is very important from a physical point of view: the 
ensemble average of the span of the Scattering matrix is the total 
badsc attered mean power in the four polarisation channels, 
therefore it should be independent of the polarisation basis choice.

Another important conseq.uence of the previous formulation is to 
provide polarisation basis-invariant bounds for the copolarised and 
crosspolarised backscattered powers, indeed the main diagonal 
elements in a positive semi-definite Hermitian matrix are always 
bounded to lie between the minimum and maximum eigenvalues as 
shown in the following inequalities [64]:

^min -  < | S h h |^> -  ^max

^min -  <|Svv|^> ^ ^max ^.8

2  r̂nin -  < |SH\j ̂  — 2  ^max 4.9

It is not always possible to maximise or minimise the copolar or the 
crosspolar backscattered power in order to obtain the upper or lower 
bounds (i.e. >̂rnax> ^min)> indeed even if the matrix T(p) is a unitary
transformation, it might not diagonalize the Covariance matrix (in 
other words it is not guaranteed that one of the columns of T(p) is 
equal to the corresponding eigenvector of 1 ).
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The ensemble average operator applied to the Covariance matrix 
elements, indicates spatial averaging and consequently spatial 
homogeneity of the imaged scene is assumed. In this case, the 
reduced statistical fluctuation is achieved at the price of decreased 
spatial resolution. An important application in polarimetric SAR is the 
utilisation of the polarisation channels to decrease speckle noise 
without affecting the spatial resolution of the sensor. As will be shown 
in the following analysis, the overall effect of this technique depends 
on the nature of the backscattered radiation.

4.3 Gaussian polarimetric clutter model

Under the assumptions that the copolarised and crosspolarised 
components of the Scattering matrix are uncorrelated for an 
azimuthally symmetric surface, and each component of the feature 
vector has zero mean because of their predominant incoherent 
nature, the Covariance matrix in an arbitrary selected polarisation 
basis (H,V), assumes the following configuration:

<|ShhI^>  0 < ShhSw  >

0 2 < |S hv|^>  0

< Svv S hh > 0 < |S w l^ >

4.10

Let us consider a complex Gaussian model for a statistical 
homogeneous surface, where the probability density function (PDF) 
of the feature vector X is [67,68]:

F (X )= -J i- .e x p [ -X ''r ’ x ]  4.11

It appears evident that the knowledge of the Covariance matrix is 
capable of completely characterising the statistical homogeneous 
surface. An important consequence of having the Scattering matrix 
elements jointly Gaussian is that zero covariance between two
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elements implies statistical independence. Therefore in the presence 
of azimuthally symmetric surfaces, the crosspolar return is 
independent of both copolar returns.

It is interesting to calculate the three eigenvalues of Z in order to 
analyse the polarisation characteristics of the backscattered 
radiation. Solving the eigenvalue equation for the matrix (4.10), we 
obtain:

\i=2<|SH vf> 4.12

 ̂ hhP  > +  < |s w l^  > ± < |S hhP  > V(n -1 )̂  + 4h|7|̂

where p and y are respectively the copolarisation ratio and the 
correlation between the two copolarised channels according to the 
following definitions :

4.14
<|Shh I^>

< S h h S w > _  4 1 5

V<|S hhI^> <|SvvI^>

The first eigenvalue, being associated with the power in the 
crosspolarised channel for the horizontal and vertical polarisation 
basis choice, can be related to target properties. If the individual 
scatterers in the scene have a Scattering matrix that is a weak 
function of their orientation or if the scatterers are highly aligned 
along the transmitting and receiving polarisations, then typically the 
first eigenvalue will be small with respect to the copolarised received 
power.
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From the analysis of the eigenvalues, it seems that the vertical and 
horizontal polarisations have a privileged role in the computation of 
the Covariance matrix. This is due to the preliminary assumption of 
having copolarised and crosspolarised scattering terms uncorrelated 
in the chosen orthogonal polarisation basis. It can be demonstrated 
that to maximise or minimise the mean power scattered into a 
particular polarimetric channel the following conditions, for the 
copolar and crosspolar powers have to be satisfied respectively [65];

< S aa(p ) S ab(p ) > = < S bb(p ) S ab(p ) > = 0

< S aa(p ) Sab(p ) > - < S bb(p ) S ab(p ) > = 0

4.16

4.17

where in each case the parameter p defines the optimum 
polarisation. According to the simplified Covariance matrix 
formulation 4.10, both equations are satisfied for p=0 (i.e. AB = HV).

It is interesting to relate the eigenvalues to the polarisation 
characteristics of the backscattered radiation. For this purpose, it is 
useful to define the Coherence matrix that for a time-varying partially 
polarised plane wave is described in the following way:

[J] = J11 J12

- J21 J22

< EhEh > < EhEv >

< EhEv > < EvEv >
4.18

where Eh and Ev denote the orthogonal linearly polarised 
components of the electric field. From this matrix the conditions for 
completely polarised and unpolarised radiation waves are 
respectively [69]:

J I — Jl 1̂ 22 " I 2 I "*0 4.19

J l 2  — J 2 I “  0  j 'Jl 1 — J 22 4.20
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The first condition states that in order to have a fully polarised 
backscattered wave the coherence matrix must be singular. The 
second condition states that for an unpolarised wave, the intensity 
measured in any direction orthogonal to the propagation direction is 
the same, and such that this intensity is not affected by any relative 
delay between the electric field components. Expressing the previous 
conditions in terms of Scattering coefficients:

Ehr =SHHEHt+ SHvEvt 4.21

Evr =S w  Evt + S HV Eht 4.22

where the subcripts t and r denote transmit and reflected electric 
fields respectively, we obtain the following formulation (maintaining 
the hypothesis that the copolarised and crosspolarised component of 
the Scattering matrix are uncorrelated):

IJI = 0 => < |Sh\^^ > = 0 ; I y\^ = 1 4.23

J i2 = J21 = 0 ; J11 = J22

< ShhSw > = <S hhSw > = -<|ShvI^ > ; <|ShhI^ > = < |S w l^>
4.24

Note in both derivations it is assumed that <|SHhl^> and <|Sw l^> 
are different from zero (a realistic approximation for most natural 
targets), and only for the unpolarised condition it is assumed 
Ent = Evt-

The first formulation above states that in order to have a completely 
polarised wave regardless of the transmit polarisation, it is necessary 
that the crosspolarised power is equal to zero and the copolarised
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channels are fully correlated. This conclusion can 
also be reached using the Stokes vector formulation [70].

Forcing the fully polarised condition in the eigenvalue formulation, we 
obtain that two eigenvalues of the Covariance matrix are equal to 
zero and the remaining one is equal to <|ShhI^ > + <|Swl^ > (as we 
expected in order to maintain the overall backscatter power invariant 
and equal to the span of the Scattering matrix). Expressing the 
determinant of the Covariance matrix as the product of its three 
eigenvalues, it is evident that the singularity of the Covariance matrix 
is a necessary condition to have a completely polarised return [70].

Strictly speaking this is the case for deterministic targets where in the 
definition of the Covariance matrix the average operator does not find 
application. The lower limit of the copolar and crosspolar channel 
powers has a lower bound equal to zero demonstrating that in the 
presence of deterministic targets it is always possible to obtain 
vanishing power returns.

In the case of unpolarised radiation the three eigenvalues of the 
Covariance matrix are:

>.1 =2<|Sh\J^> 4.25

^2 = <|ShhI^ > ■ <|ShvI^ > 4.26

^3= <|ShhI^> + <|ShvI^> 4.27

The lower bound for the backscattered power is always larger than 
zero unless the crosspolarised term vanishes or the power in the 
copolar channel is equal to the crosspolarised power. In the most 
general case, it will not be possible to find any polarisation basis that 
produces zero return in the polarimetric radar channels. It is 
important to realise that the unpolarised condition has been found
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assuming the transmit electric fields to be identical in both 
polarisations, as it is the case in most multipolarisation radars. In 
general, there are no conditions for the unpolarised radiation based 
only on the Scattering matrix elements.

Experimental results have shown that using the linear polarisation 
basis, the crosspolar return is often much weaker than the 
copolarised return. In particular, multipolarisation SAR images of 
ocean surfaces and bare land have produced very limited 
contribution of the crosspolarised power. However, for heavily 
vegetated area the amount of power associated with linear 
depolarisation is often considerable [71].

An important application of the Covariance matrix is the maximisation 
problem associated with the Rayleigh quotient. Defining the following 
linear combination:

y=W'^X 4.28

where W is a three dimensional complex weight vector, it is easy to 
demonstrate the direct relation between W and the transmit and 
receive complex antenna states. Expressing the received antenna 
voltage as a function of the Scattering matrix:

y — [Hr Vr Shh Shv H t

- Shv Svv [VtJ
4.29

By direct comparision the following relations are obtained:

Whh = Ht Hr 4.30

Whv = - t  (Ht Vr + Hr Vt) 4.31
V2

Ww = VtVr 4.32
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where H and V are the horizontal and vertical complex states of the 
antenna polarisations and the subscripts t and r denote the transmit 
and receive antennas respectively. Due to the definition of the 
feature vector for reciprocal medium, the above equations define the 
antenna complex states in a reciprocal way as well. The exchange of 
optimal transmit and receive antenna polarisations will not affect the 
weight vector components [72,73].

The received power from a target with a feature vector X is:

P = | y | 2  =  W '^ Z  W  4 .33

where a constant factor related to the antenna impedance has been 
omitted. The above expression demonstrates the direct relation 
between the Covariance matrix and the target backscattered energy.

The positive semi-definite nature of the Covariance matrix allows us 
to write the Rayleigh maximisation principle [64]:

4 .34
W W X3 X3

where X3 and X3 denote the largest eigenvalue and the associated 
eigenvector respectively. The numerator of the above expression can 
be interpreted as the power received from a target with covariance 
matrix Z for a transmit/receive antenna polarisation of the sensor 
related to the complex components of W. It is not surprising that the 
optimisation of an Hermitian form leads to an eigenvalue problem. 
Indeed, to find the extremum of a quadratic function it is necessary to 
solve a linear equation.

The maximum received power corresponds to the largest eigenvalue 
but it is not always possible to obtain it since the eigenvector X3 can 
lead to not-unitary antenna polarisation states. Alternatively, the
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Rayleigh quotient forces the length of the eigenvector to be constant 
where an unitary antenna state will demand variation of the 
eigenvector length. It is trivial to show that for equal transmit and 
receive polarisation states, under the constraint of unitary antenna 
states (i.e. | H + | V|^ =1 ), the magnitude of the vector W is always 
equal to one. It is important to mention that this property is directly 
related to the chosen definition of the feature vector that allows to 
preserve the Scattering matrix span. However even if the magnitude 
of the vector W becomes equal to one, the Covariance matrix 
optimisation method will only provide upper or lower bounds in 
general not achievable with unitary antenna polarisation states [72].

The antenna polarisation states associated with X3, are also capable 
of maximising the signal-to-noise ratio as can be easily shown 
applying the Rayleigh quotient to the ratio of the received power to 
the noise power. In more general terms, the Covariance matrix has a 
fundamental role in the maximisation of the power backscattered 
from an area of Covariance matrix Z a with respect to the power 
from an area of Covariance matrix Z b  [73]. The mathematical 
formulation of this maximisation problem is:

] = r A B  4 .3 5
W Zb W

where rAB is called the maximum contrast ratio between target A and 
target B. To simplify the problem, it is useful to transform the vector 
W into a new coordinate system using the following linear 
transformation:

F = [P] "'W  4.36

If P is the eigenvector matrix of Z b Z a then the following identities 
hold [74]:

[p1 [ I a][P ]=[D ] 4.37
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[p ]̂[eb] [ p ] = [ i ] 4.38

-1where D is the eigenvalue matrix of X b ^  a- Substituting the vector F 
in place of vector W in the maximisation ratio, we obtain:

Tab = MAX F^’ P'^Za PF
F P+Zs PF

= MAX F^DF
f "̂ F

4.39

therefore the original maximisation problem has been converted to 
the Rayleigh quotient one, of which we already know the solution:

rAB = MAX F^DF
F^ F

4.40

-1where X3  is largest eigenvalue of Z b Z a- The value of F that 
satisfies the maximisation ratio is independent of any complex scalar 
factor, therefore choosing the following condition for F:

F ' " f =1 4.41

the previous equation can be expressed in the following way:

F^D F = X i|F i |2  + Jt2|F2|2 + X3|F3|2<X3|F|2 4.42

where the largest value of the above product is obtained by choosing 
the F vector equal to:

F =[0 0 1] 4.43

-1that translates for the vector W, in the eigenvector of Z b Z a 
correponding to the largest eigenvalue X3 . This maximisation 
problem reduces to the previously analysed single Covariance matrix 
Rayleigh quotient if Zb becomes the identity matrix.
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The eigenvalues of the Covariance matrix are not only capable of 
defining the upper and lower limits of the polarised backscattered 
power, but are also directly related to the statistical variability of a 
multipolarised SAR span image. The span image of a multipolarised 
SAR is constructed in the following way:

y = X *X  4.44

therefore the pixel intensity is the noncoherent summation of the 
three polarisation channels. In order to generalise the result of the 
following analysis, it is useful to introduce a weighting matrix A; 
consequently the pixel intensity of the generalised span image 
becomes:

y = X^A]X 4.45

To evaluate the statistical properties of the generalised span image, 
it is important to calculate the mean and the variance of the 
previously defined pixel intensity. In the assumption of A being 
positive semi-definite Hermitian matrix, the following matrix relations 
hold [74,75]:

where A and M are the eigenvalue and eigenvector matrices of Z A. 
Using the previous relations, the generalised pixel intensity of the 
span image can be expressed in the following way:

y=X''[M]-' '^[A][M]-’ X 4.48

: +
y =Z [AJ Z 4.49
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where Z is related to X through the linear transformation IVI'\ 
Expanding the matrix product the above relation becomes:

y = ^ X | | Z i p  4.50
i=1

The Covariance matrix of Z can be expressed in term of X, and 
applying the relation 4.47 we obtain:

< Z Z ''> = [M ] - ' '[e ] [M ]-''* = [ I ]  4.51

Consequently the mean of the generalised pixel intensity is:

3
< y > A,j 4.52

i=1

In order to calculate the variance, it is necessary to determine the 
average pixel power. Being derived from a linear transformation of X, 
the components of the vector Z are complex zero mean Gaussian 
distributed. The average pixel power is expressed in the following 
way:

3 3 3
< y ^ > = % ^ i < | Z i M > + %  X  ^ i^ j<  I Z i I ^>< I Zj I 4.53

'=1 i= i j= i  (M )

where the fourth order term is calculated expressing z, through the 
inphase Ij and quadrature O, components:

< I Zj 1  ̂> = < (l +Qj^) ̂ > = < I f  >+2< I j^ xQ  i^>+<Q f  > 4.54

For a real Gaussian variable with standard deviation o, the following 
relation holds:

< Ij" > = <Qj " > = 1- 3" (n-1)o^ (n even) 4.55
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Since the Covariance matrix of Z is equal to the identity matrix, is 
equal to 1/2 , and substituting the above relations in the average pixel 
power expression, we obtain:

3 „ / 3 \2
< y ^ >  = X ^ i  4.56

i=1 \i=1 /

Consequently the variance of the pixel intensity of the generalised 
span image is:

3
v a r ( y ) = X ^ i  4.57

i=1

It is useful to define the ratio between the variance (var) and the 
squared average of the pixel intensity as a quantitative measure of 
the speckle content of the generalised span image:

i x f
var(y) 4,58

<y>2

The minimisation of the above ratio with respect to the eigenvalues of 
ZA is obtained applying the method of Lagrange multipliers [76]. Due 
to the independence of the solution from any complex scalar factor, 
the arbitrary constraint in the Lagrange method can be chosen 
according to the following condition:

3
X  Xi =3 4.59
i=1

and the minimisation of the above ratio is translated into the 
minimisation of the functional expressed in the next page:
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3 / 3  \ 2

f( h M M , y )  = E  + Y (9 - Z  ) 4 .6 0
i=1 \i=1 J

where 7 is the Lagrange multiplier. Taking the partial derivative of the 
above expression with respect to X\ and finding the roots of the 
resulting equation, we obtain:

X,i = ^ 2  = ^ 3  =  1 4.61

This solution corresponds to a weighting matrix A equal to the 
inverse of the Covariance matrix2 . In this case the ratio between the 
standard deviation (sd) and the mean of the generalised pixel 
intensity of the span image becomes:

The effect of the optimal weighting matrix can be easily understood 
expressing the pixel intensity in the following way:

y = x t A ] X  = X * [ E ] * ' 2 [ Z ] ' 2 X  4 .63

therefore the matrix A can be interpreted as equivalent to the linear 
transformation X '2 applied to the feature vector X. This is actually a 
modification of the polarisation basis of the feature vector capable of 
representing X in a new polarisation basis where the three 
polarisation components are uncorrelated and of equal average 
power. To demonstrate this property of the optimal weighting matrix, 
it is necessary to calculate the Covariance matrix of the feature 
vector represented in its new polarisation basis:

-optimal =  <  [ X ]  -2 X X+ [ x f  ‘2 >  =  [ X ] - 2  [ X ]  [x] + i = [ l ]  4. 64
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In the new polarisation basis the average powers of the components 
of the feature vector act as three ideal looks for the generalised span 
intensity image.

Since in spaceborne radar applications the implementation of the 
crosspolar channel is often technologically very challenging (i.e. 
transmit power, thermal noise floor and antenna polarisation 
isolation), it is interesting to apply the optimal weighting matrix 
approach when only the two copolar channels are available. In this 
case the feature vector becomes bidimensional and consequently the 
number of eigenvalues is reduced to two. Following the previous 
derivation, it is trivial to demonstrate that the variance to mean 
square ratio is equal to 0.5. Therefore, regardless of the intrinsic 
correlation generated by the scene, the optimal weighting matrix is 
always capable of obtaining two independent looks.

The case in which the linear operator A is not applied, corresponds to 
the classical span imagç, where the pixel intensity is expressed in 
the following matrix formulation:

y = [S hh , Shv , S w  ]
■ 1 0 0 ■ Shh

0 1 0 i ~2 Shv
-0 0 1 -

-  S w  -

4.65

The ratio between the pixel standard deviation and the average 
mean power is:

sd (y) V (<|Sh h  I M   ̂+ 4(^Sh v I ^>) ̂  -4<|Sw| >̂\) ̂  +2(<|S h h  I ^>) V  hi ̂

<|Shh I + 2<|S hvI ^> + <|S w I
4.66

The main difference with respect to the optimised solution is that the 
above formula does not utilise the phase difference between the two

110



copolarised channels but only the amplitude information of the 
correlation coefficient. Therefore in order to achieve optimal speckle 
reduction in the span intensity image, the copolarised channels 
phase difference should be preserved.

From the previous formula two simple cases can be derived 
according to the following characteristics of the backscattered 
radiation:

<|Swl^> =10 <|ShhI^> ; <^ShvI^>=0 ; | y| =1

^ 4.67

<|ShhI^> = <|Swl^> = <|ShvI^> : Iy I=o

■'J' 4.68
^ . a . 0.6

where the first case can be associated with a strong Bragg scattering 
behaviour (i.e. ocean surface for large incidence angle) and the 
second one with highly unpolarised radiation (i.e. forest area at low 
radar carrier frequency). It is worth mentioning that due to the 
introduction of the factor i 2  in the definition of the feature vector, in 
the second case it is not possible to achieve the same result as for 
the optimal weighting matrix. Indeed to find the maximum speckle 
reduction, we shall have set the average crosspolarised power equal 
to half of the average of the copolarised power.

The main advantage in using the classical polarimetric span 
processing with respect to the optimal case is due to the necessity of 
having only the amplitude information of the correlation coefficient. It

111



can be demonstrated that under the assumption of Gaussian clutter 
the following relation holds [77]:

< ( |ShhI ̂  - <|ShhI ̂ >)( |Swl ̂  - <|Swl ̂ >) >= I<Shh Sw>l ̂  4.69

therefore to compute the amplitude of the correlation coefficient only 
the knowledge of the intensity statistics is necessary. Furthermore, 
the intensity statistics of the copolarised channels can be estimated 
accurately independently from cross talk, channel imbalance and 
deployment of calibration targets [78].

It is interesting to associate the eigenvalue description of the span 
image with the intrinsic variability of the pixel intensity. In a SAR 
image, the signal intensity modulation is typically due to three effects: 
the speckle noise, the scene texture and thermal noise (other noise 
sources such as saturation noise, quantization noise and processing 
noise are considered negligible). The speckle noise is directly 
associated with the coherent nature of the sensor, and under the 
assumption of having a small signal bandwidth with respect to the 
radar bandwidth, this term can be characterised as a multiplicative 
stationary independent zero mean complex Gaussian noise. 
Exceptions to this classical way to model the speckle contribution are 
when a dominant elementary scatterer is located in the resolution cell 
or when the target autocorrelation function is not slowly varying from 
one pixel to the adjacent one [79,80].

The image texture is associated with the spatial variability of the 
scattering properties of the scene. It is directly related to the nature of 
the reflecting medium and carries useful information for 
characterising the imaged surface. The effect on the pixel intensity 
variability is of the same nature as the speckle noise (i.e. 
multiplicative), however it is important to appreciate the following 
difference: where the speckle noise is due to the variability of the 
random position of the elementary scatterers for displacement of the
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order of the wavelength, the texture is associated with larger scale 
variations so that the scattering properties of the reflecting surface 
are modified. Comparing adjacent pixels in a SAR image, the two 
types of phenomena are observed simultaneously.

It is of fundamental importance to be capable to characterise the 
speckle and texture statistics in order to properly evaluate their 
effects on SAR images. The model used to describe the intensity 
image is [79,81]:

= [< I >f Tj,j,f + < nj >] Sjj 4.70

where P is the intensity associated to a pixel of coordinate i (range), j 
(azimuth) and from a region f of homogenous scattering 
characteristics with average reflected power <!>. The independent 
random variables T and S characterise texture and speckle 
contributions respectively. They both have unit mean, and the 
speckle component is independent from any type of imaged scene. 
Indeed the speckle contribution will result from the statistical nature 
of the scene provided the surface roughness is capable of producing 
phase excursions comparable to 2k . An increase in roughness will 
not modify the statistics of S.

The noise power contribution <n> is described as an additive 
component modulated by the speckle and only depending on the 
range coordinate. The range dependence of the noise power is 
related to the choice of the azimuth correlator reference function. 
Typically the number of samples in the azimuth correlator will be 
proportional to the slant range variation and correspondingly the 
signal-to-noise ratio at pixel level will present a R'  ̂ range 
dependence. In this case, a noise power range variation proportional 
to R will appear. If noise subtraction is applied, then it is very useful 
to weight the correlation process in order to compensate the noise 
power variation. This can be achieved using a normalisation factor
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inversely proportional to the square root of the azimuth samples, or 
just fixing the correlator length at the price of having a variable 
resolution versus incidence angle (i.e. SE AS AT JPL correlator). The 
assumption in the previous model of the noise term as equivalent to 
the texture with respect to the speckle effect is justified by the filtering 
function of the SAR processor on the received echo dictating its 
correlation property. Alternatively, there is no difference between the
statistical properties of the speckle term and thermal noise with the
exception of the azimuth antenna pattern weighting of the speckle 
power spectrum. According to the previously described model, the 
average pixel intensity is :

< Pjj f̂ > = < l > f + < n j >  4.71

This derivation demonstrates the need to estimate the noise 
contribution to retrieve backscattered properties from a homogenous 
statistical region.

To compute the variance of the texture variable, it is necessary to 
utilise the following relation for the variance to mean square ratio of 
the speckle term:

v a r ( s ) ^ l  4.72
<S >2 N

where N is the number of effective looks. Typically in SAR images, 
the independent samples are generated by combining incoherently 
adjacent pixels. Because of the sampling of data, the adjacent pixels 
are often correlated due to oversampling of the speckle correlation 
function. It is therefore necessary to introduce the concept of 
effective number of looks to properly simulate the averaging process.

A simplified way to estimate N without requiring the knowledge of the 
speckle second order signal statistics, is:
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N = number of averaged pixels x —pixel spacing—  4 73
spatial resolution

It is necessary to notice that the texture itself will generate a 
correlation between adjacent pixels, however the effect will often be 
dominated by the speckle. Indeed with the assumption of stationary 
spatial statistics and negligible noise power, the overall pixel 
autocorrelation function is [81];

Rp( A j, Aj, f )« < I >̂ f R t ( A i , Aj, f ) R s (A j , Aj ) 4.74

where R j and Rs are the texture and speckle autocorrelation 
functions respectively. Rs closely resembles the SAR impulse 
response function and will rapidly vanish for value of Aj and Aj larger 
than the SAR spatial reolution. The texture autocorrelation function 
will depend on the spatial homogeneity of the imaged scene and 
unless very high spatial resolution is involved together with the 
presence of strong dominant elementary scatterers, the overall 
spatial decay will be dictated by the speckle decorrelation.

Using the previous formulation, the variance of the pixel intensity can 
be computed:

var (P|) = < P(^ > - < P, ^ ) + < Pf 4.75

and consequently expressing the signal-to-noise ratio as the 

variance of the texture random variable is obtained:

N
var (If) =

var(Pf)\ 1
_ <Pf>^ I / A 1( 1 ) 4.76N+1 SNRf
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The previous expression can be seen as a measure of the difference 
between the normalised intensity and the speckle variances. The 
effect of thermal noise on the texture variance estimation is to 
increase the pixel intensity variability and therefore to overestimate 
the texture variance. If the noise power is neglected in the calculation 
of the texture variance, the following error will affect the estimation:

E = 2 0 i o g ( i + ^ ) 4.77

The diagram in figure 4.1 demonstrates the necessity of operating 
with high signal-to-noise ratio if the texture variance has to be 
estimated. Indeed to have an error less than 1 dB (corresponding to 
a 10 per cent error), it is necessary to operate with signal-to-noise 
ratio approximately larger than 10 dB

4 - -

e rr

10

Fig.4.1 Texture variance error as a function of signal to noise 
ratio

The texture variance is directly related to the target spatial 
characteristics, and if properly estimated it can improve the scene 
characterisation. However for having a complete texture description, 
different incidence angles, spatial resolutions and wavelength should 
be utilised to sense the largest set of scattering mechanisms 
associated with the area of interest.
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4.4 Non-Gaussian polarimetric ciutter model

At the heart of Gaussian clutter model there is the assumption that a 
large number of randomly distributed elementary scatterers exists in 
the resolution cell with no single scatterer dominating. This is the 
classical way to model the speckle phenomena. However to be 
capable of describing the variation of scattering properties of the 
scene due to the lack of spatial homogeneity, it is necessary to 
extend the Gaussian model. As it has been previously shown, the 
product of two random variables (ignoring the additive noise power 
component) corresponding to the speckle and the texture 
components, is the most natural way to model the pixel variability. 
Where the speckle contribution is often described as a vector whose 
components are jointly complex Gaussian, the texture term can be 
modelled in several ways depending on the characteristics of the 
imaged scene and the mathematical complexity of the statistical 
model applied [82].

The classical ways to describe the texture component of the clutter 
are: the Lognormal, the Weibull and the Gamma models. In the 
Lognormal model, the texture term is described utilising a Gaussian 
random variable. The main advantage of this approach is the 
simplification of the mathematical complexity due to invariance of the 
Gaussian distribution under linear transformation.

In the Weibull model the spatial component is simulated as a Weibull 
random variable. This approach is well suited for describing clutter 
from quasi-homogenous scene such as region of grass. The main 
disadvantage is the necessity of numerical techniques required for its 
statistical analysis.
The Gamma model is often used for the description of clutter in 
polarimetric SAR applications [67,68]. The main advantages are the 
capability to express in closed form its statistical distributions (i.e. 
probability density function and cumulative distribution function) and
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at the same time to be capable of describing quasi-homogeneous 
scene. Indeed for the spatial resolution involved in civilian microwave 
remote sensing, the radar will often image scene in which the spatial 
characteristics will gently modulate the Gaussian statistics of the 
backscattered echo. Applying the Gamma model, the feature vector 
of a polarimetric SAR is modulated by a random variable g in the 
following way:

Z = ig  X 4.78

where the probability density function of g is:

with r  being the Gamma function. V and g are two parameters of the 
distribution directly related to the mean and variance of g. Applying 
the recurrence formulas of the Gamma function, the following results 
are obtained:

< g > =g V 4.80

< g^ > = g^ v(v+i) 4.81

In the above multiplicative model, it is intrinsically assumed that the 
multiplicative factor due to the texture contribution affects in a similar 
way each components of the feature vectors. A vectorial description 
of g would seem more general. However the scalar simplification has 
been often supported from experimental data [83]. In order to 
compute the probability density function of the vector Z, it is 
necessary to formulate the conditional probability density function of 
Z with respect to g.
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Since the feature vector X has a joint complex Gaussian probability 
density function , it follows that;

F(Z/g) = — 4.82

Due to the knowledge of F(g), the unconditional probability density 
function F( Z ) is computed [83]:

F (2 )=  F(Z/g)F(g)dg =
2K3-v ( Z

)

jc3g''r(v)|L|(gZ Z^Z) 2
4.83

where K3 .y is the modified Bessel function of order 3-v. The above 
distribution is also called the generalised K-distribution.

The previous analysis gives an analytical tool to study quasi- 
homogeneous clutter. It is interesting to calculate the effect of the 
presence of spatial variability of the scattering properties of the 
imaged scene on the span image intensity. According to the Gamma 
model, the intensity y can be expressed in the following way:

y =g [ S hh , S hv , Sw  ]
1 0 0 ' S hh

0 1 0 f2 Shv
- 0 0 1 -

-  S w  -

4.84

The variance to mean square ratio of y can be simply calculated 
under the assumption that g and X are statistically independent:

var (y) _ < gz> var(|x|^)  ̂ var(g) 
<y>2 <g>2 ^ 1̂ 12^2 <g > 2

4.85
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Setting g equal to 1/v in order to have unit mean of g in the Gamma 
model, the variance to mean square ratio becomes:

var (y) ^ y + i
<y>2 V

4.86

where the ratio involving the eigenvalues of the Covariance matrix is 
associated with the speckle contribution of the polarimetric SAR. In 
the most general case, for the generalised span image, the 
eigenvalues will corresponds to the product of the weighting matrix A 
with the Covariance matrix Z. It is straightforward to demonstrate 
using the Lagrange multiplier technique, that also in the case of 
Gamma model the optimal weighting matrix is The first 
conclusion to be drawn from the above expression is that the 
parameter v is now involved in the variability of the pixel intensity. To 
understand the physical meaning of v, it is necessary to relate it with 
the log standard deviation of the texture random variable (i.e. ot ) 
defined as follow:

ot = Vvar ( 10 log 10 g) 4.87

In the table below, typical values of ot applicable to a 33 GHz SAR 
operating with a single look spatial resolution of 0.3 meters, and the 
corresponding Gamma parameter v are shown [68]:

Gamma parameter versus log standard deviation of the texture
Ot V

1.0 19.3
1.5 8.9
2.0 5.2
2.5 3.5
3.0 2.6

TABLE 6
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The Gamma parameter is therefore an indirect measure of the 
imaged scene spatial homogeneity. Indeed, large values of v 
correspond to small log standard deviation of the texture random 
variable and consequently to a limited spatial variation of scattering 
properties of the surface, where small values of v are of interest in 
area with large spatial variation of scattering properties.

In order to estimate the effect of the texture random variable on the 
pixel intensity variabilty, it is necessary to compute the standard 
deviation to mean ratio of the span image pixel intensity for the 
following cases:

1 ) SAR with single polarisation channel:

= 4.88

2) multipolarisation SAR with the following clutter properties:

<|ShhI^> = <|Swl^> =2 <|ShvI^>; |y|=o

^  4.89
Sd (y) _
< y >  V 3 v

The Gamma parameter plays a strong role in the overall variability of 
the pixel intensity. A scene with large spatial variation of the 
scattering properties will generate random variation of the intensity 
not predictable with the traditional Gaussian clutter model. 
Furthermore, the effect of averaging polarisation channels, to reduce 
the statistical fluctuations of the pixel intensity, will not be very 
beneficial in the presence of scenes characterised by large textural 
variations.

Plotting the standard deviation to mean ratio of the pixel intensity, we 
obtain:
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Fig.4.2 Standard deviation to mean ratio of the pixel intensity 
versus the Gamma parameter for SAR with single 
polarisation channel (normal line) and multipolarisation 
SAR (dotted line)

The first conclusion to be drawn from the figure above, is that the 
texture random variable has a direct impact on the pixel variability. 
Indeed for the single polarisation channel SAR, unless the imaged 
area is spatially very homogeneous (i.e. large v), it is not possible to 
obtain the unitary ratio predicted by the exponential distribution of the 
intensity. For the multipolarisation case, with the selected clutter 
assumption (the chosen clutter could be seen as the result of the 
application of the optimal weighting matrix), the ratio will 
asymptotically approach the V1/3 value corresponding to the 
merging of the three uncorrelated polarisation channel intensities.

The use of the Covariance matrix in the analysis of multipolarisation 
SAR data has shown very interesting potentials. In order to verify the 
validity of the previously developed theory, it is necessary to apply it 
to existing SAR multipolarisation data. In the next chapter, data 
obtained from NASA experimental airborne SAR campaigns will be 
used to demonstrate the suitability of the Covariance matrix in 
describing polarisation information.
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5. EXPERIMENTAL APPLICATIONS OF THE 
COVARIANCE MATRIX IN SAR POLARIMETRY

5.1 Introduction

In the previous chapters, the theoretical background necessary to 
describe the multipolarisation SAR has been presented. In particular, 
the Covariance matrix has been demonstrated to be a very useful 
tool for the interpretation of multipolarisation SAR data. The 
eigenvalues of the Covariance matrix of a multipolarisation SAR 
image can be associated with fundamental properties of the imaged 
area such as the randomness of the scene and the span image 
texture. The overall backscattered power behaviour versus transmit 
and receive antenna polarisations Is determined by the eigenvalues 
of the Covariance matrix.

The direct relation between the elements of the Covariance matrix 
and physical quantities of the backscattered radiation simplify the 
interpretability of this second order descriptor. The correlations 
between copolar and crosspolar channels appearing in each matrix 
element can be related to the capability of the imaged surface in 
generating polarised or unpolarised backscattered radiation.

In order to properly retrieve the backscattered electromagnetic field, 
it is important to recognise, and when necessary to estimate, the 
effect of sensor anomalies such as poor signal-to-noise ratio, limited 
antenna polarisation isolation, lack of instrument reciprocity and the 
effect of ambiguity noise on the polarisation channels. Several 
multipolarisation airborne SAR campaigns have provided useful data 
in different frequency bands to allow the scientific community to
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validate backscattering models and to finalise the definition of 
multipolarisation spaceborne SARs.

The main objectives of this chapter are to analyse multipolarisation 
airborne SAR images utilising the Covariance matrix descriptor in 
order to experimentally demonstrate its usefulness, to show some 
critical design aspects of spaceborne multipolarisation SARs and to 
propose an innovative technique to process raw data in order to 
improve the sensor performances.

5.2 Analysis o f multipolarisation airborne SAR data using the 
Covariance matrix descriptor

The role of the eigenvalues of the Covariance matrix in the analysis 
of multipolarisation SAR images has been clearly demonstrated in 
the previous chapter. Due to the use of the unitary similarity 
transformation and to the selected feature vector definition, the trace 
of the Covariance matrix is invariant under any polarisation basis 
transformation and the minimum eigenvalue is the lowest bound of 
the copolarised backscattered power (for the crosspolarised power a 
factor 1/2 should be introduced). The lowest eigenvalue is therefore 
an indicator of the potential of the imaged surface to generate a 
backscattered radiation with minimum polarised content.

In order to demonstrate the physical meaning of the lowest 
eigenvalue of the Covariance matrix, airborne data were analysed 
from the JPL SAR airborne campaigns. The relevant sensor 
specifications of the NASA CV990 were described in TABLE 5. This 
multipolarisation L-band SAR provided useful data capable to 
stimulate the interest of the user community. The processing of the 
four polarisation channels was performed on ground after the raw 
data were digitally recorded on-board at a rate of 40 MBPS. After 
simultaneous processing of the four polarisation channels, the 
synthesis of arbitrarily polarised images was produced. Due to a
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compression technique that exploited the properties of the Stokes 
scattering operator, it was possible to reduce the synthesis time of an 
image of 1024 x 1024 pixels by a factor of 12 approximately [84].

Unfortunately in July 1985, during an aborted take off, the CV990 
was destroyed by fire together with its instrumentation. Due to the 
large Interest shown by the user community and the necessity of 
realising technology development of direct relevance with future 
planned spaceborne SAR missions, NASA decided to realise another 
airborne multipolarisation SAR with multifrequency capability to be 
flown on a DC-8 aircraft. The sensor had the following specifications
[85]:

NASA DC-8 SAR SPECIFICATIONS
C-band L-band P-band

frequency (MHz) 5300 1250 440

pulse length (us) 11.25 11.25 11.25

bandwidth (MHz) 19 19 19

peak power (W) 1000 6000 1000

altitude (Km) 4 . 5 - 1 2 . 2

PRF (Hz) 250 - 750

look angle (degree) 2 0 - 7 0

slant range pixel spacing (m) 6.67

azimuth pixel spacing (m) 3.03 (single look)

aircraft velocity (m/s) 257

TABLE 7

The simultaneous utilisation of three carrier frequencies, together 
with the fully multipolarisation capability generated an instantaneous 
data rate of 2.1 Gigabits per second. The overall processing of the 
twelve polarisation channels was performed on ground with the use 
of a microcomputer and the help of an array processor. The size of
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the four azimuth look image was 750 x 1024 pixels, and at each 
frequency it was possible to synthesise any desired polarisation with 
the help of the four coherent channels.

In order to extract the eigenvalues of the Covariance matrix from the 
airborne SAR images available from JPL in compressed Stokes 
scattering operator format, it was necessary to develop a software 
tool capable to obtain the Covariance matrix from a chosen set of 
pixels and then to compute the associated eigenvalues. Modifying 
some existing software capable to operate on the JPL data format, 
the Covariance matrix was calculated for any arbitrary area size.

Few subroutines necessary for calculating the eigenvalues and the 
eigenvectors of an hermitian matrix, were obtained by NETLIB, a 
software library from USA. These subroutines calculate the 
eigenvalues after transforming the Covariance matrix into a real 
symmetric matrix with the use of an unitary transformation. The 
lowest eigenvalue obtained was normalised to the overall sum in 
order to bound its value between zero and one, and with the use of 
PV-WAVE image processing software, a grey level image was 
generated of 32 x 32 pixel size. The largest pixel value (one) was 
associated to white with the lowest one (zero) to black.

Together with the Covariance matrix software, was also utilised a 
polarisation synthesis software called Poltool, capable to generate 
copolar and crosspolar polarisation signatures directly from data in 
the compressed Stokes scattering operator format [84]. The main 
interest in using polarisation signatures was to validate the 
information retrieved from the eigenvalues of the Covariance matrix. 
As consequence of the utilisation of Poltool, the height of the 
signature pedestal and the coefficient of variation, defined as the 
ratio between the minimum and maximum received powers, was 
calculated for each selected signature.
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The chosen airborne SAR data for the polarisation analysis were 
from three different areas; San Francisco bay (containing urban, 
ocean and vegetation areas), Amazonian rain forest and Flevoland 
agricultural fields in The Netherlands. The data from San Francisco 
bay were obtained from the NASA CV990 campaign and therefore 
only available at L-band. The data were provided in four azimuth look 
format with a corresponding pixel spacing of about 11 metres both in 
range and azimuth dimensions. The remaining data were collected 
by the NASA DC-8 SAR and therefore were available at three 
different frequencies (i.e. P, L and C-bands) with similar format to the 
previous ones. Investigation of statistical homogeneous images 
shown that because of the effect of speckle correlation, the 
corresponding number of effective looks was 2.6 [86].
The areas of 32 x 32 pixel size were chosen with incendence angles 
shown in the table below:

type of area image number incidence angle 
[degree]

image coordinate 
in JPL format

ocean 1 27 (146, 86)
2 49 (34, 428)

urban 3 28 (361, 145)
4 49 (113,426)

rain forest (P-band) 5 24 (176, 44)
6 51 (175, 317)

rain forest (L-band) 7 25 (164, 60)
8 51 (167, 307)

rain forest (C-band) 9 24 (184, 38)
10 51 (151,305)

agricultural field (P-band) 11 22 (160, 46)
12 51 (116, 310)

agricultural field (L-band) 13 21 (159, 46)
14 52 (115, 311)

agricultural field (C-band) 15 22 (158, 46)
16 52 (116, 310)

TABLE 8
The choice of the area size was driven from the need to preserve 
fundamental scattering characteristics and to decrease the speckle 
contribution in the calculation of the polarisation signature. Examples 
of the utilised SAR images are shown in the following figures for
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transmit and receive horizontal polarisations configurations (i.e. HH 
polarisation).

. ; ...
*■ ' f  V v  .6 %

4

Fig.5.1 SAR image of San Francisco region, L-band, 
HH polarisation
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Fig.5.2 SAR image of Amazonian rain forest, C-band, 
HH polarisation
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Fig.5.3 SAR image of Flevoland agricultural fields, P-band,
HH polarisation

According to the classification shown in Table 8, the grey level 
images displaying the normalised minimum eigenvalue of the 
Covariance matrix and the corresponding copolar and crosspolar 
polarisation signatures are presented in the following figures.

130



Power

B
Fig.5.4 Minimum eigenvalue (A) and polarisation signatures (B),

image 1, ocean region, L-band, 27 degrees incidence angle
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Fig.5.5 Minimum eigenvalue (A) and polarisation signatures (B),

image 2, ocean region, L-band, 49 degrees incidence angle
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Fig.5.6 Minimum eigenvalue (A) and polarisation signatures (B),

image 3, urban region, L-band, 28 degrees incidence angle
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Fig.5.7 Minimum eigenvalue (A) and polarisation signatures (B),
image 4, urban region, L-band, 49 degrees incidence angle
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Fig.5.8 Minimum eigenvalue (A) and polarisation signatures (B),
image 5, rain forest, P-band, 24 degrees incidence angle
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Fig.5.9 Minimum eigenvalue (A) and polarisation signatures (B),
image 6, rain forest, P-band, 51 degrees incidence angle
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Fig.5.10 Minimum eigenvalue (A) and polarisation signatures (B),

image 7, rain forest, L-band, 25 degrees incidence angle
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Fig.5.11 Minimum eigenvalue (A) and polarisation signatures (B),
image 8, rain forest, L-band, 51 degrees incidence angle
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Fig.5.12 Minimum eigenvalue (A) and polarisation signatures (B),

image 9, rain forest, C-band, 24 degrees incidence angle

139



Power
Power

B

Fig.5.13 Minimum eigenvalue (A) and polarisation signatures (B),
image 10, rain forest, C-band, 51 degrees incidence angle
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Fig 5.14 Minimum eigenvalue (A) and polarisation signatures (B),
image 11, agricultural fields, P-band. 22 degrees incidence angle
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Flg.5.15 Minimum eigenvalue (A) and polarisation signatures (B),
image 12, agricultural fields, P-band, 51 degrees incidence angle
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Fig.5.16 Minimum eigenvalue (A) and polarisation signatures (B),
image 13, agricultural fields, L-band, 21 degrees incidence angle
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Fig.5.17 Minimum eigenvalue (A) and polarisation signatures (B),
image 14, agricultural fields, L-band, 52 degrees incidence angle
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Fig.5.18 Minimum eigenvalue (A) and polarisation signatures (B),
image 15, agricultural fields, C-band, 22 degrees incidence angle
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Fig.5.19 Minimum eigenvalue (A) and polarisation signatures (B),
image 16, agricultural fields, C-band, 52 degrees incidence angle
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In order to give a quantitative measure of the grey level images, the 
sum of the minimum normalised eigenvalue for each selected area is 
computed. The height of the copolar and crosspolar polarisation 
signature pedestals together with the coefficient of variation are also 
calculated to compare the results obtained from the Covariance 
matrix with the ones of the polarisation signature (i.e. the Stokes 
scattering operator). •

sum of the minimum eigenvalues

Image 1 (ocean, L-band, 27  deg.) 3.4

Image 2 (ocean, L-band, 49 deg.) 4.0

Image 3 (urban, L-band, 28  deg.) 20.0

Image 4 (urban, L-band, 49  deg.) 14.6

Image 5 (rain forest, P-band, 24  deg.) 26.0

Image 6  (rain forest, P-band, 51 deg.) 30.8

Image 7 (rain forest, L-band, 25  deg.) 23.5

Image 8  (rain forest, L-band, 51 deg.) 30.4

Image 9 (rain forest, C-band, 2 4  deg.) 22.6

Image 10 (rain forest, C -band, 51 deg.) 28.1

Image 11 (agriculture, P-band, 22 deg.) 15.5

Image 12 (agriculture, P-band, 51 deg.) 16.2

Image 13 (agriculture, L-band, 21 deg.) 20.9

Image 14 (agriculture, L-band, 52 deg.) 16.4

Image 15 (agriculture, C-band, 22  deg.) 24.3

Image 16 (agriculture, C-band, 52 deg.) 21.9

TABLE 9
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copolar signature crosspolar signature

pedestal

height

coefficient 

of variation

pedestal

height

coefficient 

of variation

Image 1 2.22x10-2 2.18X 10-2 1.98x10-2 1.94 X 10-2

Image 2 2.76x10-2 2.68 X  10-2 3.32 X 10-2 3.21 X 10-2

Image 3 6.59x10-1 3.97x10-1 2.45 X 10-1 1.97x10-1

Image 4 4.42x10-1 3.07x10-1 1.11 xlO-1 9.98x10-2

Image 5 8.55x10-1 4.61 xlO-1 5.02x10-1 3.34x10-1

Image 6 1.59 6.15x10-1 8.63 X 10-1 4.63x10-1

Image 7 1.11 5.26x10-1 6.68 X 10-1 4.01x10-1

Image 8 1.65 6.23x10-1 8.77x10-1 4.67x10-1

Image 9 6.57x10-1 3.96 X 10-1 4.00x10-1 2.85x10-1

Image 10 8.42x10-1 4.57x10-1 4.78x10-1 3.23x10-1

Image 11 3.59x10-1 2.64x10-1 1.45x10-1 1.27x10-1

Image 12 1.56x10-1 1.35x10-1 1.43x10-1 1.25x10-1

Image 13 6.25x10-1 3.85x10-1 3.47x10-1 2.57x10-1

Image 14 2.27x10-1 1.85x10-1 1.38x10-1 1.21 X 10-1

Image 15 5.85x10-1 3.69x10-1 3.02 X  10-1 2.32x10-1

Image 16 7.91 X  10-1 4.42 X 10 -1 3.53x10-1 2.61 X 10 -1

TABLE

The ocean data for both incidence angles show the smallest sum of 
lowest eigenvalues. The signature pedestal and the coefficient of 
variation are also very low, demonstrating a limited unpolarised 
component in the backscattered radiation. The presence of very low
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average crosspolarised power justify the use of the first order small 
perturbation method for the large incidence angle, therefore due to 
the use of 24 cm wavelength, the imaged ocean area had a rms 
height of the order of few centimetres.

The very low coefficient of variation is typical of quasi-deterministic 
target. Indeed due to the homogeneity of the scattering behaviour 
among resolution cells and the dominant single reflection 
mechanism, the resultant average polarisation signatures maintain 
the nature of the elementary resolution cell before the multilook 
process. Alternatively, the small value of the coefficient of variation 
implies that it is possible to select an antenna polarisation such that 
the received power is practically equal to zero.

It should be emphasised that due to the high difference between 
copolarised and crosspolarised powers for typical ocean scattering, it 
is necessary to have a high degree of confidence on the calibration 
scheme applied. Crosstalk error might induce difference of the order 
of 90 % between crosspolarised powers before and after calibration
[86]. It is believed that the San Francisco image was carefully 
calibrated by JPL

The urban data shows an increase of the minimum eigenvalue sum 
for both incidence angles together with increased signature pedestal 
heights and coefficients of variation. The dominant scattering 
mechanism in the urban area is the double-bounce dihedral corner 
reflector type of scattering as can be seen from the polarisation 
signatures. However, with respect to the polarisation signature of a 
single dihedral corner reflector, the presence of a larger pedestal is 
recognised. This is caused by the increased complexity of the 
geometry of the reflecting buldings affecting the homogeneity of the 
scattering behaviour. In particular for image 3, the increased 
unpolarised component is associated with a relative geometry of the 
imaged streets oblique to the radar illumination implying a large
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number of multiple bounce (i.e. larger than two) for the backscattered 
radiation, where in image 4 the chosen area has a square-on streets 
geometry. Cloude has shown that it is possible to model the urban 
scattering mechanism as the sum of two Covariance matrices: one 
corresponding to the canonical dihedral corner reflector and another 
with only the elements of the main diagonal different from zero (i.e. a 
noise matrix) [87].

Before being analysed, the two data sets corresponding to the 
Amazonian rain forest and Flevoland agricultural fields were carefully 
calibrated. The cross talk calibration was performed without relying 
on the presence of ground targets but only on assumptions on the 
clutter statistics [58]. The channel imbalance and the absolute 
calibrations were performed with the help of trihedral corner 
reflectors deployed on ground.

For the multifrequency data of the Amazonian rain forest, the 
interpretation of the experimental results is complicated by the 
increased complexity of the scattering target. Depending on the 
polarisation, frequency, incidence angle and local structure of the 
imaged forest, the backscattered radiation properties will strongly 
vary. In particular it has been shown that at P-band, the reflected VV 
and HV returns directly come from the large branches of the crown 
layer (with the exception of young forest where the W  return is 
associated with the crown-ground reflection mechanism). For the HH 
return at P-band, the dominant effect is the double-bounce scattering 
due to the trunk-ground interaction together with a strong correlation 
of the backscattered signal with the topography of the forest floor 
[88]. For the L-band case, we have a similar situation with the 
exception of the HH return, where it exists a component due to direct 
crown return, crown-ground and trunk-ground interactions. For the C- 
band all the returns come directly from the crown needles 
[55,89,90,91].
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The sum of the minimum eigenvalues for the rain forest shows two 
main trends; an increasing contribution versus incidence angle and a 
reduction for shorter wavelength. The effect with respect to incidence 
angle has been already observed in other forest data set [90]. The 
main reason of this behaviour is the increased amount of 
multiscattering associated with larger incidence angle. The physical 
interpretation of the second trend is the larger depolarising 
contribution due to objects of larger size with respect to the 
illuminating wavelength. Indeed, it should be emphasised that the 
polarisation properties of the radar return are typically related to 
scatterer sizes of the order of several wavelengths.

Comparing these results with the corresponding pedestal heights and 
coefficients of variation, it is evident that for the L-band case there is 
poor agreement between the two tables. As it will be shown later, the 
minimum eigenvalue is not always capable to completely 
characterise the unpolarised component.

It is interesting to recognise how the different scattering mechanisms 
affect the polarisation signature. It is evident for the P-band case that 
the dominant double-bounce scattering, together with direct 
reflections from primary branches, gives a large HH return. 
Increasing the frequency the signatures lose the typical double­
bounce shape and start to be affected from the single reflection type 
of mechanism.

For the case of the Flevoland agricultural fields, the sum of the 
minimum eigenvalues shows an increase versus frequency due to 
larger surface roughness. However the dependency versus incidence 
angle is rather more difficult to be established since the local physical 
characteristics of the agricultural fields vary from region to region and 
consequently the scattering properties as well. Indeed depending on 
the detailed structure of the vegetation, the water content, the ground 
roughness, the soil moisture and the surface topography, different
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type of scattering phenomena can take place. From the analysis of 
the shape of the polarisation signatures, the combination of Bragg 
scattering and double-bounce mechanism appears to be the 
dominant effects in the overall phenomena.

The comparison of the correspondent pedestal heights and the 
coefficients of variation with the previous descriptor demonstrates 
that the minimum eigenvalue is not always capable to fully describe 
the unpolarised component of the backscattered radiation. Therefore 
it is necessary to introduce other information associated with the 
Covariance matrix to improve the characterisation of the unpolarised 
radiation.

To fully describe the polarisation characteristics, it is necessary to 
include the correlation between the two copolarised channels. The 
correlation information and the crosspolarised power cannot be 
associated with a single eigenvalue. Indeed it has been 
demonstrated in the previous chapter that a deterministic target will 
have two eigenvalues equal to zero in order to generate zero 
unpolarised radiation regardless of the transmit polarisation. To 
clarify the matter, it is interesting to show the following data taken 
from the L-band channel of the NASA DC-8 airborne SAR [66]:

area ^2
3

1=1
grass 0.06 0.14 0.79 3.7 dB

buildings 0.01 0.27 0.72 23.5 dB

TABLE 11
(after E.Luneburg, V.Ziegler, A.Schroth and K.TragI, 1991)

Each eigenvalue is normalised by the total sum of the corresponding 
area. For both regions the first eigenvalue has vanishing value, 
however it is the second eigenvalue which demonstrates the quasi-
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deterministic nature of the grass surface. It is interesting to note how 
the geometrical complexity of the urban area, independently from the 
selected polarisation basis, reflects in a larger sum of powers 
injected in the polarisation channels (actually the eigenvalues shall 
be seen as bounds and not necessarily as powers associated to the 
polarised radiation). To better characterise the unpolarised radiation 
content, a new coefficient is definediC*-)

unpolarised radiation coefficient = <I^hvI^ > 5.1
l< S h hSw  >1

and in the following figures this is displayed for the previously 
selected regions. In order to obtain a quantitative interpretation, the 
total unpolarised radiation coefficient is calculated for each region in 
Table 12. Comparing the results with Table 10, a similar behaviour 
between the pedestal heights and the coefficients of unpolarised 
radiation is observed. There is not a major discrepancy between the 
two descriptors, in particular both for the Amazonian rain forest and 
the Flevoland agricultural fields the overall tendency is now 
respected. Therefore it can be concluded that the unpolarised 
radiation coefficient is capable of improving the characterisation of 
the signature pedestal with respect to the minimum eigenvalue, and 
that any kind of alternative descriptor will contain information 
associated with depolarisation and copolarised channels correlation. 
In this frame the ratio of minimum to maximum eigenvalue used by 
JPL Is also an effective descriptor [70].

It is important to notice that in several regions, the minimum 
normalised eigenvalue is capable of describing the unpolarised 
radiation content because the depolarisation is the main source of 
existence of the signature pedestal. This role of the average 
crosspolarised power has been clearly demonstrated through the 
decomposition of the polarisation signature in weighting functions 
associated with the different elements of the Covariance matrix [92].
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Fig.5.20 Unpolarised radiation coefficient, image 1, ocean region, 
L-band, 27 degrees incidence angle

Fig.5.21 Unpolarised radiation coefficient, image 2, ocean region,
L-band, 49 degrees incidence angle
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Fig.5.22 Unpolarised radiation coefficient, image 3, urban region, 
L-band, 28 degrees incidence angle

Fig.5.23 Unpolarised radiation coefficient, image 4, urban region,
L-band, 49 degrees incidence angle
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Fig.5.24 Unpolarised radiation coefficient, image 5, rain forest, 
P-band, 24 degrees incidence angle

Fig.5.25 Unpolarised radiation coefficient, image 6, rain forest,
P-band, 51 degrees incidence angle
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Fig.5.26 Unpolarised radiation coefficient, image 7, rain forest, 
L-band, 25 degrees incidence angle

Fig.5.27 Unpolarised radiation coefficient, image 8, rain forest,
L-band, 51 degrees incidence angle
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Fig.5.28 Unpolarised radiation coefficient, image 9, rain forest, 
C-band, 24 degrees incidence angle

Fig.5.29 Unpolarised radiation coefficient, image 10, rain forest,
C-band, 51 degrees incidence angle
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Fig.5.30 Unpolarised radiation coefficient, image 11, agricultural 
fields, P-band, 22 degrees incidence angle

Fig.5.31 Unpolarised radiation coefficient, image 12, agricultural
fields, P-band, 51 degrees incidence angle
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Fig.5.32 Unpolarised radiation coefficient, image 13, agricultural 
fields, L-band, 21 degrees incidence angle

Fig.5.33 Unpolarised radiation coefficient, image 14, agricultural
fields, L-band, 52 degrees incidence angle
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Fig.5.34 Unpolarised radiation coefficient, image 15, agricultural 
fields, C-band, 22 degrees incidence angle
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Fig.5.35 Unpolarised radiation coefficient, image 16, agricultural
fields, C-band, 52 degrees incidence angle
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unpolarised radiation coefficient

Image 1 (ocean, L -band, 2 7  deg.) 35.01

Image 2 (ocean, L-band, 49  deg.) 64.71

Image 3 (urban, L-band, 2 8  deg.) 639.96

Image 4 (urban, L-band, 49  deg.) 318.31

Image 5 (rain forest, P -band, 2 4  deg.) 733.63

Image 6  (ra in fo res t, P-band, 51 deg.) 839.41

Image 7 (rain forest, L-band, 2 5  deg.) 796.53

Image 8  (rain forest, L -band, 51 deg.) 1083.46

Image 9 (rain forest, C -band, 2 4  deg.) 645.24

Image 10 (rain forest, C -band, 51 deg.) 645.39

Image 11 (agriculture, P -band, 22  deg.) 354.61

Image 12 (agriculture, P-band, 51 deg.) 256.02

Image 13 (agriculture, L-band, 21 deg.) 526.51

Image 14 (agriculture, L-band, 5 2  deg.) 341.32

Image 15 (agriculture, C -band, 22  deg.) 470.17

Image 16 (agriculture, C -band, 52  deg.) 604.66

TABLE 12

5.3 Characterisation of texture information in polarimetric span 
images

The interest in analysing polarimetric span image texture is justified 
by the advantage of exploiting the polarisation channels to decrease 
the speckle noise without affecting spatial resolution, together with 
the wide vectorial information associated with the span image.
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Textural features retrieved from images at different spatial resolution 
cannot be directly compared, indeed as in optical images a scene 
might show decreasing roughness when the spatial resolution is 
lowered. Therefore it is necessary for texture analysis to utilise high 
spatial resolution data.

Another factor to be considered is the effect of thermal noise on the 
estimation. In the previous chapter has been demonstrated the 
necessity to operate with large signal-to-noise ratio in order to 
properly estimate texture characteristics. In the following analysis, 
data of NASA BAR airborne campaigns will be studied. Since the 
sensor were functioning with a noise equivalent sigma zero 
exceptionally low (i.e. around -40 dB), it is believed that for most 
natural targets the thermal noise contribution can be neglected.
The texture variance can be expressed in the following way:

var(T) = ’------ 5.2
1 +<^

In the case of span images, the speckle contribution should not only 
include the effective number of looks but also the polarisation looks. 
In the assumption of azimuthally symmetric surfaces, we can use the 
following empirical expression to estimate the effects of the three 
polarisation channels on the speckle variance of the span image :

of = -------—  -----------  5.3
[  2+ ( 1 " Y h h  w  ) ] N

where Yhhw is the correlation coefficient between the two copolarised 
channels and N the number of effective looks. If the target does not 
present a negligible correlation between copolarised and 
crosspolarised channels (for instance urban areas with square-on 
street orientation relative to the radar illumination direction, where a 
strong dihedral type of scattering mechanism appears to be
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dominant), then the formula below can be used to include the extra 
correlation in the polarisation looks [93,94]:

Os = -----------------------   5.4
[ 2+ ( 1 -yHH VV ) +( 1 -yw HV yHH HV ) ] N

In order to compare our theoretical results with experimental data, we 
have analysed multipolarisation and multifrequency calibrated 
datasets of the NASA airborne BAR campaigns. The Shasta-Trinity 
(forest) and Goldstone (bare land) images are four look data from an 
area of 100 x 100 pixels. The Californian costal images (ocean) are 
also four look format but from an area of 20 x 20 pixels. The North 
sea images have the same characteristics as the first two datasets. 
Where the previous images are obtained from the NASA DC-8 
multifrequency BAR, the urban areas are from the NASA CV990 and 
therefore single frequency (L-band), four look format from 
approximately an area of 100 x 100 pixels and for two different street 
orientations with respect to the radar illumination. The effective 
number of looks is 2.6 for all the available data due to similar 
processing characteristics of the two sensors. For each dataset, the 
normalised intensity variance of the span image pixel is computed 
using the eigenvalues of the Covariance matrix averaged over the 
available region. It has been shown that in order to estimate the 
normalised pixel intensity with an error less than 10 per cent, it is 
necessary to use window size larger than 20 x 20 pixels [79]. This 
requirement implies that for each chosen area the texture features 
are spatially homogenous. The experimental results are summarised 
in Tables 13-17.

From Table 13, the Shasta-Trinity vegetation area shows an increase 
in texture variance of the polarimetric span image versus frequency. 
The reason is that even if speckle is better suppressed at longer 
wavelength due to the higher decorrelation in the polarisation looks 
because of multiscattering mechanism, the upper part of the canopy
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at C-band has a less random structure than in the lower frequency 
case (i.e. there is a predominant eigenvalue), therefore with an 
increased normalised intensity variance of the span image pixel (from 
a polarimetric point of view a fully polarised return will generate a 
unitary normalised intensity variance). In the Goldstone area, Table 
14, the increased surface roughness at C-band generates more 
efficient polarisation looks and at the same time a smaller normalised 
variance of the span image pixel intensity. The latter effect is 
dominant and consequently the texture variance decreases for larger 
frequencies.

The two ocean images from Tables 15 and 16, show a comparable 
amount of texture. From the analysis of the normalised intensity 
variance, is evident a strong deterministic behaviour except for the C- 
band near and far range of the North Sea images. Indeed due to a 
very poor signal-to-noise ratio, the polarisation looks are extremely 
efficient (for the far range case the speckle variance is reduced to its 
theoretical limit as the three polarisation looks were completely 
uncorrelated) and the scene appears to have a significant random 
behaviour. The decrease of signal-to-noise ratio for larger incidence 
angle can be appreciated also in the other data sets (improved 
speckle suppression and increased random nature of the scene) with 
the exception of the Shasta-Trinity. In the latter case due to volume 
scattering, mainly affecting the P and L-bands, the reflectivity of the 
scene shows a limited dependence versus incidence angle [91].

For the urban areas. Table 17, the square-on streets image shows a 
stronger deterministic type of scattering with respect to the oblique 
geometry. The dihedral type of scattering is the dominant contribution 
for the square-on case generating a strong correlation between 
copolarised and crosspolarised channels as it is reflected in the large 
normalised speckle variance.
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Shasta-Trinity (forest)

incidence
angle

[degree]

43.1 53.6

frequency P L C P L C

normalised
intensity
variance

0.417 0.436 0.489 0.416 0.429 0.490

normalised
texture
variance

0.247 0.257 0.295 0.246 0.256 0.296

normalised
speckle
variance

0.136 0.142 0.150 0.136 0.138 0.150

TABLE 13

Goldstone (bare land)
incidence

angle
[degree]

47.4 56.3

frequency P L C P L C
normalised
intensity
variance

0.779 0.752 0.620 0.739 0.714 0.554

normalised
texture
variance

0.513 0.496 0.393 0.484 0.471 0.343

normalised
speckle
variance

0.176 0.171 0.163 0.172 0.165 0.157

TABLE 14

166



Californian coast (ocean)

incidence
angle

[degree]
38 51

frequency P L C P L 0
normalised
intensity
variance

0.908 0.928 0.927 0.872 0.874 0.796

normalised
texture

variance
0.611 0.626 0.627 0.597 0.588 0.540

normalised
speckle
variance

0.184 0.186 0.184 0.172 0.180 0.166

TABLE 15

North Sea
incidence

angle
[degree]

38.1 48.75

frequency P L 0 P L 0
normalised
intensity
variance

0.935 0.937 0.579 0.786 0.893 0.433

normalised
texture
variance

0.630 0.632 0.392 0.533 0.604 0.270

normalised
speckle
variance

0.187 0.187 0.134 0.165 0.180 0.128

TABLE 16
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Urban area

incidence angle [degree] 38

frequency L

geometry square-on oblique
normalised intensity 

variance

0.523 0.503

normalised texture 

variance

0.322 0.325

normalised speckle 

variance

0.152 0.134

TABLE 17

From the previous table is evident the direct impact of the normalised 
intensity variance on the texture variance. This is a similar effect to a 
single polarisation channel SAR [81]. However in multipolarisation 
SAP the large normalised intensity variance corresponds to highly 
deterministic target (i.e. ocean), where the same target in single 
channel SAR will appear of very limited texture content [81]. This is 
due to intrinsic average nature of the span image being more 
effective when the polarisation channels have similar intensities.
It is interesting to include the Gamma model in the analysis of the 
texture variance of the span image: in particular for the Shasta-Trinity 
and Goldstone datasets the Gamma parameter suggested in 
reference [68] will be applied. However the analysis results will only 
be seen on a qualitative basis since the data displayed in Table 6 
were retrieved from measurements at much higher frequency and 
resolution (i.e. 33 GHz and 0.3 metres). From Tables 18 and 19, is 
evident the increased texture variance due to the application of the 
Gamma model. The texture variance seems to resemble much closer 
the scene roughness. Indeed in this case, a term of the intensity 
variance (i.e. 1/v) is independent from the polarimetric channels
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Shasta-Trinity (forest), v=2.6

incidence
angle

fdegreel
43.1 53.6

frequency P L C P L C
normalised
intensity
variance

0.955 0.982 1.055 0.954 0.972 1.056

normalised
texture
variance

0.721 0.735 0.787 0.720 0.733 0.788

normalised
speckle
variance

0.136 0.142 0.150 0.136 0.138 0.150

TABLE 18

Goldstone (bare land), v=19.3
incidence

angle

fdegreel

47.4 56.3

frequency P L C P L C
normalised

Intensity

variance

0.871 0.843 0.704 0.829 0.803 0.635

normalised

texture

variance

0.591 0.574 0.465 0.560 0.548 0.413

normalised

speckle

variance

0.176 0.171 0.163 0.172 0.165 0.157

TABLE 19
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It is necessary to mention that the previous analysis, due to the data 
format provided by JPL, has been carried out using four-look data. 
Strictly speaking the relation between the normalised intensity 
variance of the span image pixel and the eigenvalues of the 
Covariance matrix according to (4.58), has been demonstrated under 
the assumption of the feature vector being three dimensional, zero 
mean complex Gaussian vector (i.e. single look). It is also believed, 
in particular for agricultural area, that for a texture analysis a much 
higher spatial resolution of the order of 1-2 metres will be necessary 
[95].

5.4 Critical design aspects of a multipolarisation SAR

To be able to perform polarisation imaging, the SAR will alternatively 
transmit two orthogonal linear polarisations and will receive for each 
transmitted pulse the corresponding copolar and crosspolar echoes 
as shown in the next figure:

H transmit

V transmit | | | | |

HH echo x ^

HV echo x ^

W  echo

VH echo

Fig.5.36 Transmit and receive multipolarisation SAR configuration
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Essentially these are two synthesised antennas shifted in the 
azimuth direction by half of the interpulse period. The consequence 
of this spatial shift is a partial decorrelation between the retrieved 
Scattering matrix elements corresponding to the two orthogonal 
transmitted polarisations. In spaceborne SARs due to the stringent 
ambiguity suppression constraints, azimuth oversampling cannot be 
implemented and it is necessary to resample one channel with 
respect to the other to correct this effect.

The main problem in the retrivial of the crosspolar backscattered 
information is to achieve the necessary polarisation isolation in order 
to guarantee the required accuracy in the determination of the 
crosspolarised sigma zero. Expressing the received power in the 
following way [96,97]:

Pr] = [F] [o«][Ff dQ 5.5

where F is the normalised vectorial power patterns defined below:

[F] = Fhh Fhv 
Fvh Fw

5.6

It is important to realise that forcing the radar to be reciprocal implies 
that the polarisation cross talks are mainly due to contributions from 
the antenna. The sigma zero matrix, being directly related to the 
scattering medium, is defined in a symmetrical form:

[o°] = ^HV

Ohv
5.7

The basic simplifying assumption in this model is that the imaged 
surface, assumed statistically homogeneous, has reflectivity equal to 

A, where A is the area illuminated. Such an equivalence is in
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general not correct since the reflectivity (i.e. sigma) is a deterministic 
quantity and sigma zero is a statistical averaged quantity.

For the sake of simplicity the slant range R is assumed constant over 
the angular region Q. The received power for horizontally polarised
transmitted pulse is for the copolar and crosspolar channels
respectively:

p (
P r H H = — —̂r —r  I F h h o Sh F h h + F h h o Bv F h v + F h v o SvF h h + F h v o Sv F h v  d Q

( 4 % ) =  Jq

5.8

P [
Pr H V  =—— -— -  I F w o S v F h h + F w C 5 9 v F h v + F v h o 8 h F h h + F v h o S v F h v  d A  

R" ]ç i

5.9

In both expressions the first term is essentially the desired 
contribution that we want to estimate from the received power, while 
the other terms are errors due to non-ideal polarisation isolation. 
From the first expression, we observe that all the error terms have 
two crosspolarised factors while the first term is only composed by 
copolarised factors, therefore the estimation of oSh will not be 
strongly affected. In the latter expression, the second and third errors 
terms have only one crosspolarised factor as the required first term, 
therefore their contribution will be of the same order of magnitude 
and consequently the relative error on the estimation of oBv will be 
considerable.

Since the depolarisation measurement involves extended target of 
area A, we need to consider the polarisation isolation requirements to 
be met over the area of interest. This is a critical point since often the 
antenna polarisation isolation rapidly deteriorates for angle away 
from antenna boresight. A useful rule of thumb for depolarisation
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measurement, is that to obtain an accuracy of 0.5 dB in the 
estimation of a crosspolarised sigma zero lying x dB beneath the 
copolarised one, a one-way antenna polarisation isolation of x+16 dB 
is required [96]. In case this requirement is not satisfied and in the 
presence of moderate cross talk leakage, calibration techniques 
based on clutter statistics and applicable on processed data can be 
utilised [58].

Another important effect to be considered in multipolarisation SAR is 
the isolation of azimuth and range ambiguities. Due to the poor 
antenna polarisation isolation for angle away from antenna main 
beam, ambiguities are potential threats for the estimation of 
crosspolarised signal. In particular depolarised echoes can be 
strongly contaminated by large copolarised power feeding through 
the sidelobes of the aliased azimuth bandwidth. Due to the different 
Doppler centroid frequencies, azimuth ambiguities will also appear 
space shifted with respect to the their original positions and 
attenuated due to the mismatch with the azimuth reference function. 
Unless the mismatch is very large (i.e. azimuth antenna sidelobes 
and crosspolarised isolation over the ambiguous azimuth regions are 
well controlled), the correct retrievial of the weak crosspolarised 
return will not be accomplished.

For spaceborne SARs operating with moderate swath width at low 
incidence angle such as SEASAT and ERS-1, azimuth ambiguities 
are of major concern since they usually correspond to larger values 
of ground reflectivity and antenna sidelobes with respect to range 
ambiguities [26,98,99]. However for applications where large swath 
width are required, range ambiguity suppression becomes very 
critical mainly due to the increasing number of near range 
ambiguities (i.e. ambiguities lying between the imaged swath and 
nadir). To further complicate the matter, the need to operate in 
multipolarisation mode requires a careful control of antenna 
sidelobes and polarisation isolation in order to prevent leakage in the
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crosspolarised channel of powerful copolar near range ambiguities 
[100].
To investigate this problem a practical example is shown using the 
selected subswaths of the advanced SAR, ASAR, of the ENVISAT 
project [100]. The ASAR itself will not provide a fully polarimetric 
mode, however due to its operation at high incidence angle, it 
provides a realistic example. The chosen radar geometry is 
described in the table below for three subswaths of the Scansar wide 
swath mode:

orbit height 824 
[km]:

PRF [Hz]: 2001

subswath: W2 W4 we
mean incidence 
angle [degree]:

25.2 32.8 38.0

swath width 
[km]:

84 67 59

TABLE 20

The three subswaths W2, W4 and W6 have one, two and three near 
range ambiguities respectively. The chosen PRF is related to a dual 
channel polarisation mode (i.e. ASAR), and strictly speaking to 
mantain the same azimuth ambiguity performances in a fully 
polarimetric mode the PRF shall be doubled [100].

To estimate the ambiguity ratio, it has been necessary to extend the 
ERS-1 ambiguity ratio definition. Indeed in the original ERS-1 
approach, the strongest point ambiguity is considered as a measure 
of the overall system immunity to ambiguous returns. Due to the 
presence of more than one critical ambiguity, the overall near range 
and far range contributions (including reverse subswaths with respect 
to nadir) weighted by the sigma zero curve are considered.(i.e. bRAR)
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The measured Scattering matrix is contaminated by ambiguous 
returns corresponding to transmitted polarisations parallel and 
orthogonal to the one reflected from the subswath of interest. The 
former are denoted as even and the latter as odd ambiguities. After 
balancing the off-diagonal terms, and under the assumption of equal 
cross talks leakage, 8, in the antenna sidelobes between the two 
polarisation channels (the mainlobe cross talk is corrected during 
calibration [58]), the retrieved Scattering matrix takes the following 
form:

^  ^  Shh + 28Shv S h v +Ô (Shi-H-Sw)

j=even S hv+S  ( S hhH-Sv v ) S v V +  2 8 8 h v

8 1  = S h h  S h v  

8 h v  S w

I  ^
j=odd

8 hv+5 (Shi-H-Sw ) 

+ 258 HV

+  2SShv 

8 h v + 5  (Shi-H-Sw)
5.10

where A, represents the isolation term depending on the ambiguity 
locations and the related instrument parameters. The selected sigma 
zero model for ocean scattering derived from the ER8-1 wind 
scatterometer and the JPL 8AR airborne campaign is displayed in 
the figure below:

i
a
?

Fig.5.37 Ocean polarimetric backscatter model (after R.Gordey and 
P.Mancini, 1992)
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A second type of polarimetric backscatter model is selected to 
represent forest regions. In this case the dependence versus 
incidence angle is negligible and copolarised power is 5.2 dB larger 
than crosspolarised power. The antenna pattern is chosen constant 
across the imaged swath with a sidelobe level set to -20 dB. Different 
cross talk levels are also tested in order to verify the instrument 
sensitivity The simulation results are shown in the following 
figures, the total ambiguity levels together with the first three near 
(N1, N2, N3) and far range (FI, F2, F3) ambiguities are displayed 
versus ground range.

360 380 400 420
Target Ground Range (km)

Fig.5.38 DRAR for crosspolarised power, subswath W2 (ocean), 
cross talk = 0, (after R.Gordey and P.Mancini, 1992)
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1
5s

SIC S20 SM 1*0

Fig.5.39 DRAR for crosspolarised power, subswath W4 (ocean), 
cross talk = 0, (after R.Cordey and P.Mancini, 1992)

1 30

&tO 520 530 540 550 560 5?0 560 5 ,
Target Ground Kange

Fig.5.40 DRAR for crosspolarised power, subswath W4 (ocean), 
cross talk = 0.2, (after R.Cordey and P.Mancini, 1992)
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Fig.5.41 DRAR for horizontally polarised copolar power,
subswath W4 (ocean), cross talk = 0, (after R.Cordey 
and P.Mancini, 1992)

For the subswath W2 (ocean), the distributed range ambiguity ratio 
(DRAR) for the crosspolar power is well above zero dB in most of the 
swath extent. This is mainly due to the first two near range 
ambiguities, the second located at the other side of the nadir, 
strongly affecting the total contribution. The large copolar to 
crosspolar ratio in the ocean model at low incidence angle is the 
main reason of the large N1 and N2 leakages (indeed they both 
corresponds to odd ambiguities) (fig.5.38). The presence of cross 
talk will further deteriorate the DRAR mainly due to the even 
ambiguities.
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For the subswath W4 (ocean), the DRAR for the crosspolar power is 
above -10 dB, the main reason being the first odd near range 
ambiguities due to the model behaviour at low incidence angle (fig. 
5.39). As the cross talk is introduced, the effect of even ambiguities 
become dominant allowing a large leakage from the copolar 
channels (fig.5.40). It is also interesting to verify that the horizontal 
copolar power is strongly contaminated from the even ambiguities as 
in single polarisation SAR (fig.5.41). This is due to the steepest 
behaviour of the reflectivity for horizontal polarisation.

For the subswath W6 (ocean), the situation is very similar with the 
only difference of the presence of an extra near range odd ambiguity 
N3, strongly affecting the crosspolar power even before the effect of 
cross talk is introduced. For all three subswaths, in the case of forest 
imaging, the DRAR remains below -20 dB, mainly due to the flatness 
of the selected sigma zero model.

The previous example outlines the difficulties of SARs to operate in a 
multipolarisation mode when the imaged surface has a large copolar 
to crosspolar power ratio, a strong dependence of reflectivity versus 
incidence angle and the instrument itself has poor antenna sidelobe 
levels and polarisation isolation.

5.5 On-board poiarimetric processing for SAR

The coherent backscattered radiation can be described using the 
Scattering matrix via the relation:

Eis
E 2 s

= K S 11 S21 
S 21 S 22

E i t
E 2 t

5.11

where E 1 and E 2 denote the orthogonal linearly polarised 
components of the electromagnetic field, and the subscripts t and s 
stand for the transmitted and scattered radiation respectively. The
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constant K depends on the propagation distance and the carrier 
frequency. Clearly, a knowledge of the Scattering matrix allows us to 
predict the backscattered radiation. In the monostatic case the 
Scattering matrix is assumed to be reciprocal (this is true in practice 
for any natural target), and neglecting an absolute phase term, five 
independent quantities (three amplitudes and two phases) are 
necessary to completely specify the Scattering matrix. We will use 
the assumption that the copolarised and crosspolarised components 
of the Scattering matrix are uncorrelated for an azimuthally 
symmetric surface. Physically this means that the cross-polarised 
component comes from higher order scattering: the two contributions 
in a random medium are essentially uncorrelated. In practice this 
assumption does not always hold, because of the different scattering 
mechanisms involved and the preferred symmetry direction of the 
scatterers.

Very often in SAR applications the Stokes scattering operator is used 
to describe the polarisation behaviour of a target, indeed since it is 
capable of describing incoherent scattering it can always be applied 
to N-look SAR images. The Stokes scattering operator will 
correspond to an equivalent Scattering matrix only if there exists a 
dominant scattering mechanism with uniform properties over the 
scene.

Therefore, since the Scattering matrix is a coherent descriptor of the 
polarisation state, it is not capable of analysing partially polarised 
radiation typically generated from random media. However, if we are 
observing the backscattered radiation for very short time and space 
intervals such that the reflected electromagnetic field from any target 
can be considered fully polarised, the Scattering matrix approach is 
still well justified.

For several distributed targets, the polarisation characteristics are 
quite uniform over different resolution cells. Typically for an ocean
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region where for large incidence angles Bragg scattering is the 
dominant mechanism, or an urban area with the streets normal to the 
radar direction where two-bounce dihedral type scattering is the main 
contribution to the backscattered radiation, it is possible to extract 
information on the polarisation properties of the scene directly using 
the raw SAR data.

In order to measure the Scattering matrix, the multi-polarisation SAR 
transmits alternate orthogonal polarisations. This technique has the 
drawback that there is a time delay between the measurement of the 
two complex couples {S n, S21} and {S21, S 22}- Indeed, if each 
resolution cell consists of several scattering centres, the coherent 
interference of these random scattering elements will essentially 
create the speckle phenomenon. Since the speckle correlation length 
is of the order of half the antenna length in the azimuth dimension, 
and the distance travelled between two transmitted pulse in a 
spaceborne polarimetric SAR is of the order of half this quantity, 
measurable decorrelation will occur between scattering elements of 
the same resolution cells. Clearly, if we want to estimate the low 
resolution Scattering matrix this decorrelation effect should be 
avoided.

An alternative technique based on the simultaneous transmission of 
orthogonal waveforms has been proposed by Giuli [101,102]. The 
simultaneous transmission of orthogonal waveforms satisfying the 
following properties:

[
ei(t)e'(t-K) dt = '' i = 1,2 5.12

0 0

[
ej(t) e*(t+i) dt = 0 for any? 5.13
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together with a receiver of the form shown in figure 5.42, will permit 
real-time estimation of the low resolution Scattering matrix elements.

^ 8 2 2

321

ei-

Fig.5.42 Receiver block diagram (after D.Giuli, L.Facheris, M.Fossi 
and A.Rossettini, 1990)

Let us investigate the condition for fully polarised backscattered 
radiation using the Coherence matrix conditions 4.19 and 4.20. For 
the orthogonal waveform transmission, the Coherence Matrix 
elements for the orthogonal waveform transmission become:

Jii = ISiil^ + IS21I' 5.14

J22 = 1822!  ̂+ IS21I'

J12 = S11 S21 +S21 S22

J21 = S21 S11 + S22 S21

5.15

5.16

5.17

In order to have an accurate estimate of the mean of the Coherence 
Matrix elements, under the assumption of ergodicity, it is necessary 
to time average the 'instantaneous' samples for a time longer than
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the speckle correlation length. This operation will destroy the phase 
information carried by J12 and J21 Using the previous scattering 
assumptions the Coherence Matrix elements become:

J11 = <ISiil^> + <IS2il^> 5.18

J22 = < IS 22l^> + <1821 5.19

J21 = J-12 = 0 5.20

and the condition for a fully polarised backscattered wave becomes:

<IS22i^x lS  111̂ > + <18211̂ > (<IS 111̂ > + <IS22l^> + <18211̂ >) = 0
5.21

Neglecting the trivial solution for which the average power of each 
polarisation channel is zero, the other solutions are:

<1821!̂  > = 0 and <l8 i i f  > = 0 5.22

<1821!̂  > = 0 and <1822!̂  > = 0 5.23

In order to have a fully polarised radiation regardless of the transmit 
polarisation, the two conditions below must be satisfied [70]:

<I82iI^> = 0 5.24

|Y| =  b Si i_gi2 >l = 1 5.25
(<ISllP ><IS22l  ̂>)

Conditions 5.24 and 5.25 include conditions 5.22 and 5.23, as can be 
demonstrated by applying Schwartz's inequality. This confirms the 
fact that 5.24 and 5.25 are true for any transmitted polarisation.
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To verify these concepts we have analysed four airborne SAR 
images, corresponding to different types of scattering mechanisms. 
The data were acquired by the NASA/JPL SAR airborne campaigns. 
The areas considered are of 100 x 100 pixels size and the results of 
the analysis are shown in Table 21 [101].

frequency forest bare terrain urban area ocean
Y <18211̂> Y <18211̂> Y <1821 F> Y <1821 F>

P 0.18 20.1 0.8 4.7 0.3*1 2.47*1

0.12*2 4 92*2

0.94̂ 1 0.32̂ 1 

0.89^ 0.11^

L 0.3 14.0 0.73 5.0
C 0.44 11.5 0.64 8.0

TABLE 21

* both at L-band with *1 having streets parallel and perpendicular to 
the radar propagation direction, while in *2 the streets are at an 
oblique angle.
# both at L-band, with #1 at 32.8° and #2 at 48.8° incidence angles.

For the forest area, the unpolarised component tends to diminish with 
increasing frequency. This is because the penetration depth will 
decrease, as will the multiscattering phenomena associated with the 
branches, trunk and soil surface. For bare terrain the behaviour with 
frequency is opposite, due to the increased surface roughness and 
consequently a less specular type of reflection. For the case of 
normal geometry, the urban area has a lower unpolarised 
component, indeed a very large two-bounce type of scattering 
mechanism is dominant, and correspondingly a strong correlation 
between the copolar components of the backscattered radiation with 
respect to the oblique geometry demonstrating a larger deterministic 
behaviour. In the case of ocean surface we have a correlation 
coefficient close to unity, with very low crosspolarised power. We are 
not able to demonstrate a tendency versus incidence angle due to a 
dominant Bragg scattering contribution in both cases.
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Since the Scattering matrix elements shown previously were 
generated from a region of 100 x 100 pixels, we expect that the low 
resolution Scattering matrix estimates can carry useful information 
about the vectorial scattering behaviour of the scene. The 
simultaneous transmission of two orthogonal waveforms and the use 
of a receiver as shown in figure 5.42 will make available the low 
resolution Scattering matrix elements directly on-board (note that the 
data will only be 'low resolution' in azimuth, since range compression 
will have been carried out in the receiver). Knowledge of S21 
differences In the two receiver channels, will allow the degree of non­
reciprocity in the transmit and receive paths to be estimated and 
calibrated, giving an increase of 3 dB in signal-to-noise ratio after the 
two crosspolar channels merging [60].

The orthogonal waveform generation capability could also be used in 
the traditional multipolarisation mode (i.e. alternate orthogonal 
waveform transmission), to reduce the crosspolar contamination and 
to differentiate horizontal from vertical polarised data. In the former 
application, the improvement will be obtained only for the imaging of 
point targets such as calibration reflectors.

It appears from Table 21, that the correlation coefficient between the 
two co-polarised channels carries very useful information about the 
vectorial backscatter nature of the imaged scene, its estimation will 
be capable of identifying the type of natural target on a qualitative 
basis. For the accurate estimation of the low resolution Scattering 
matrix elements, it is necessary to decrease the amount of 
associated speckle noise. Typically the ensemble average at image 
level is performed as a power average over adjacent pixels. In our 
case, however, the lack of azimuth processing will permit averaging 
on a shorter time basis, of the order of the uncompressed pulse 
length. Since we are interested in a coherent estimate of the 
Scattering matrix elements, multiple samples in the complex vector 
domain should be added in order to reduce the effect of fading [103].
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Polarimetric Synthetic Aperture Radar is capable of estimating the 
full vectorial scattering behaviour of each pixel. In this chapter we 
have shown the possibility of deriving useful polarimetric information 
from the eigenvalues of the Covariance matrix. A new polarisation 
descriptor for the characterisation of the unpolarised radiation 
component has been introduced (i.e. the unpolarised radiation 
coefficient) and validated using multipolarisation and multifrequency 
airborne SAR data. The Covariance matrix eigenvalues has also 
demonstrated to occupy an important role in the description of the 
texture of polarimetric span images. Critical design aspects of a 
multipolarisation SAR have been presented with a particular 
emphasis to the problem of measuring the weak depolarised return in 
the presence of large copolar ambiguous power. The potentials of 
using orthogonal waveforms techniques to exploit raw data directly 
on-board in order to improve the instrument performances has been 
demonstrated. At the price of an increased complexity of the radar 
transmit and receive chains, significant gain in signal-to-noise ratio 
for the crosspolarised channel can be achieved.
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6. CONCLUSIONS

6.1 Summary of the main ideas and conciusions of the thesis

The main objectives of this thesis have been to show the usefulness 
of the polarimetric information in SARs and in particular the use of 
the Covariance matrix, as a second order descriptor for 
multipolarisation SAR images.

In order to outline the benefits of having a complete vectorial 
description of the imaged scene, a review of the main application 
areas has been presented. In particular, for land application the 
multipolarisation capability has shown interesting potentials in the 
separation and measurement of soil and vegetation moisture and in 
the ability in classifying forest canopy using the crosspolarised 
channel information.

In oceanography, polarisation information has been shown to 
improve the understanding of different type of scattering 
mechanisms. The importance of tilt modulation with respect to orbital 
or roughness modulation will certainly be explored with future 
advanced sensors due to their multifrequency, multiangle and 
multipolarisation capabilities. In glaciology, the unique capability of 
multipolarisation SARs in distinguishing between surface scattering 
and volume scattering has resulted in an improved ability in ice 
modelling and classification.

After a review of the application areas, in the second chapter the 
basic principles of SAR theory have been presented. The radar 
equation, azimuth and range ambiguities, bidimensional matched
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filter theory and error analysis have been described. An alternative 
spatial frequency description of the Doppler imaging mechanism has 
been introduced in order to show the direct implication of the antenna 
taper on the speckle filtering. The role of the antenna pattern as a 
spatial speckle filter has been theoretically demonstrated and the 
exploitation of a reconfigurable antenna capable of generating a non­
reciprocal pattern has been proposed as an alternative way to filter 
speckle noise.

Different SAR processing techniques such as time-domain 
correlation, range-doppler, spectral-analysis and two-dimensional 
fast correlation have been reviewed in order to demonstrate their 
suitability for different sensor specifications. For a swath width of 
modest dimensions, the spectral analysis approach based on the 
concept of deramp processing, has shown interesting potentials to 
decrease the instrument data rate.

In the third chapter, the basis of radar polarisation theory have been 
presented. Classical descriptors such as the Scattering matrix, the 
Stokes scattering operator, the Mueller matrix and the polarisation 
signature together with their physical interpretations have been 
analysed. For classical scattering models, the polarisation signature 
were derived and compared with experimental results obtained from 
airborne multipolarisation SAR campaigns. The ocean data 
demonstrated that multipolarisation SARs allow the validation of the 
classical scattering model that considers dominant specular reflection 
for small incidence angles and Bragg scattering for large incidence 
angles.

From the data of urban regions, a similarity was evident with the 
signatures of an ideal dihedral corner reflector. The main difference 
with the theoretical case was the presence of a large pedestal in both 
copolar and crosspolar signatures that was related to the amount of 
unpolarised radiation generated during the incoherent averaging
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process necessary to filter signal statistical variations. In the case of 
vegetation area, the polarisation signatures showed the largest 
pedestal among the experimental data due to an increased amount 
of multiple scattering and consequently a very poor polarisation 
discrimination capability.

The impact of thermal noise in the overall polarimetric SAR 
performances has been assessed together with calibration 
techniques capable of estimating the noise power on the basis of 
assumption on clutter statistics.

In the fourth chapter, the Covariance matrix descriptor for 
multipolarisation SAR data has been introduced. Its important role in 
the maximisation of the power backscattered from two areas 
characterised by different scattering properties has been 
demonstrated through the use of the Rayleigh maximisation principle. 
The role of the eigenvalues of the Covariance matrix in the analysis 
of the polarimetric span image has been outlined. The potentials to 
obtain texture information from the knowledge of the eigenvalues 
both for Gaussian and Gamma clutter models have been described. 
The effect of a decreased spatial homogeneity of the Gamma model 
resulted in a larger normalised standard deviation of the span image 
pixel intensity with respect to the Gaussian clutter model.

The impact of thermal noise on the estimation process has also been 
analysed, showing the need to operate with signal-to-noise ratio 
larger than 10 dB if texture information is of interest.

The use of combining the polarisation channels to obtain extra 
polarisation looks has also been analysed. The optimal weighting 
matrix, even if it were always capable to obtain the best polarimetric 
channel averaging efficiency, required the knowledge of the 
amplitude and phase of the correlation coefficient. The simpler span 
processing at the expense of an averaging efficiency depending on

189



clutter statistics, only required the knowledge of correlation amplitude 
independently of accurate polarimetric calibration.

The main objectives of the fifth chapter have been to analyse 
multipolarisation airborne SAR images utilising the Covariance matrix 
descriptor in order to demonstrate its usefulness experimentally. The 
unpolarised radiation content has been characterised using the 
minimum eigenvalue of the Covariance matrix and the unpolarised 
radiation coefficient. The former descriptor was not always capable of 
fully representing the unpolarised radiation content, while the latter, 
due to its intrinsic capability of containing information related to the 
average crosspolarised power and the amplitude of the copolarised 
channel correlation demonstrated a larger agreement with the results 
obtained using the measurement of the pedestal height of the 
polarisation signatures.

The analysis of texture of polarimetric span images has been carried 
out utilising experimental data. The results obtained both for the 
Gaussian and Gamma models, have shown the importance of 
properly characterising the polarisation looks to retrieve span image 
texture information. The texture analysis was also capable of 
detecting poor signal-to-noise ratio at C-band during ocean imaging 
through the increase randomness of the scene.

The difficulties in operating a SAR in multipolarisation mode have 
been demonstrated through the analysis of the range ambiguities in a 
scansar wide swath mode. The results shown the stringent 
requirements imposed on antenna range sidelobes and cross talk 
calibration when the instrument is operating on clutter with large 
copolar to crosspolar power ratio. The presence of near range 
ambiguities due to the associated larger reflectivity and shorter range 
with respect to the useful imaged area, not only affected the 
determination of the weak crosspolar channel but also the retrieval of 
the horizontally polarised signal in the presence of dominant Bragg
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scattering (i.e. imaging of ocean surfaces at large incidence angle). 
The presence of cross talk leakage further increased the distributed 
range ambiguity ratio.

The utilisation of orthogonal waveform techniques has been analysed 
as a way to correct lack of instrument reciprocity and consequently to 
optimise the merging of the crosspolar channels. The main 
advantage of this technique is a 3 dB improvement in signal-to noise 
ratio of the crosspolar channel together with a decrease of the 
instrument data rate. In case of imaging of point targets such as 
calibration reflectors, the use of the orthogonal wave techiques in the 
traditional multipolarisation mode (i.e. alternate orthogonal waveform 
transmission) will also reduce the crosspolar contamination.

The advantage of the simultaneous estimation of the low resolution 
Scattering matrix elements as a way to have on-board polarimetric 
information of the imaged scene has been validated against
experimental multipolarisation SAR airborne data.

6.2 Ideas for further work

The need to enlarge the flexibility of future spaceborne SARs is 
demonstrated from the increased number of application areas where 
this sensor finds utilisations. This is also supported by the large 
technological development taking place in areas such as active 
antenna technology and digital signal processing.

The use of an active array antenna in future SARs will permit the 
exploitation of the echo information at subarray levels. On-board 
estimation of the speckle power spectrum using the subarray signal 
availability, will provide direct information on the scene clutter
statistics and the capability to adapt the azimuth spatial resolution to 
variable scene coherence. The suitability of this approach will
depend on the capability of improving the signal-to-noise ratio at
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subarray level varying the amount of transmitted peak power. This 
approach should be traded off with traditional spot beam mode, 
where the azimuth resolution can be improved at the price of a loss 
of continuous coverage.

The exploitation of the polarisation information will find a large set of 
applications in future SARs. When applicable, the use of low 
resolution polarisation information directly on-board, will permit 
optimisation of the sensor performances to the imaged scene. For 
instance when flying over forest areas, the crosspolarised power will 
be typically few dBs lower than the copolarised power and the 
antenna sidelobe level could be relaxed to improve the signal-to- 
noise ratio. On the other hand, when operating over ocean area at 
very large incidence angle, the sensor will probably not be capable of 
measuring the crosspolarised power due to the large range ambiguity 
contamination and therefore or the sensor will only operate in dual 
polarisation mode (i.e. only the two copolar power are alternatively 
transmitted and detected) or the crosspolar channel shall be properly 
calibrated and merged. This polarisation flexibility could be obtained 
directly on-board exploiting the low resolution polarisation information 
together with the orthogonal waveform technique.

The use of the unpolarised radiation content in the optimisation of the 
transmitted and receive antenna polarisations is also seen as an 
area of potential interest for future research. Indeed, for a target with 
very low unpolarised radiation content, the capability to optimise the 
antenna polarisation characteristics to increase the target detectabilty 
will be extremely beneficial. The use of an on-board adaptive 
matching capability will allow to decrease the sensor data rate at the 
price of complex on-board processing. Since this approach will 
mainly be beneficial for quasi-deterministic targets, the need for on­
board SAR processing should be assessed.
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To conclude, the use of polarisation information in SARs is creating a 
completely new world of application to be explored. The capability of 
future research to match the development of improved 
electromagnetic models and SAR processing techniques with 
advances in future technology will be the key factors to optimise the 
utilisation of the polarisation information.
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