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A B S T R A C T   

This paper describes a methodology for constructing and simulating from models of daily weather time series at 
multiple locations, incorporating potential nonstationarities and suitable for use in those studies of climate 
impacts and adaptation where a detailed representation of local weather is required. The approach is based on 
generalised linear models (GLMs) and aims to allow for realistic representations of local weather structures 
including spatial, temporal and inter-variable dependencies. The theory is implemented in a software tool, 
Rglimclim, that runs in the R programming environment; and is illustrated using a case study involving gen-
eration of daily precipitation and temperature at 26 locations in northern Iberia.   

1. Introduction 

The 13th Sustainable Development Goal of the United Nations is 
‘take urgent action to combat climate change and its impacts’ (United 
Nations, 2015). Most studies of future climate impacts and adaptation 
are based on projections obtained by running global climate models 
(GCMs) under specified scenarios of socio-economic development and 
greenhouse gas emissions (Collins et al., 2012). However, despite 
ongoing improvements in GCM spatial resolution, their outputs remain 
too coarse to represent the local-scale weather features that control 
some phenomena. Examples include, but are not limited to, urban 
flooding which may be sensitive to the timing and intensity of precipi-
tation on spatial scales of a few hundreds of metres (e.g. Bruni et al., 
2015; Gires et al., 2012); agricultural applications in which fine-scale 
weather inputs may be required to determine crop potential in regions 
with high spatial heterogeneity (Zhao et al., 2015); and biodiversity 
assessments in which individual species may occupy niches that are 
tightly defined in terms of habitat and climate (Lembrechts et al., 2019; 
Franklin et al., 2013). It is therefore common to downscale GCM outputs 
to a finer spatial resolution, to represent more realistically the weather 
variability that is relevant to the system of interest. 

Many downscaling methodologies are available, varying in 
complexity: Maraun et al. (2010) give a relatively up-to-date review, 
with a more recent and detailed treatment in Maraun and Widmann 
(2018). A thorough evaluation of different aspects of downscaling per-
formance, for a variety of methods, is reported by Gutiérrez et al. (2019), 
Maraun et al. (2019a, b) and Widmann et al. (2019). In situations 

requiring a detailed representation of the system of interest however, it 
is usually necessary to consider some of the more complex approaches: 
when designing flood defences, for example, hydrological response can 
be sensitive to both the quantity and timing of precipitation in particular 
(e.g. Wheater, 2002) and it is also necessary to consider the 
inter-relationships between relevant weather variables so as to obtain 
realistic representations of evapotranspiration. Apart from methods that 
seek historical analogs of a given configuration of GCM outputs (and are 
therefore restricted in their application to settings where the large-scale 
structure is similar to situations that have occurred in the past), the only 
downscaling methodologies that meet the requirements of such 
demanding applications are those based on regional climate models 
(RCMs) and on weather generators. RCMs are high-resolution climate 
models that are run for specified regions, usually at a continental scale, 
and with boundary conditions taken from GCM simulations: modern 
RCMs can routinely produce output on spatial scales of around 10× 10 
km2, although their effective resolution is probably coarser than this 
(Maraun et al., 2010). Weather generators, on the other hand, are sto-
chastic models or algorithms that exploit statistical relationships be-
tween large-scale climate and local-scale weather variables: future 
weather sequences can be generated by simulating from these models 
conditioned on GCM outputs, in such a way as to preserve the de-
pendencies among the weather variables of interest. 

In many respects, RCMs and weather generators are complementary 
tools. Weather generators are relatively cheap to develop and to simu-
late, and can thus be tailored specifically to the application of interest: 
this ensures their accessibility to those without access to 
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supercomputing facilities, and also that multiple simulations can be 
produced quickly to explore sensitivity to different sets of assumptions. 
On the other hand, a potential disadvantage is the implicit assumption 
that the embedded statistical relationships will persist into the future. To 
ensure the credibility of weather generators developed with climate 
change applications in mind therefore, a minimum requirement is that 
the statistical relationships must reflect, as far as possible, the known 
large-scale physical controls on weather in the region of interest. 

Various heuristic schemes have been presented for capturing signals 
of climate change in a weather generator, for example via the use of 
additive or multiplicative ‘change factors’ derived from GCM outputs 
and applied to historical simulations (e.g. Kilsby et al., 2007). Such 
schemes are not appropriate for use in situations requiring a detailed 
representation of local weather however: for example, the application of 
multiplicative change factors to a historical precipitation simulation will 
not change the timings of wet and dry periods, and hence is not 
appropriate for use in situations where the timing of precipitation is 
important. A more principled approach is to incorporate indices of 
large-scale atmospheric structure directly into the weather generator 
specification. In this case however, the chosen indices must both capture 
the climate change signal and be well represented by GCMs. For more 
discussion of this and other considerations in the use of statistical 
downscaling, see Wilby et al. (2004) and Maraun and Widmann (2018, 
Section 11.5). 

Many modern weather generators aim to produce weather sequences 
at a daily time scale, and are descended in some way from the WGEN 
model implementing the framework of Richardson (1981) in which 
precipitation occurrence is represented as a first-order Markov chain, 
wet-day precipitation intensities using independent exponential or 
gamma distributions, and other variables by fitting appropriate distri-
butions separately for wet and dry days. Seasonality is represented by 
estimating separate sets of model parameters for different periods of the 
year. This type of generator has been studied extensively and, in its 
original form, has several known deficiencies. For example, it often fails 
to reproduce adequately the lengths of dry and wet spells which can be 
important in many applications (e.g. Semenov et al., 1998); it tends to 
underestimate the variability of seasonal means or totals (a phenomenon 
referred to as ‘overdispersion’ by Katz and Parlange, 1998); and it has a 
tendency to underestimate extreme events such as 100-year return levels 
(e.g. Katz et al., 2002). To address these deficiencies, many extensions to 
the basic structure have been proposed: for example, via the use of 
higher-order Markov chains to improve wet and dry spell performance 
(Wilks, 1999); the use of heavy-tailed distributions for precipitation 
intensity to improve extremal behaviour (Furrer and Katz, 2008); and 
the introduction of latent weather states with separate parameter sets, to 
increase variability in seasonal means (Katz and Zheng, 1999). More 
generally, other classes of weather generator have been proposed such 
as those based on direct modelling of wet and dry spell lengths (e.g. 
Semenov et al., 1998) and resampling methods (e.g. Buishand and 
Brandsma, 2001). 

An alternative way to remedy the deficiencies of the original WGEN- 
type generator is to embed its structure within a more flexible class of 
models. One such class is that of generalised linear models (GLMs), 
which form a cornerstone of modern statistical practice. GLMs were first 
applied to the modelling of daily precipitation sequences by Coe and 
Stern (1982), and subsequently shown by Grunwald and Jones (2000) to 
include Markov-based structures as special cases. Moreover, GLMs 
provide a simple way to relax some of the independence assumptions in 
the basic WGEN structure that are arguably responsible for some of its 
deficiencies. For example, correlation between successive days’ precip-
itation intensities can be modelled easily: such correlation is to be ex-
pected, at least in regions and seasons where precipitation is 
predominantly associated with large-scale weather systems lasting 
several days. Moreover, seasonal totals from positively correlated daily 
series are more variable than totals from independent series (this follows 
from the standard formula for the variance of a sum: Var(

∑n
i=1Yi) =

∑n
i=1Var(Yi) + 2

∑n− 1
i=1

∑n
j=i+1Cov(Yi,Yj) — the final term in this 

expression is zero for independent intensities). Thus the phenomenon of 
overdispersion is unsurprising in the context of a weather generator that 
allocates precipitation intensities independently. Similarly, it can be 
demonstrated that correlated intensity sequences can produce 
heavy-tailed distributions of extremes (Yang et al., 2005), thus 
addressing another deficiency of the basic generator. GLMs therefore 
provide an opportunity to improve performance by addressing the 
causes, rather than symptoms, of problems. 

The earliest weather generators were designed to generate sequences 
at individual locations. For some applications however, spatially 
coherent sequences are needed at multiple sites: this is the case for hy-
drological modelling of large or rapidly responding catchments, for 
example (Segond et al., 2007). Even in situations where multisite 
modelling is not strictly needed, it can lead to increased precision by 
exploiting the larger volumes of data that are available from a collection 
of stations. However, a key challenge when developing multisite gen-
erators is to produce realistic levels of dependence both between sites 
and between variables. Some approaches to multi-site generation 
include simple extensions of WGEN-type generators along the lines of 
Wilks (1998) and, more recently, Dubrovsky et al. (2020); resampling 
methods (e.g. Beersma and Buishand, 2003); approaches based on 
transformed Gaussian variables (e.g. Stehlík and Bárdossy, 2002); and 
those based on Hidden Markov models (e.g. Ailliot et al., 2009) that 
postulate the existence of a sequence of unobserved ‘weather states’ on 
each day, each associated with characteristic spatial patterns. Multi-site 
GLMs have also been developed (Yang et al., 2005; Ambrosino et al., 
2014). However, most GLM-based weather generators developed to date 
have been univariate: a notable exception is Asong et al. (2016), who 
used an earlier version of the software described herein. 

In addition to the ‘scientific’ requirements of weather generators 
outlined above, there are often more mundane but equally important 
considerations relating to data availability and quality. Some multisite 
approaches become computationally infeasible if the number of sites 
grows to more than a handful; others require complete data (i.e. with no 
missing values) for calibration, which is rarely realistic. Moreover, 
simulated sequences are often required at ungauged locations — for 
example, when studying the hydrological response of a catchment when 
the nearest precipitation stations lie outside the catchment, or when a 
land surface model requires weather inputs on a regular spatial grid. 

In summary, for applications where a detailed representation of 
weather inputs is needed, a weather generator must be capable of: 
producing sequences with realistic spatial, temporal and inter-variable 
dependence structures over a range of scales; capturing realistic levels 
of unstructured variability associated with phenomena such as ex-
tremes; representing systematic variation over space and time, including 
under scenarios of climate change; generating sequences at locations for 
which no data are available; and coping with missing values in the 
historical records used for model calibration. Of course, the relative 
importance of these requirements will be context-specific. Of the tech-
niques reviewed above, GLMs are one of the few that can be made to 
meet all of them. 

Against this background, the contribution of the present paper is to 
demonstrate how previous work on univariate GLM-based weather 
generators can be extended to the multivariate setting; and to present a 
software environment, Rglimclim (Chandler, 2018), implementing this 
framework. At present, there are few other multisite, multivariate 
weather generators for which software is publicly and freely available: 
to the author’s knowledge, the only exceptions are MulGETS (Chen 
et al., 2014) and RMAWGEN (Cordano and Eccel, 2017), both of which 
are designed to generate sequences of precipitation together with 
maximum and minimum temperature. The case study in the present 
paper involves generation of precipitation and mean temperature: there 
is no publicly-available software that can be used to provide a direct 
comparison with the results presented here, therefore. However, many 
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previous studies have evaluated the GLM framework in a wide range of 
scenarios with favourable results (e.g. Kenabatho et al., 2012; Mockler 
et al., 2016; Asong et al., 2016; Chun et al., 2017; Tosonoğlu and Onof, 
2017); and others have carried out comparisons in which GLMs per-
formed competitively alongside other leading approaches (e.g. Ayar 
et al., 2016; Frost et al., 2011). 

A review of the GLM methodology is presented next: this covers 
model formulation as well as parameter estimation, model comparison, 
diagnostics and simulation. Section 3 then presents a case study to 
illustrate the ideas; the software design and philosophy is described in 
Section 4. Some open questions and practical issues are discussed in 
Section 5. 

2. Weather generation using generalised linear models 

This methodological review is necessarily brief. The technical details 
are described fully in the cited references, and in the Rglimclim package 
manual. 

2.1. Univariate weather generation 

We first consider a daily multisite weather generator for a single 
variable. Let Yst denote the variable of interest — referred to below as 
the response variable — at site s on day t. Then, in the GLM framework, 
the {Yst} are considered to be drawn from a common class of distribu-
tions which, for technical reasons, is restricted to those falling in the 
exponential family (McCullagh and Nelder, 1989). This family includes 
many common distributions including the normal, gamma, Poisson and 
Bernoulli. The distributions of the individual {Yst} can vary between 
sites and days, with the variation determined by row vectors {xst} of 
covariates (see below) that determine the expected values of the {Yst}. 
Formally, a GLM relates the conditional expectation E(Yst |xst) = μst (say) 
to a linear function of the covariate values: 

g(μst)= xstβ= ηst say,

where β is a column vector of coefficients and g( ⋅) is a monotonic link 
function. The quantities {ηst} are known as linear predictors (not to be 
confused with the covariates themselves, which are often referred to as 
‘predictors’ in the downscaling literature). 

For some choices of distribution, an additional dispersion parameter is 
needed to specify the distributions of the {Yst} completely. For models 
based around normal distributions for example, the dispersion param-
eter is the variance; for those based around gamma distributions, it is the 
inverse of the shape parameter. Dispersion parameters are usually 
assumed constant in GLMs, so that they do not depend on covariates. 
This assumption can be relaxed however, as described below in the 
context of models based on normal distributions. 

The most familiar example of a GLM is a linear regression model, in 
which the expectation of the response variable is a linear function of 
covariates and the distributions of the responses are normal with con-
stant variance. In the framework outlined above, this corresponds to a 
normal GLM with an identity link function: Yst ∼ N(μst, σ2) with μst =

xstβ = ηst so that β is the vector of regression coefficients. The normality 
assumption may be approximately justified for some daily weather 
variables such as temperature, but not for variables with skewed dis-
tributions. The GLM framework provides an opportunity to apply 
‘regression-like’ thinking to the modelling of such variables. For 
example, as noted by Coe and Stern (1982) and Stern and Coe (1984), 
daily precipitation sequences can be modelled using a combination of 
logistic regression (a GLM with a Bernoulli response distribution) to 
model precipitation occurrence, and a gamma GLM for non-zero pre-
cipitation intensities. Wind speed is another variable that typically has a 
highly skewed distribution at the daily time scale, and can be modelled 
using a gamma GLM (Yan et al., 2002). 

In the context of multisite weather generation, the possible 

covariates typically fall into a small number of categories: a constant 
term, along with covariates representing systematic variation in space 
(e.g. site altitude, and basis functions representing systematic regional 
variation as described in Chandler, 2005), temporal trends, seasonal 
variation (often represented using sine and cosine functions of the time 
index t), day-to-day dependence (represented by including functions of 
previous days’ responses as covariates in a GLM), and indices of 
large-scale climate. By including previous days’ (‘lagged’) responses as 
covariates, autocorrelation can be represented easily: this offers the 
potential to overcome some of the deficiencies of the standard 
WGEN-type generator, as discussed above. 

A useful feature of GLMs, as with other regression models, is the 
ability to represent interactions between covariates: these occur when 
the effect of one covariate on the response is modulated by the value of 
another. For example, in temperate latitudes it is common for the 
strength of autocorrelation in daily weather sequences to vary season-
ally: this variation can be represented in a GLM as an interaction be-
tween ‘seasonal’ and ‘autocorrelation’ covariates. Formally, an 
interaction is included by defining an additional covariate whose value 
is the product of the interacting covariates. For justification of this, see 
Chandler and Scott (2011, Section 3.2.2). 

To develop a GLM it is necessary to choose an appropriate distribu-
tional family and link function, to choose an appropriate set of cova-
riates and interactions, and to estimate the corresponding coefficient 
vector. The choice of distribution may be based on the nature of the 
response variable as in the examples given above, whereas the link 
function is often chosen to ensure that the modelled means {μst} satisfy 
any constraints arising from the context. For example, wind speeds 
cannot take negative values, so in a gamma GLM for wind speed it is 
natural to consider a log link and to write logμst = xstβ so that μst =

exp(xstβ) is itself guaranteed non-negative. In principle, a variety of 
possible link functions could be considered in any given application. In 
applied statistical practice however, standard ‘default’ choices are often 
made, as in the models developed in Section 3.2.1 below: alternatives 
can be considered if these standard choices lead to some systematic lack 
of model fit (see Dobson and Barnett, 2018, Section 7.3 for an example). 

2.1.1. Model fitting and comparison 
Having chosen a distributional family and link function, covariates 

can be chosen by fitting different models to a data set and comparing 
them. If the data values can all be considered as statistically independent 
conditional on the covariates, then the coefficient vector β can be esti-
mated using maximum likelihood estimation which, for most GLMs, is 
carried out using an efficient iterative weighted least-squares algorithm 
(Davison, 2003, Section 10.2). The exception is the standard multiple 
linear regression model, for which there is no need for iteration: the 
usual least-squares procedure delivers maximum likelihood estimates 
directly in this case. 

For models involving a dispersion parameter, this is estimated 
separately (McCullagh and Nelder, 1989) using the Pearson residuals 
(defined below). This ability to estimate the coefficients separately from 
the dispersion parameter is a key feature of the exponential family of 
distributions: the simplest example is the linear regression model, where 
the regression coefficients are estimated first and then the residuals are 
used to estimate the error variance. 

Having estimated the model coefficients and, if necessary, dispersion 
parameter, standard large-sample theory then allows the construction of 
standard errors and confidence intervals for the coefficients, and formal 
model comparisons can be done using techniques such as likelihood 
ratio tests. Specifically, suppose that models M 0 and M 1 have been 
fitted to the same data using maximum likelihood, and that M 0 can be 
obtained by fixing p of the coefficients in M 1 to pre-specified values 
(often zero, so that the corresponding covariates have no effect on the 
response in M 0). Suppose in addition that the data were generated from 
model M 0, so that M 1 is overfitted. Denote by L0 and L1 the maximised 
likelihoods for the two models. Then, in large samples, the likelihood 
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ratio statistic 

Λ= 2(log L1 − log L0) (1)  

has approximately a chi-squared distribution with p degrees of freedom. 
If the value of Λ exceeds some high percentile of this chi-squared dis-
tribution therefore, we can conclude that M 1 offers a statistically sig-
nificant improvement in model fit compared with M 0. 

For a typical daily multisite dataset however, independence is usu-
ally an unrealistic assumption: dependence in both time (autocorrela-
tion between successive days’ values) and space (dependence between 
neighbouring sites) is to be expected. It can be shown (Chandler et al., 
2006) that if a model contains an adequate representation of temporal 
autocorrelation by including functions of previous days’ responses as 
covariates, then standard likelihood theory can be applied in the 
absence of inter-site dependence. Inter-site dependence is harder to deal 
with, however: there are few modelling options available that are 
simultaneously tractable, computationally undemanding and physically 
defensible (for a critique of modern statistical approaches to the prob-
lem, see Chandler and Ambrosino, 2015). An alternative approach is 
adopted here, therefore: models are fitted as though sites are indepen-
dent, and empirical adjustments are made to the standard errors and 
likelihood ratios to account for the neglected dependence. It can be 
shown (Chandler et al., 2006; Chandler and Bate, 2007) that this 
approach delivers valid estimates and accurate inference: the estimates 
are less precise than would be obtained from a correctly specified fully 
spatiotemporal model, but with the large datasets that are usually 
available for calibrating weather generators (often tens or hundreds of 
thousands of observations) the precision is invariably adequate for all 
practical purposes. 

It is worth noting that GLMs can be fitted to data sets with missing 
observations, although only the observations with complete cases (i.e. 
with non-missing values for the response variable and all covariates) will 
be used in the fitting. This allows the use of data from sites with short or 
patchy records when fitting models, which is helpful in data-sparse re-
gions. A caveat, however, is that when comparing two models using 
likelihood ratio tests, the models must be fitted to the same set of ob-
servations: if model M 1 contains covariates that do not appear in M 0 
and for which some values are missing therefore, the corresponding 
observations must also be omitted when fitting M 0. This situation arises 
most frequently when comparing models involving different numbers of 
lagged response terms: to compare models containing 1 and 2 previous 
days’ values for example, both models must be fitted to the subset of 
observations for which 2 previous days’ responses are available. 

2.1.2. Diagnostics and model checking 
In addition to formal model comparisons, various diagnostic mea-

sures can be used to assess the fit of a GLM. Many of these measures are 
graphical in nature and are based around model residuals, constructed 
in such a way as to have a homogeneous structure if the model is well 
specified. In the statistical literature it is common to use deviance re-
siduals, which are constructed as a direct theoretical analogue of the 
residuals usually encountered in regression models (Davison, 2003, 
Section 10.2). These can be hard to communicate to non-specialists 
however, so the diagnostics in Rglimclim are mostly based on the Pear-
son residuals {r(P)st } say, which are dimensionless quantities defined as 

r(P)st ∝
yst − μst

σst
.

Here, yst is the observed response at site s on day t, and μst and σst are 
respectively the mean and standard deviation of the generating distri-
bution according to the fitted GLM. If the model captures the systematic 
structure in the data then the Pearson residuals should all have zero 
mean and a constant variance: in this case, plots of residuals against 
potential or actual covariates should reveal no obvious structure. In 
practice, it can be hard to see structure in plots with large numbers of 

observations: Rglimclim therefore produces summary plots showing the 
mean and standard deviation of Pearson residuals in different subgroups 
of observations. For example, if seasonality is well captured by a model 
then a plot of mean residuals for each month of the year will show no 
systematic structure. To aid interpretation of these plots, 95% reference 
bands are added to show where the mean residuals should fall if the 
model is reasonable. The width of these bands is adjusted where 
necessary to account for inter-site dependence. 

When modelling response variables with continuous distributions, a 
further use of residuals is to produce quantile-quantile plots for checking 
distributional assumptions: if the assumed family of distributions (e.g. 
normal or gamma) is reasonable, then the points on a quantile-quantile 
plot should fall close to a straight line, although some sampling variation 
is to be expected at the extreme ends of such a plot. Such plots are not 
useful, however, when the response variable is highly discrete: in the 
context of weather generation, this situation arises when modelling 
precipitation occurrence. In this case, other checks on the probability 
structure are needed. A common approach (Dawid, 1986) is based on the 
observation that among all occasions when the modelled probability of 
precipitation is p, precipitation should have occurred roughly 100p% of 
the time. In practice, we collect together groups of days for which the 
modelled probabilities are in the intervals (0.0,0.1), [0.1,0.2), …, [0.9,
1.0) and compute observed and expected proportions of ‘wet’ days 
within each of these groups. Unless there is agreement across the whole 
range of probabilities, there is something wrong with the probability 
structure of the model. 

2.1.3. Inter-site dependence 
The discussion so far has focused on fitting, choosing and checking 

models, for which purpose it is not necessary to specify the inter-site 
dependence structure in detail as noted above. However, when gener-
ating synthetic weather sequences, a multi-site weather generator must 
be capable of producing realistic levels of dependence between neigh-
bouring sites. This can be achieved by modelling separately the residual 
dependence that is not accounted for in the mean and variance structure 
of the GLM. For quantities with continuous distributions, it is often 
convenient to specify the dependence via the correlation structure of 
residual measures that are defined in such a way as to be approximately 
Gaussian distributed: these quantities are sometimes called Anscombe 
residuals (McCullagh and Nelder, 1989, Section 2.4). In this approach, 
which can be regarded as an application of copula-based methods (see 
for example Davison et al., 2012; Patton, 2012), a variety of standard 
spatial or geostatistical correlation models can be used (see Webster and 
Oliver, 2001 for a review of such models). For highly discrete quantities 
however, a correlation-based approach may be less appealing and al-
ternatives may be preferable. Spatial dependence in precipitation 
occurrence is particularly problematic: in Rglimclim, the options avail-
able include models based on the distribution of the total number of sites 
experiencing precipitation on a given day (Yang et al., 2005), as well as 
models based on the correlation structure of latent Gaussian processes 
(Ambrosino et al., 2014). The former is designed for application to 
relatively small study areas, whereas the latter is more appropriate in 
larger areas where dependence between distant pairs of sites is weaker. 

There are, of course, alternatives to the approaches outlined above. 
However, the choice of methodology in Rglimclim has been made 
throughout with incomplete data sets in mind. Specifically, a user who 
wishes to evaluate the performance of a weather generator will want to 
compare the properties of synthetic sequences with those that have been 
observed. If the observed record contains many missing observations, 
then its properties cannot be compared directly with those of a complete 
synthetic sequence. One possible approach to this is to remove the 
corresponding values from the synthetic sequence before making the 
comparison; a preferable alternative is to impute the missing values by 
sampling from their distributions conditional on all available observa-
tions. By carrying out multiple imputations, it is possible to characterise 
the uncertainty arising from missing observations in historical weather 
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properties. Obviously, this requires that the conditional distributions 
can be calculated: this cannot always be done efficiently, but it is 
possible for all of the dependence structures implemented in RGlimclim. 
The use of imputations is illustrated in the case study below. 

2.2. Multivariate weather generation 

In moving from univariate to multivariate weather generators, the 
main challenge is to preserve inter-variable dependencies — the 
strength of which may depend on other factors (as an obvious example, 
in temperate latitudes the correlation between daily temperature and 
daily precipitation is typically negative in summer and positive in 
winter, due to the effect of cloud cover on net radiation). A flexible 
strategy for modelling the joint distributions of the variables is therefore 
needed. Unfortunately, tractable models for joint distributions are 
scarce (see, however, Fahrmeir and Tutz, 2001 for some options); and 
there are no standard models for situations where, as often occurs with 
weather generators, the marginal distributions of the individual vari-
ables are of different types. 

In a multivariate setting, the collection of variables at site s and day t 
can be collected into a random vector Yst = (Y1st … YKst)

T, say. If all 
components of Yst have continuous distributions then, as discussed above 
in the context of inter-site dependence, it is natural to consider copula- 
based approaches involving transformations to Gaussianity, so as to 
model the inter-variable dependencies via the covariance structure of the 
transformed variables. For binary or discrete variables however, such 
approaches are less appealing. One possibility is to treat such variables as 
discretised versions of latent Gaussian quantities and to consider the 
latent, rather than observed, variables as components of the joint distri-
bution. Inter-relationships among assumed latent variables can be hard to 
identify, however. Within the GLM framework it is easier, more flexible 
and often more intuitive to build models for each variable in turn, at each 
stage conditioning on the variables that have already been modelled. This 
is possible because any joint probability density function can be factorised 
into a product of conditional densities: the joint density for Yst can thus be 
written as f(yst) = f1(y1st)f2(y2st

⃒
⃒y1st)…fK(yKst

⃒
⃒y1st,…,y(K− 1)st), the vertical 

bar ‘|’ denoting a conditional distribution. Each of these conditional 
densities can be modelled using its own GLM, by incorporating the con-
ditioning variables into the respective covariate set. This approach is 
particularly useful when the individual components of Yst behave very 
differently, because the models for each variable can be constructed 
separately using whatever distributional assumptions are appropriate. 
The approach also simplifies the modelling task by breaking it down into 
smaller steps, each involving a single response variable. 

When building a multivariate model using successive conditioning, 
an obvious question is how to order the variables. In almost all of the 
weather generator literature, precipitation is treated as the ‘primary’ 
variable with everything else conditioned on precipitation via, for 
example, regression relationships. However, the reasons for this are 
historical: in the early 1980s, when the first weather generators were 
developed, few if any tractable models were available for highly non- 
Gaussian quantities (such as precipitation) conditional on other vari-
ables. The increased flexibility of GLMs forces us to confront the 
question. 

Mathematically the ordering of variables in a multivariate model is 
unimportant: the joint density always factorises. In practice however, 
the models for each variable are at best approximations to the corre-
sponding conditional distributions, whence the quality of the overall 
model depends on the adequacy of the cumulative approximation. All 
other things being equal therefore, it seems sensible to order the vari-
ables so as to reflect any subject-matter understanding of the causal 
relationships between them: if one variable can be considered as a 
‘driver’ of the others, then it is natural to consider this first and then to 
use it as a covariate in the models for the remaining variables. Unfor-
tunately however, this approach is not always possible or optimal. This 

is particularly true in situations where ‘primary’ variables have sub-
stantial amounts of missing data, because this potentially limits the 
number of cases available for modelling other variables as well. A 
further consideration (Ni, 2019) is the simulation performance of the 
univariate models: if the model for one variable has some deficiencies, 
then these will potentially be inherited by the simulations of other 
variables that depend on it. In practice therefore, decisions about vari-
able ordering must be informed by a mixture of subject-matter knowl-
edge and pragmatism. 

3. Example: a bivariate weather generator for northern iberia 

To illustrate the ideas, we construct and test a bivariate weather 
generator for precipitation and temperature in northern Iberia, defined 
here as the region of Spain and Portugal lying between 42.1 ◦N–44 ◦N, 
9.5 ◦W–0◦W (see Fig. 1: the dimensions of the region shown here are 
around 770 km × 210 km). Part of France also falls within these latitude 
and longitude limits, but is excluded from the present study because it 
falls on the opposite side of the Pyrenean mountain range. Northern 
Iberia experiences dry summers and wet winters, with a climate that is 
strongly influenced both by local topography and by its proximity to the 
Atlantic Ocean (Vicente-Serrano et al., 2009). All code and data used in 
the study are provided in the online electronic supplement. 

3.1. Data 

3.1.1. Precipitation and temperature data 
The precipitation and temperature data are from the European 

Climate Assessment & (EC&A) Dataset (Klein Tank et al., 2002), avail-
able from http://www.ecad.eu. The EC&A dataset provides a ‘non--
blended’ data product in which some values are missing, and a ‘blended’ 
product in which these missing values have been infilled. The 
non-blended data are used here, because complete datasets are not 
required for the GLM methodology and because the infilling of missing 
values creates its own problems, such as the potential for the infilled 
values to have different statistical properties from the remainder of the 
data. However, for the precipitation data in particular, there are some 
differences in recording resolution between stations and over time: such 
inconsistencies can appear as model deficiencies in some of the di-
agnostics produced by Rglimclim. To minimise the impact on the 
model-building process therefore, all precipitation values have been 
rounded to the nearest 0.5 mm. 

We work with data spanning the period 1979 to 2018, for which 
relevant covariate data are publicly available. There are 34 stations 
within the study area providing data for some or all of this period, and 
for which all required covariate data are available. 25 of the 34 stations 
(solid squares in Fig. 1) were operational at some point during the period 
from 1979 to 2000, which is used to build and calibrate models; and 31 
of the stations were operational during the period from 2001 onwards 
which is used for model validation. Unfortunately, no data are available 
before 2001 for the cluster of easternmost stations shown in Fig. 1: thus 
there is no information from which to model the systematic regional 
variation in this eastern part of the region. In view of the complex 
topography here, it would be unwise to extrapolate a statistical 
description of regional variation that has been developed using infor-
mation from the remaining sites. These eastern sites have not been 
considered further therefore; and the longitude range for the developed 
models has been restricted to 9.5 ◦W–1◦W. 

3.1.2. Topographic data 
The EC&A dataset provides geographical coordinates (latitude and 

longitude) and altitude for each station. These are supplemented with 
topographic data, at roughly 1 km2 resolution, from the GTOPO30 
Digital Elevation Model at http://webmap.ornl.gov/wcsdown/dataset. 
jsp?ds_id=10003. Following Ambrosino et al. (2014), these have been 
used to compute several other topographic indices for each station: the 

R.E. Chandler                                                                                                                                                                                                                                    

http://www.ecad.eu
http://webmap.ornl.gov/wcsdown/dataset.jsp?ds_id=10003
http://webmap.ornl.gov/wcsdown/dataset.jsp?ds_id=10003


Environmental Modelling and Software 134 (2020) 104867

6

mapped altitude (i.e. the GTOPO30 altitude for the pixel containing the 
station) together with measures of aspect (west-east and south-north 
average slopes over domains of size 3× 3, 10 × 10 and 30× 30km2 

centred on each station) and topographic variability (altitude standard 
deviations computed for the same domains). 

3.1.3. Atmospheric covariates 
To incorporate climate change signals into the developed weather 

generator, we condition on spatially averaged values of mean sea level 
pressure, 10-m u- and v-wind velocity components and wind speed, 2-m 
air temperature and dewpoint temperature, for the region 
27.5 ◦N–45 ◦N, 10 ◦W–15 ◦E. These variables are derived from the ERA- 
INTERIM Reanalysis dataset (Dee et al., 2011), available from https 
://www.ecmwf.int/en/forecasts/datasets. ERA-INTERIM provides 
six-hourly fields of each variable (except wind speed, which is calculated 
from the u- and v-components) on a 0.75◦ grid; each variable has been 
averaged first over the selected region for each six-hourly field, and then 
over time to provide daily and monthly series. 

This choice of atmospheric covariates was arrived at by considering 
the criteria mentioned in Section 1 regarding the selection of large-scale 
indices for use in statistical downscaling applications. In particular, the 
choice builds on the work of Gutiérrez et al. (2013) who carried out a 
thorough and physically-informed evaluation of potential covariates for 
downscaling with climate change applications in mind, and who 
concluded that for downscaling in Spain one should use sea level pres-
sure and mean temperature from their region Z8: this is the region 
considered here. The additional inclusion of dewpoint temperature and 
wind information provides information on moisture availability and 
airflow, which are considered important for precipitation downscaling 
(Wilby and Wigley, 2000). 

As an alternative to the use of spatially-averaged weather variables, 
it would in principle be possible to develop a weather generator based 
on discrete ‘weather types’ defined in terms of the large-scale atmo-
spheric structure (Maraun et al., 2010). Weather state information can 
be incorporated into a GLM, by defining ‘dummy’ binary covariates 
taking the value 0 or 1 to indicate whether or not a particular day be-
longs to a specific weather type. Some experimentation suggests that, for 
the region considered here, weather generators based on spatially 
averaged atmospheric variables outperform those based on weather 
types. The latter are not considered further, therefore. 

3.2. Model-building and diagnostics 

The construction of a bivariate, multi-site weather generator for 
northern Iberia is done in three stages. The first is to build multi-site 
models for precipitation and temperature individually, without 
including atmospheric covariates, to characterise the climatology of 
each variable. Next, the individual models are linked to incorporate 
inter-variable dependence. Finally, the resulting joint model is extended 

to include the effects of large-scale atmospheric covariates. 

3.2.1. First stage: modelling precipitation and temperature individually 
Following standard practice (Chandler, 2005; Yang et al., 2005; 

Ambrosino et al., 2014), we use logistic regression models for precipi-
tation occurrence, gamma distributions for precipitation intensity on 
“wet” days, and normal distributions for temperature. Specifically, let 
Rst and Tst denote the precipitation and temperature respectively, at site 
s on day t. Then the model structure is: 

P (Rst > 0)= πst ; (2)  

Rst|Rst > 0∼Γ (α, λst), with E (Rst|Rst > 0)=α
/

λst = μ(R)
st , say; (3)  

and Tst ∼ N
(
μ(T)

st , σ2
st

)
. (4) 

The quantities πst (the probability of experiencing precipitation at 
site s on day t), μ(R)

st (the expected precipitation intensity on a ‘wet’ day), 
μ(T)

st and σ2
st (the expected value and variance of the temperature distri-

bution) are related to linear predictors via logistic, logarithmic, identity 
and logarithmic link functions respectively. Thus, denoting by η(⋅)

st a 
generic linear predictor (i.e. linear combination of covariate values), we 
set 

log
(

πst

1 − πst

)

= η(π)
st ; (5)  

logμ(R)
st = η(μ(R))

st ; (6)  

μ(T)
st = η(μ(T))

st ; (7)  

andlog σ2
st = η(σ2)

st . (8) 

The parameter α in equation (3) (the coefficient of variation of pre-
cipitation intensity distributions) is assumed to be constant — this 
assumption is usually made in the literature. However, the variance of 
the temperature distribution is allowed to depend on covariates via 
equation (8): this accounts for features such as seasonality in variance, 
which is common in temperature data. 

In each stage of model-building, it is necessary to choose covariates 
and estimate their coefficients for each of the linear predictors defined 
by equations (5)–(8). For the first stage, this was done by starting with 
simple models and gradually increasing their complexity to represent 
seasonal and topographic variation along with temporal dependence, 
using diagnostic plots and measures of predictive performance (such as 
root mean squared error) together with formal model comparisons to 
inform the model development. Throughout, attention was restricted to 
mathematically coherent model structures: for example, sine and cosine 
components were always considered in pairs when developing Fourier 

Fig. 1. Topographic map of northern Iberia, with stations for which data are available for all or part of the period 1979–2018. The semi-opaque area is part of France, 
which is not considered in the study. 
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representations of seasonality; polynomial representations of specified 
degree were always complete (for example, a complete quadratic func-
tion of latitude and longitude includes terms in latitude, longitude, 
latitude2, longitude2 and latitude × longitude); and the inclusion of an 
interaction term required the inclusion of the corresponding main ef-
fects as well. For more on these considerations when building statistical 
models, see Faraway (2014, Chapter 10). The process is documented 
fully in the online supplement. The first section of Table 1 provides 
summary information about the models developed by the end of this first 
stage; Figs. 2 and 3 show some specimen diagnostics for the precipita-
tion occurrence and temperature models respectively. 

By comparison with simpler weather generators, the models devel-
oped here appear complex: for example, a first-order Markov model uses 
just two parameters to represent precipitation occurrence, whereas the 
first-stage occurrence model in Table 1 has 23 (six representing regional 
variation as a function of longitude, latitude and altitude; four providing 
a simplified Fourier representation of seasonality; three representing 
dependence on previous days’ precipitation occurrence, a nonlinear 
parameter representing an exponential decay rate of previous days’ 
dependence on inter-site distance; an intercept; and several interaction 
terms). In fact, however, the models in Table 1 are relatively parsimo-
nious because they account for seasonal and regional variation at all 
sites simultaneously. A ‘standard’ WGEN-type generator might fit 
separate pairs of Markov Chain parameters at each site and for each of 
four seasons: with 25 sites providing data in the fitting period, this 
would require 2 × 4 × 25 = 200 parameters in total — almost ten times 
as many as the GLM fitted here. Similar comments apply to the 
remaining first-stage models. 

Table 1 also shows that temperature is much more predictable than 
precipitation: 88% of the variation in daily temperature is attributable to 
autocorrelation and to regional and seasonal variation, whereas just 
10% of the variation in precipitation intensity is similarly attributable. 
This is typical in our experience. 

Fig. 2(a) shows the spatial pattern of residuals from the final first- 
stage precipitation occurrence model. The pattern of positive and 
negative mean residuals (indicated by solid and dashed circles respec-
tively) appears fairly random, indicating that the model has captured 
most of the systematic large-scale regional variation in precipitation 
occurrence. At many sites however, the mean residual differs signifi-
cantly from zero at the 5% level (circles drawn in thick lines): this should 
occur at around 5% of locations in a perfect model, so the plot indicates 
some mismatch — albeit unsystematic — between model and data. For 
precipitation occurrence, this phenomenon is also typical in our expe-
rience. It is probably caused either by very local-scale controls on pre-
cipitation, or by differences in recording practice or measurement 
technology (see, for example, Yang et al., 2006). This kind of plot can 

help to identify potential data quality problems, and also to highlight 
specific locations at which the simulation performance of a weather 
generator should be checked carefully. 

Fig. 2(b) provides a check on the chosen inter-site dependence 
structure for the first-stage precipitation occurrence model. In this case, 
dependence is represented using the correlation structure of a latent 
Gaussian process: when simulating from the fitted model at time t, non- 
zero precipitation is allocated to site s if Zst > τst where Zst is a standard 
Gaussian variable and the threshold τst is chosen to ensure that 
P(Rst > 0) = πst as defined by equations (2) and (5). ‘Empirical’ corre-
lations between the Gaussian variables at each pair of sites are estimated 
by matching the observed and expected proportions of days on which 
both sites are wet: these are plotted against inter-site distance in Fig. 2 
(b), and a spatial correlation model (here, a simple exponential model) is 
fitted using weighted least-squares as described in Ambrosino et al. 
(2014) and in the Rglimclim manual. In the plot, colour intensity in-
dicates the number of pairs of observations contributing to each 
empirical correlation estimate: darker points represent more precise 
estimates. This is an aid to interpretation, ensuring that a visual com-
parison of the empirical correlations with the fitted curve is predomi-
nantly based on the most informative points. The exponential model 
provides a reasonable overall representation of the empirical structure 
here, except for a handful of points at the bottom of the plot. Some of 
these points correspond to negative correlations, which is unexpected: 
closer inspection of the Rglimclim output (not shown) reveals that they 
are all associated with a single site, coded S14, which also has a large 
negative mean residual according to Fig. 2(a). The negative correlations 
suggest the possibility of undocumented data quality problems at this 
site, although a careful inspection of the data revealed no obvious errors. 
For the present analysis, the data are therefore taken at face value. In 
this case, Fig. 2 suggests a model deficiency at site S14, which may lead 
to poor performance of the weather generator at this site. 

Fig. 3 shows further diagnostics, this time for the final first-stage 
temperature model. The top two plots show no systematic seasonal 
structure in the mean or variance of the residuals (the mean residual for 
March lies slightly outside the 95% variability bands, but an occasional 
point outside these bands is to be expected): the model appears to have 
captured the seasonality in temperature mean and variance, therefore. 
The bottom left plot, however, shows an increasing trend over time in 
the mean residuals: this is a signal of long-term change that is not 
captured by the covariates in this first stage of model-building. The 
standard deviations in the bottom right plot show no such trend. 

3.2.2. Second stage: bivariate modelling 
The second stage of model-building is to link the precipitation and 

temperature models, to produce a bivariate model incorporating inter- 
variable dependence. As described earlier, this is done by including 
one of the variables as a covariate in the model(s) for the other. Un-
fortunately, in the present study it is hard to choose the ‘primary’ var-
iable either on grounds of data availability (for the ‘fitting’ period 
1979–2000 there are around 200 000 observations for each variable) or 
physical considerations. For example: one ‘physical’ argument is that 
precipitation is the primary variable because it influences temperature 
indirectly, particularly in winter when precipitation is associated with 
extensive cloud cover and hence warmer temperatures. Another is that 
temperature is the primary variable because it influences precipitation 
directly in summer, due to enhanced convection on warm days. This 
does not help. Both options have been explored, therefore: again, the 
online supplement provides details. The final second-stage models are 
summarised in the second section of Table 1. They all involve a handful 
of additional parameters compared with their first-stage counterparts, 
and there are some improvements in predictability as measured by (R) 
MSE. In practical terms however, these improvements are small: it is 
therefore unsurprising that the diagnostics for these models (not shown) 
are similar to those from the first stage. 

In the absence of clear guidance based on either data availability or 

Table 1 
Summaries of models fitted at each stage of the weather generator development. 
The ‘(R)MSE’ column gives the root mean squared error for the precipitation 
intensity (in mm) and temperature mean (in degrees Celsius) models, and the 
mean squared error (equivalent to the Brier score) for the precipitation occur-
rence models. The ‘R2(%)’ column gives the percentage of variance explained for 
the precipitation intensity and temperature mean models.   

Model # parameters (R)MSE R2(%)

Precipitation occurrence 23 0.175 – 
First Precipitation intensity 22 10.00 9.9 
stage Temperature mean 21 1.92 87.9  

Temperature variance 11 – –  
Precipitation occurrence 27 0.174 – 

Second Precipitation intensity 26 9.94 11.0 
stage Temperature mean 28 1.88 88.4  

Temperature variance 15 – –  
Precipitation occurrence 43 0.156 – 

Third Precipitation intensity 41 9.82 13.2 
stage Temperature mean 38 1.78 89.6  

Temperature variance 29 – –  
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physical considerations, the model diagnostics for both the first- and 
second-stage models can be used to decide whether temperature or 
precipitation should be considered as the primary variable in a bivariate 
weather generator. These diagnostics suggest that the performance of 
the marginal (i.e. first-stage) temperature model is better overall than 
that of the precipitation intensity model (see online supplement). 
Moreover, the temperature model residuals are small so that any vio-
lations of model assumptions will have a relatively minor effect on 
simulation performance; and any small deficiencies in the temperature 
model are unlikely to compromise the precipitation simulations, 
because the total percentage of explained variability in the second-stage 
precipitation intensity model is low (see Table 1). A final consideration 
is the very clear upward trend in the mean residuals from the temper-
ature model (Fig. 3): we might expect that this can be explained by 
conditioning on large-scale temperatures, thus providing a relatively 
simple, parsimonious and physically intuitive way to incorporate the 
majority of any climate change signal into downscaled temperature 

simulations. The effect of this signal will be inherited by the simulated 
precipitation if this is conditioned on local temperatures, but not 
otherwise. 

3.2.3. Final stage: incorporating large-scale atmospheric covariates 
The arguments above suggest treating temperature as the primary 

variable in this case study. The final stage of model-building is therefore 
to add the effects of large-scale atmospheric covariates to both the first- 
stage temperature and second-stage precipitation models. Initially, 
monthly covariate data were used: however, the residuals from the 
resulting temperature model still showed a clear increasing trend over 
time. This trend almost completely disappeared when daily covariate 
data were used (see Fig. 4), suggesting that daily large-scale information 
is needed to capture the local climate change signal in this region. Fig. 4 
also shows, however, that 1995 and 1997 were both unusually warm 
years given the covariates considered: this may be due to other drivers of 
long-term change in the region that have not been considered here, or it 

Fig. 2. Specimen diagnostic plots for first-stage pre-
cipitation occurrence model. In panel (a), the circle 
sizes show the magnitudes of mean Pearson residuals 
at each site. Solid circles indicate positive values 
(observed proportion of wet days higher than ex-
pected), and dashed circles indicate negative values. 
Thick circles indicate locations where mean residuals 
differ significantly from zero at the 5% level: the site 
identifiers for these locations are also shown. Panel 
(b) shows the estimated correlations between latent 
Gaussian variables at each pair of sites, as a function 
of inter-site distance (calculated from the geograph-
ical co-ordinates in degrees). The intensity of shading 
for each point corresponds to the number of days’ 
data available for calculating the corresponding cor-
relation. The smooth curve is the fitted inter-site 
correlation model: ρ(d) = exp(− 0.1973d) where d is 
the inter-site distance.   

Fig. 3. Specimen diagnostic plots for first-stage temperature model. Means and standard deviations of Pearson residuals for each month of the year and for each year 
of the fitting period. Dashed lines in the left-hand plots show the limits within which 95% of the mean residuals should lie according to the model. Horizontal lines in 
the right-hand plots show the theoretical standard deviations. 

R.E. Chandler                                                                                                                                                                                                                                    



Environmental Modelling and Software 134 (2020) 104867

9

may indicate that the spatial domain chosen for the covariates is 
suboptimal. 

The final section of Table 1 shows that the inclusion of large-scale 
atmospheric covariate information typically involves up to 15 addi-
tional parameters for each model, with relatively modest gains in pre-
dictive performance (e.g. the RMSE in the temperature model drops 
from 1.92◦C to 1.78◦C, and that for precipitation intensity drops from 
9.94 mm to 9.82 mm). Most of the final-stage models include the effects 
of five of the six large-scale covariates (wind speed is omitted from all 
models, because the u and v wind velocity components are both 
included), in some cases with seasonal and regional variation in the 
effects. As usual, full details are in the online supplement. 

The small gains in predictive performance in this final model- 
building stage may initially appear to contradict suggestions in the 
literature that large-scale atmospheric covariates can explain a sub-
stantial proportion of variation in local-scale weather (e.g. Maraun et al., 
2019b). In reality however, there is no contradiction. There are indeed 
techniques that implicitly attribute systematic local-scale variation 
entirely to large-scale covariates. However, this systematic variation 
includes both climatological and interannual components, the former 
involving seasonality and temporal autocorrelation — although auto-
correlation can be poorly represented by techniques that rely solely on 
the large-scale covariates (Maraun et al., 2019a). In the present frame-
work, the climatological component of variation is represented by the 

Fig. 4. As Fig. 3, but for the final temperature model including the effects of daily large-scale covariates.  

Fig. 5. Observed and simulated monthly summary 
statistics for areally averaged daily precipitation time 
series, 2001–2018. Coloured bands indicate the range 
and 1st, 5th, 10th, 25th, 50th, 75th, 90th, 95th and 
99th percentiles of simulated distributions; black 
bands are uncertainty envelopes for observed quan-
tities obtained from 39 imputations. Top row: mean, 
standard deviation and maximum daily rainfall. Sec-
ond row: autocorrelation at lags 1 to 3. Bottom row: 
proportion of wet days, wet-day mean and standard 
deviation.   
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first- and second-stage models: the primary additional contribution of 
the atmospheric covariates is thus to explain the interannual component 
of systematic variation. At a daily time scale, it is unsurprising that this 
contribution is small. 

3.3. Simulation 

The fitted models can be tested by using them to simulate multi-site 
daily sequences of temperature and precipitation, and comparing the 
properties of these sequences with those of observations. This comple-
ments the diagnostics used during model development, which focused 
on distributions conditional on previous days’ weather (due to the in-
clusion of lagged terms in the models) rather than on overall properties 
that are more directly relevant in applications. 

A wide range of simulation tests is reported in the online supplement: 
this section presents some representative results, for a period 
(2001–2018) that was not used for model development. There is one 
‘new’ station (coded S10) with data for this period, but where no data 
were available during the 1979–2000 period used for model develop-
ment. The results at this station can therefore be regarded as indicative 
of weather generator performance at ungauged locations within the 
study area. For illustrative purposes, performance is assessed by 
inspecting a range of statistical properties including means, variances, 
extremes and inter-variable correlations, separately for each month of 
the year; and also by inspecting time series of seasonal means or totals. 

Due to the stochastic nature of a weather generator, an exact match 
between observed and simulated properties is not to be expected: any 
‘observed’ quantity must be regarded as coming from an underlying 
probability distribution, so performance assessment seeks to determine 
whether the observed quantities of interest could plausibly have been 
drawn from the corresponding distributions. In the absence of missing 
observations during a specified time period, one way to achieve this is by 
simulating a large number of multi-site daily time series over the same 
period (we use 100 simulations below) and computing the quantities of 
interest separately for each simulation. The result is a simulated distri-
bution for each quantity. If the simulations are realistic then the 

observed values of each quantity should span the range of the simulated 
distributions. 

This approach cannot be applied directly in the presence of missing 
data however, because in this case the ‘observed’ quantities of interest 
cannot be calculated exactly. As discussed in Section 2, multiple impu-
tation provides a convenient way to characterise the resulting uncer-
tainty. In the work reported below, 39 independent imputations of 
missing daily values have been produced, to produce 39 ‘completed’ 
datasets: for each of these, the corresponding properties have been 
calculated. The range of the results is a 95% uncertainty interval. To see 
this, note that if 39 values are imputed from a distribution that was used 
to generate an observation, then the observation has a 1/40 chance of 
being smaller than all of the imputed values and a 1/40 chance of being 
larger: hence it has a 5% chance of lying outside the range of the 
imputations. 

Fig. 5 shows some results relating to monthly summary statistics of 
areally averaged daily precipitation. The imputation bands show that 
there is some uncertainty due to missing observations, but it is never 
excessively large. Subject to this uncertainty, the observed quantities 
span the ranges of the simulated distributions well overall: the main 
exception is the proportion of wet days (bottom left panel) for which the 
seasonal cycle in the observations is weaker than that in the simulations. 
This presumably relates to some aspect of the precipitation occurrence 
model. Elsewhere, the simulations fail to capture fully the very low lag 2 
autocorrelation in July. Whether this is a problem in practice will, of 
course, be application-dependent. 

Fig. 6 shows the performance of a similar set of monthly summary 
statistics for temperature, this time for a single location rather than an 
areal average. The location is station S10, which was not used for model 
fitting. There is little variability in mean monthly temperatures between 
simulations (as expected, given the low RMSE for the fitted temperature 
model), and there is a tendency to slightly underestimate the observed 
mean and minimum temperature in July through September. 
Conversely, the simulated standard deviations at this station tend to be 
too high in summer. Most other statistics are reproduced reasonably 
well, including the correlation with precipitation. The imputation 

Fig. 6. As Fig. 5, but for daily temperature time series at station S10. Top row: mean, standard deviation and maximum daily temperature. Second row: minimum 
daily temperature and autocorrelation at lags 1 and 2. Bottom row: lag 3 autocorrelation, and correlation with daily precipitation at the same station. 
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uncertainties tend to be relatively smaller than for precipitation, albeit 
with wider bands (presumably corresponding to more missing obser-
vations) for some statistics in the first part of the year. 

Finally, Fig. 7 shows the distributions of annual time series of areally 
averaged seasonal mean daily precipitation. These distributions were 
calculated by first averaging the daily time series across sites and then, 
for each year, computing the mean precipitation within each of the 
standard climatological seasons. As before, the observations more or less 
span the range of the simulated distributions. The substantial interan-
nual variability in the simulations is of particular interest: the only 
possible source of this variability is the large-scale covariates in the 
models, despite the fact that they explain a small additional proportion 
of the daily variation according to Table 1. Moreover, the simulated 
interannual variation mostly tracks that in the observations: this pro-
vides some reassurance that the models have captured the relationships 
with large-scale conditions and hence might be expected to provide a 
reasonable climate change response as these conditions change in the 
future. It is particularly noteworthy that the simulations capture (just) 
the severe summer (June, July, August) drought of 2005, which was one 
of the worst on record and has been associated with an unusual com-
bination of synoptic conditions (Garcia-Herrera et al., 2007). 

Earlier, it was noted that the precipitation occurrence model per-
formed poorly at site S14. As expected, this affects the simulation per-
formance at this site, including for the 1980–2000 model development 
period (see the online supplement). For example, the observed propor-
tion of wet days at this site is just under 0.25 in January and February 
whereas the median of the simulated distributions is just under 0.3. 
Coupled with a tendency for the simulations to overestimate mean wet- 
day rainfall intensities, this produces an upward bias of around 30% in 
overall mean precipitation compared with observations. This would 
often be considered inadequate in applications. Strategies for resolving 
the problem include: inspect the data from this site to look for symptoms 
of systematic under-recording, for example by comparing with alter-
native data sources such as reanalysis; and, if the data really are beyond 
reproach, add an indicator variable to the models that takes the value 1 
for any observation from this site, and zero otherwise. The effect of this 

will be to adjust the model fit so as to match the observed properties 
more closely at this site. 

3.4. Design and use of the software 

The Rglimclim software is designed to be efficient and flexible, and to 
encourage a structured approach to weather generator construction. 
This section provides a brief overview of its design philosophy and im-
plications for users. 

3.5. Design considerations 

The software is provided as a library to be run in the R programming 
environment (R Core Team, 2019), taking advantage of R’s user-friendly 
interface and graphical capabilities. As an interpreted rather than 
compiled language however, R is relatively inefficient for computa-
tionally intensive work: the model-fitting and simulation code is there-
fore written in Fortran, and automatically compiled into the library on 
installation. Moreover, to allow processing of large datasets, as far as 
possible large arrays are stored in direct-access temporary files rather 
than in computer memory: fairly complicated models can thus be fitted 
to datasets containing millions of observations on a modest modern 
desktop or laptop computer. The software is also designed with 
computational efficiency in mind, for example by storing rather than 
recalculating quantities that are used repeatedly. To give an indication 
of computational speed: for the case study in Section 3, it took around 3 s 
to produce each 20-year simulation of two variables at 26 sites on a 
laptop with 2.2 GHz processor, running R version 3.6.1 in RStudio

1.1.456 under the Ubuntu 18.04.2 operating system. On the same ma-
chine running Windows 7, it took around 12 s per simulation. However, 
simulation at more than a few hundred sites is likely to be slow due to 
the matrix factorisations needed to sample pseudo-random numbers 
from high-dimensional multivariate normal distributions (see, for 
example, Monahan, 2001). 

Fig. 7. Observed and simulated time series of areally averaged seasonal mean daily precipitation, 2001–2018. Coloured and black bands show percentiles/range of 
simulation and imputation distributions as in Fig. 5. 
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3.6. Use of the software 

As discussed in Section 2, covariates in a weather generator can be 
split into a small number of categories: a model can be broken down into 
components corresponding to each of these categories, therefore. 
Rglimclim offers a menu of options for representing the structure of each 
component. Flexibility in the representation of regional and interannual 
variation is achieved by linking to user-defined databases of site attri-
butes and potential drivers, such as the atmospheric covariates consid-
ered in the case study above. Moreover, the software is predominantly 
object-oriented in its approach so that plots (and other outputs) such 
as those in Figs. 2–7 can each be produced using a single command. 

In many modern software environments, models are specified using a 
structured formula syntax as with the native glm() command in R, for 
example. Typically however, the use of such formulae requires signifi-
cant amounts of data manipulation. For example, if autocorrelation is 
represented via covariates computed from lagged values of the response 
variable, these covariates must usually be pre-calculated: this is incon-
venient, and sometimes impossible for covariates that depend on the 
values of unknown parameters as with the precipitation occurrence (and 
other) models in the case study above. In Rglimclim, such calculations are 
all handled internally: however, this makes it hard to develop a concise 
syntax that can capture all possible model structures. Models are 
therefore specified using definition files, the format of which is 
described in the software manual. The online supplement provides 
definition files for all models used in the case study. 

Most software packages for fitting GLMs offer a wide range of 
different distributions. The range available in Rglimclim is currently 
limited to the models and distributions (logistic regression, gamma GLM 
with log link, normal linear model and heteroscedastic normal model) 
used in the case study. These models provide sufficient flexibility to deal 
with most situations in which weather generators are required: for 
example, gamma GLMs are often found to provide a reasonable repre-
sentation of positive-valued quantities such as precipitation intensity or 
wind speed, while normal or normal-heteroscedastic models may be 
more appropriate for quantities such as temperature, pressure and hu-
midity. Further distributions may be added in the future: it is straight-
forward in principle to estimate coefficient vectors for additional 
distributions, but harder to devise tractable and realistic models for 
inter-site dependence and imputation. 

4. Discussion 

The Rglimclim software uses the GLM framework to unify a range of 
modelling techniques for multi-site, multivariate weather generation 
incorporating scenarios of climate change. By comparison with some 
other weather generators it is relatively unrestrictive in its data re-
quirements, in the sense that it does not require complete datasets for 
model calibration and is able to generate sequences at ungauged loca-
tions providing that sufficient data are available from ‘similar’ locations 
for model calibration. Its multiple imputation facilities provide a useful 
way to examine the uncertainties associated with incomplete observa-
tional records. It is also relatively scalable, such that model-fitting and 
simulation at a few hundred locations is feasible on a typical laptop 
computer. 

There are, nonetheless, opportunities to extend the software capa-
bilities in the future. One is to offer a wider range of distributions, as 
noted above. Another is to relax the assumption of a constant shape 
parameter when using gamma distributions: this would potentially 
improve the reproduction of seasonal precipitation extremes, which has 

been noted as an issue in previous studies (e.g. Yang et al., 2005). 
Moreover, there is scope to extend the range of inter-site dependence 
structures available, for example by allowing for seasonal variation in 
the strength and spatial scale of dependence. 

As with any powerful modelling tool, the appropriate use of Rglim-

clim requires care and awareness. It is developed primarily for use in 
situations where the potential impacts of climate may be sensitive to the 
detailed spatial, temporal and inter-variable structure of local weather: 
in less complex applications, it may be preferable to use a simpler 
weather generator requiring less effort to implement. The case study 
above has illustrated some of the issues to be considered when devel-
oping a weather generator using Rglimclim: these include decisions about 
the ordering of the variables in a multivariate model, the appropriate 
choice of large-scale atmospheric covariates, and the need to consider 
and compare a variety of different options that are informed both by 
diagnostics and by an understanding of the underlying modelling prin-
ciples. The last point is worth emphasising: Rglimclim is not itself a 
weather generator, rather a tool for developing application-specific 
weather generators. This has implications for the reporting of results, 
and for studies that aim to compare different weather generation tech-
niques (e.g. Frost et al., 2011; Fu et al., 2018): to enable a critical 
evaluation of results and model performance, it is necessary to provide 
full details of the model structures that have been used and the rationale 
for them (in the present paper, this information is in the online 
supplement). 

The potential for overfitting is often raised as a concern, in the 
context of the modelling methodology used here. This stems partly from 
the fact that the models often have relatively large numbers of param-
eters, as in Table 1. However, as noted in Section 3, the approach in fact 
requires fewer parameters than the common practice of fitting relatively 
simple model structures with separate parameter sets for individual sites 
and/or seasons. Nonetheless, care is needed to ensure that the available 
data contain enough information to support the models being fitted: for 
example, a detailed representation of systematic regional variation will 
only be supported if sufficient data are available from a relatively large 
number of locations that are well distributed over the study area. A 
useful operational guideline is to monitor the standard errors of the 
estimated model coefficients as an initial simple model is gradually 
expanded: a sudden increase in one or more standard errors, by an order 
of magnitude or more, suggests that a model has become too complex for 
the data available. 

When building complex models, a further consideration is that any 
statistical measure of model ‘quality’ is by definition conditioned on the 
available data; and estimation methods such as maximum likelihood are 
designed to find a model that matches the data as closely as possible in 
some sense. When developing a weather generator based on station data, 
the data may not always represent precisely the phenomenon of interest: 
more seriously perhaps, data from different time periods or locations 
may represent slightly different phenomena due to changes in mea-
surement technology or variation in observer practice. This is worth 
bearing in mind when monitoring overall measures of performance 
during the model-building process. For example, if recording practice 
for small precipitation amounts at one location differs substantially from 
that elsewhere, then overall performance measures may suggest that a 
very complex precipitation occurrence model fits the data much better 
than a relatively simple one — but this may be almost entirely due to an 
improved fit at the single location, which may even be detrimental 
elsewhere. Diagnostics such as Fig. 2 (a) can help to identify this kind of 
situation; and subject-matter considerations can be used to determine 
whether a particular model structure is reasonable. Model-building is 

R.E. Chandler                                                                                                                                                                                                                                    



Environmental Modelling and Software 134 (2020) 104867

13

thus a holistic process, requiring informed judgements about how to 
balance multiple aspects of performance. 
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