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ABSTRACT

This thesis is concerned with the chemical modelling of molecular species in a
selection of interface layers between astrophysically interesting environments. The
aim is to identify ‘tracers’ for the theoretical scenarios studied, and to try to explain
observational data presently available. These tracers can give detailed informa-
tion concerning the physical conditions in the environment, and may also help to
determine its evolutionary status. The ordering of the discussions will reflect the
increasingly energetic processes present in each of the different environments studied.

Firstly discussed in Chapter 2, is the formation of water ice mantles, in relatively
quiescent regions. Using gas-grain chemical models, water ice is studied under a va-
riety of physical conditions. We find that at low Ay water ice can be present in
clouds at late times or if the cloud is clumpy. Chapters 3 and 4 concentrate on
interface layers in progressively more energetic regions. These scenarios range from
the mixing of cold molecular gas with warm ionized gas, coupled with the presence
of a modestly enhanced ionization rate to the turbulent boundary layers of a diffuse
cloud, in which high temperatures and pressures are present. In Chapter 3, we find
that at temperatures greater than 100 K, a rich and abundant chemistry can exist.
In Chapter 4, we find if an interface layer occupies a few percent of the total column,
many polyatomic species in the interface should have detectable abundances. Fi-

nally, in Chapters 5 and 6 consideration is moved to the most energetic environments.



In Chapter 5, we simulate x-ray ionization in dark clouds and include the formation
of Ct*, and find that the abundance of CH? is significantly enhanced when Ct+ is
included in the reaction network. In Chapter 6 we study photon dominated regions
above disks surrounding main sequence stars and find that the chemical processing

produces a large number of tracers with significant column densities.



“For those who believe

no erplanation is necessary,
For those who do not

no explanation will suffice.”
from “The song of Bernadette”

by Franz Werfel
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CHAPTER 1

Introduction to Astrochemistry

“In general it is a good morning exercise for a researcher to destroy a favourite
hypothesis every day before breakfast - it keeps him young.”

— Konrad Lorenz

The first detection of matter in the interstellar medium was made by Hart-
mann (1904), who observed absorption from Ca 11 at 3934 A. The first interstellar
molecules observed include CH, CH* and CN, which were detected between 1937
and 1941. These detections have sparked a new and exciting branch of astronomy:
astrochemistry.

There are now over 100 identified molecular species in our Galaxy, which are
found to lie within the interstellar medium. The interstellar medium itself is made
of a number of distinct regions and contains a number of different interstellar cloud
types. A list of the properties for regions of interest in this study is given in Table
1.1.

The observed molecules are ‘tracers’ of gas in the interstellar medium and the
theoretical astrochemical study of these molecules is important because the informa-

tion on the molecular content of a region can be used as a diagnosis of the physical

12
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conditions within the region being studied. In this thesis, we concentrate on inves-
tigating the interface layer between two different regions in the interstellar medium,
in the hope that distinctive tracers of the layer can be identified. Interface layers are
especially interesting because they can provide information on a number of different
dynamical processes occurring within them, such as the extent of the mixing oc-
curring between the two regions. Studying the molecular content may also provide
clues concerning the physical conditions within the layer. Identified tracers may also
help us determine the evolutionary status of the layer and its surrounding area.

Such interface layers have been probed in the past, and these studies include
those made by Charnley et al. (1990); Duley et al. (1992) and Rawlings and Hartquist
(1997). Charnley et al. (1990) looked at the chemical evolution in molecular clump-
stellar wind interfaces, Duley et al. (1992) made a study of a diffuse cloud-intercloud
interface to identify possible mechanisms for the production of CH*, while Rawl-
ings and Hartquist (1997) considered a diffusive boundary layer between dark star-
forming cores and warm, shocked T-Tauri winds, assuming that turbulence—driven
diffusion is occurring.

In this chapter, we will describe how the modelling of these interface regions is
accomplished. In §1.1 and 1.2 a more detailed description of diffuse and dark clouds
respectively, will be given. These are two cloud types of particular interest in this
work. §1.3 gives a brief discussion of dust grains. In §1.4 we describe the processes
by which different species are formed within diffuse and dark clouds. In §1.5 we give
a description of the physical model of the clouds as well a as brief discussion of the

codes used and finally in §1.6 we discuss the grain surface physical processes.



14

Table 1.1: Physical conditions in interstellar diffuse and dark clouds.

Most of the interstellar space is occupied by very hot ‘coronal’ gas and by

warm interstellar gas.

Hot ‘coronal’ gas Tt~ 108 K, nyt < 1072 cm™—3,

which is heated by supernovae shocks.
Warm interstellar gas T~10%K, ng < 1cm™3,

which is heated by x-rays.
Region around massive stars T ~ 10* K, ny~ 102 cm™3,

which is heated by the copious UV radiation

from the star.

However, these regions are not chemically important. Diffuse and dark clouds
are the regions where molecules are observed. Together, these regions occupy

only a few percent of the interstellar volume, but contain almost all the mass.

Diffuse clouds T ~ 100 K, nyg ~ 100 cm™3.

Dark clouds T~ 10K, ng ~ 10* cm~3.

Diffuse clouds are readily penetrated by starlight since the dust extinction is
less than one optical depth in the visual. Radiative processes dominate

the chemistry in these regions. Stellar radiation is largely excluded from dark
clouds. Both regions are freely penetrated by cosmic-rays (fast protons

and electrons). Cosmic-rays cause ionization which promotes chemistry in

the clouds.

1 T = kinetic temperature; { ngy = number density of H nuclei.



1.1. Diffuse Clouds 15

1.1 Diffuse Clouds

A simple definition of a diffuse cloud is that of a parcel of gas and dust through
which one can still see background stars (Meyer, 1997). The extinction caused by
the dust in a diffuse cloud is usually taken to be Ay < 2 mag, therefore starlight can
easily pass through these regions. This penetration of starlight means that the UV
and optical radiation inhibits the formation of molecular species within the clouds.

A typical example of a diffuse cloud is { Ophiuchus, which is a bright early
type star at a distance of ~ 130 pc from the Sun. It is found that the light from
the star is obscured by at least two distinct diffuse clouds in the line—of-sight. UV
and optical absorption lines of molecules have enabled us to determine physical
conditions including densities, temperatures and radiation fields.

The molecules which have been detected in diffuse clouds include H,, CO, OH,
NH, CH, CH*, CN and C,. Liszt and Lucas (2001) have made a recent study
of a number of diffuse clouds in the line-of-sight towards a sample of compact

extragalactic mm-wave continuum sources and detected a number of further species

including HCO*, C,H and C3H,.

1.2 Dark Clouds

Many of the identified molecular species are observed to lie within relatively dense
clouds. Unlike diffuse clouds, these regions are opaque to visible and UV radiation,
which is due to the high concentrations of dust within them. Such clouds are known
as dark or molecular clouds. Typical dark clouds are known as sources of star and
planetary system formation and within these clouds dense clumps often exist (which
have T ~ 10 K and ng ~ 10*~° cm~3). A giant molecular cloud is an association of
molecular clouds, which have been swept together by galactic-wide events.

An example of a dark cloud is TMC-1 (Taurus Molecular Cloud — 1), which is at

a distance of ~ 140 pc in Taurus. Ohishi and Kaifu (1998) recently made an exten-
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sive spectral line survey towards TMC-1 using the 45 m mm-wave telescope of the
Nobeyama Radio Observatory, National Astronomical Observatory of Japan. They
detected 404 lines from 38 molecules including 11 previously undetected molecules
(including C¢H, CCO, CCCO, CCS, CCCS, HNCCC, HCCNC, HCCCNH*, HC-
CCHO, CH3;CN and CzH). In total, 40 types of molecules have been detected in

TMC-1, including CO, HCN and HCO*.

1.3 Dust Grains

The surfaces of dust grains may provide sites for the formation of molecular species.
A prime example of such a species is molecular hydrogen. Hydrogen is the most
abundant species in the Universe and it is generally accepted that Hs molecules
are formed on the surface of dust grains (Hollenbach and Salpeter, 1971, given in

reaction 1.1).
H + H : grain — Hj + grain (1.1)

The dust grain (with an atomic hydrogen attached to its surface) acts as a sink
(third body) for the excess energy that must be lost by the combining pair. Upon
formation, the H; molecule is immediately returned to the gas—phase. Assuming
that every H atom sticking to the surface of a grain ultimately leaves as part of a

H; molecule, then the rate of formation by this process is given by equation 1.2.

dnH2
dt

- ;mn&%wmm, (1.2)

which is equivalent to the collision rate of H atoms striking the gfain surface, times
the sticking probability. ny is the number density of H atoms, n, is the number
density of grains, a is the radius of the grain, v(H) is the velocity of the bombarding
H atom and P is the sticking probability. The rate given in equation 1.2 is clearly

the maximum possible rate for Hy formation.
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To explain the observed fractional abundance of a number of other species (in-
cluding water ice, NH and CN) also requires the use of surface grain formation.
This is because their respective gas—phase chemistries are insufficient to account for
their observed abundances Molecules trapped in ices on interstellar grains can in
certain circumstances rapidly desorb (via a number of processes including thermal
desorption, non-thermal desorption and photo-desorption), thereby significantly en-

hancing their gas—-phase abundances.

1.4 Gas—phase Chemical Network

There are two main methods for the formation of interstellar molecules. The first
involves grain surface reactions (as discussed in §1.3 and the second is gas—phase
molecular formation. Observations of molecules suggest that both formation meth-
ods are important, the effectiveness of each depending on the molecule. In this
section, we will concentrate on gas—phase reactions. A discussion of grain surface
reactions is given in § 1.6.

Chemical networks consisting of gas—phase atoms responsible for the formation of
more complex molecules have been widely studied (e.g. Dalgarno and Black (1976);
Dalgarno (1976b); Watson (1978)). Consider the physical processes occurring when
a molecule is formed. There are three molecular bond processes (i) formation (ii)
destruction and (iii) rearrangement. Molecular bonds may either be formed in the
gas—phase by radiative association reactions (X + Y — XY + hv), or on grain
surfaces. The molecular bonds can be destroyed by photodissociation reactions (XY
+ hv - X 4+ Y), which are common in diffuse and translucent clouds where UV
radiation can easily penetrate, or dissociative recombination reactions (XY + e~
— X + Y), which can be rapid at low temperatures. The final process involves
the rearrangement of molecular bonds, which can be accomplished via ion-molecule

exchange reactions (Xt + YZ — XY* + Z), charge transfer (X* + YZ — X +
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YZ*) and neutral-neutral reactions (X + YZ — XY + Z).

It has been shown that ion—molecule reactions, rather than radiative association
reactions, are an efficient mechanism for molecular formation. Both experimental
and quantum mechanical calculations have shown that ion—molecule reactions have
very high rate coefficients, often corresponding to a reaction occurring on almost
every collision. Conversely radiative association reactions are inefficient since the
X-Y system needs to lose excess energy while they are in contact, otherwise the
system would be forced apart. While the atoms are separated they posses kinetic
energy, when they approach each other this kinetic energy increases due to a mutual
attractive force. As they collide they will start to repel each other, due to their
overlapping charge clouds and unless an energy equivalent to the bond energy of the
system is removed the molecule will fall apart (Duley and Williams, 1984). Neutral—-
neutral reactions were also thought to be ineflicient at low temperatures; however
radical-radical (e.g. CN + O3) and radical-unsaturated molecule (e.g. CN + C;H3)

reactions have recently been studied in the laboratory and found to be efficient.

1.4.1 Chemical Networks

A brief discussion of the main reaction networks of H, C, O, N and S is given below.

1.4.1.1 Hydrogen Chemical Network

In the gas—phase, H; can be ionized and the products are used to drive the chemistry
in the cloud, thereby producing more complex molecules. H; is ionized by cosmic—
rays to form a HI ion which rapidly reacts with another H, to form Hg‘, in the

following sequence,
Hy +cr. — Hyt +e” (1.3)

Hyt 4+ Hy — HI + H. (1.4)
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H; then participates in more complex chemical networks involving proton transfer
(HY has a small proton affinity, therefore it can easily transfer protons to most
atoms and molecules in the interstellar medium), molecular hydrogen abstraction
and dissociative recombination with electrons. This is seen in the reaction sequence
1.5-1.9.

Proton transfer initiates the formation of other species,
O+ H} — OH' + H; (1.5)

followed by H Abstraction:

OH++H2 — H20++H (16)

H20+ +H, — H30+ +H (1.7)

and Dissociative Recombination:

H30% + electron — H,O+H (1.8)

—» OH+H, (1.9)

Molecular hydrogen can also be destroyed by photodissociation through a line
excitation process. Although Hj is self-shielding, therefore while the molecules in the
outer regions of the cloud are destroyed via direct photodissociation, the molecules

in the inner region become shielded from the UV and remain unaffected.

1.4.1.2 Carbon Chemical Network

The ionization potential of atomic carbon is less than 13.6 eV, therefore carbon
exists mainly as C* in diffuse clouds. However, in dark clouds, shielding of atomic
carbon from the background radiation means that it is present mainly in the form

of C and CO.
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Figure 1.1: Schematic diagram of the main reactions in the carbon chemical network in

diffuse and dark clouds. Figure taken from van Dishoeck (1998).

In diffuse clouds the carbon chemistry is initiated by the reaction,
C* +H; — CHY +hv (1.10)

Although this reaction proceeds slowly, once formed the CHJ ion rapidly reacts

with H, molecules to form CHI. The CHI ion reacts with electrons to form CH

and CH,.

In dark clouds carbon chemistry is initiated when C reacts with HI forming

CH*,
+ + Ha ~ppr Ha s
C+Hf — cHY =3 CHf =3 CH{ (1.11)

In these regions CH} reacts with species such as O, CO and HCN to form
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Figure 1.2: Schematic diagram of the chemistry of OH and H2O in dense clouds. Figure

taken from Sternberg et al. (1987).

CO, CH2CO and CH3CN respectively. The carbon chemical network is depicted in
Fig. 1.1.
1.4.1.3 Oxygen Chemistry Network

Unlike carbon, oxygen is mainly neutral, even in diffuse clouds. The oxygen chemical
network is therefore initiated with reactions with H (given in equation 1.5). If the
gas temperature is sufficiently high (T > 100 K), atomic oxygen may react with H,

to form OH* via the following sequence,
O+Ht — Ot +H (1.12)
Ot +H; — OHt +H (1.13)

The OH* ion rapidly produces OH and H,O, via the reaction sequence depicted in

Fig. 1.2.
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Oxygen bearing molecules are mainly destroyed by photodissociation or reactions

with Ct; OH may form COT, which can lead to HCO* and CO being formed.

1.4.1.4 Nitrogen Chemistry Network

Unlike C and O chemistries, the nitrogen chemical network at low temperatures is
not initiated by reactions with H} ions because the reaction is endothermic. Instead,
the nitrogen network is initiated by neutral-neutral reactions with OH and CH to

form NO and CN respectively.
N+ OH —NO+H (1.14)
N+CH-—CN+H (1.15)

The nitrogen chemistry may also be initiated with a nitrogen ion reacting with
molecular hydrogen, which when followed by further hydrogen abstraction and dis-

sociative recombination reactions can produce molecules such as NH, NH; and NH3.

Nt 4+ H, — NH* + H (1.16)
NH* + H, — NH} + H (1.17)
NHf +e~ — NH+H (1.18)

However, reactions of nitrogen with Hi ions (which have an energy barrier of
only 100 K) can occur to some extent, either thermally or via the internal rotational

energy of Hs.

1.4.1.5 Sulphur Chemistry Network

The sulphur chemistry network is similar to that of nitrogen, whereby the chemistry
network is not initiated by sulphur atoms reacting with a H; ion. Although this
reaction is exothermic, the subsequent reaction of St with Hy (similar to the nitrogen

sequence given in equations 1.16-1.17) is endothermic. Sulphur bearing molecules
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Figure 1.3: Schematic diagram of the important reactions connecting the carbon, oxygen,

nitrogen and sulphur chemical networks. Figure taken from van Dishoeck (1998).

are, instead, formed from reactions of atomic and ionic sulphur with oxygen and

carbon bearing species to form molecules such as CS and SO (examples are given

below).
S+CH—CS+H (1.19)
S+OH —SO+H (1.20)

The carbon, oxygen, nitrogen and sulphur chemistry networks are also intercon-
nected. The important connection reactions between C, O, N, and S are depicted

in Fig. 1.3.
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1.4.2 Initial Conditions

In all the models studied, an initial set of elemental fractional abundances of all
atoms is inputted into the model. The initial fractional abundance of each species
depends on the physical conditions being studied. For dark clouds, depletion of
atoms onto dust grains is taken in account when assuming the elemental fractional
abundances. Both sets of conditions are given in Table 1.2. However, Table 1.2 gives
representative values for each situation, and the abundances can be set to represent
any circumstance.

For instance, in Chapter 4 a warm high pressure interface in a diffuse cloud is
being studied with varying intensities of the radiation field, therefore all the carbon
is assumed to be initially in the form of C* rather than neutral C. Carbon could also
be assumed to be partially ionized and partially neutral, or even in the form of CO.
In some calculations a more complex set of initial conditions are assumed, where the
cloud is taken to be initially molecular, this is known as an initially molecular-rich

“soup” (described in more detail in § 3.2).

1.5 Physical Models

The chemical modelling of interstellar clouds, circumstellar regions and interface
layers is accomplished using a set of integrated astrochemical codes. The main code
calculates the time-dependent fractional abundances of different species, assuming
a semi-infinite parcel of gas with a plane parallel approximation. A program called
Deload (written originally by Dr. Lida Nejad) writes the ordinary differential equa-
tions (ODEs) for all the species and corresponding reactions in the chemical ratefile.
The ordinary differential equations are inputted into the main program and using
the integrator (GEAR), the time-dependent abundances are calculated.

The physical model uses a chemical network containing 337 species (238 gas—

phase) incorporated into a reaction network of 4192 reactions (3865 gas—phase).
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Table 1.2: Initial elemental fractional abundances of H, He, C, N, O, S, Mg, Na and Si,

appropriate for dark and diffuse clouds.

Species Dark Cloud Diffuse Cloud

Fractional Abundances Fractional Abundances

H 0.0t 0.4
He 7.0(—02) 7.1(-02)
C 1.0(—04) 3.0(—04)
N 2.0(—05) 2.0(—05)
0 2.0(—04) 6.0(—04)
S 2.0(—08) 3.0(—06)
Mg 3.0(—09) 2.5(—05)
Na 2.0(—07) 1.0(—06)
Si 7.0(—09) 1.0(-06)

Notation a(b) = a x 10P. t The initial abundance of H is set to zero because all

the hydrogen is assumed to be initially molecular.

The ratefile contains species using nine elements, H, He, C, N, O, Na, Mg, Si and
S. The original network was taken from the UMIST database (Millar, Farquhar and
Willacy, 1997), although it originally only contained gas—phase species, the freeze-
out species were added later by Ruffle (1998) (see § 1.5.1).

The ratefile contains reactions of the type:

eNeutral — Neutral: X+YZ - XY+ Z

elon — Neutral Xt + YZ — XYt + Z

eCharge — Exchange Xt + YZ —» X + YZ*

elon — lon Neutralization X~ 4+ Y* — Z

eDissociative Recombination XYt +e” 5 X+Y

eRadiative Recombination Xt +e = X+ hr
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eAssociative Detachments XT4+Y 3 XY +e”
eRadiative Associations X+Y = XY+ hry
ePhotoprocesses eg XY+ hv -X+Y
XY +hy = XYt + e
X+ hv = Xt + e
oCosmic — ray lonizations X + cosmic-ray proton — Xt 4 e~

o¢Cosmic — ray Induced Photoreactions XY + cosmic-ray photon - X + Y

For each reaction, the rate coefficient, k, can be calculated using one of the

following equations (1.21-1.24).

k=a (%)ﬁ exp (‘%) (em®s~1), (1.21)

for two—-body reactions, where T is the gas kinetic temperature and «, # and + are

terms given in the ratefile,
k=a (71, (1.22)

for direct cosmic-ray ionization, where & = 1.3 x 10717 s™! is the standard inter-

stellar cosmic-ray ionization rate,
k = aexp(—y Av) (s71), (1.23)

for interstellar photoreactions where o represents the rate in the unshielded inter-
stellar UV radiation field, and 7 is the parameter used to take into account the

extinction of the UV radiation by dust particles, and

k= (1—0_7:)_ S_l7 (124)

for cosmic-ray induced photoreactions, where w is the grain albedo in the far UV,
typically 0.6 at 150 nm, and + is the probability per cosmic-ray ionization that the

appropriate photoreaction occurs.
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Table 1.3: Parameters required for the single—point code.

Initial density nH,

Final density nH,

Temperature T
Initial elemental see Table 1.2

fractional abundance
Visual magnitude Ay
lonization rate ¢t

Radiation field in units of Gf,

Freeze—out rate D
Grain radius r
Collapse parameter B

f: 1 ¢ = 1.3 x 1075~ which is equivalent to the standard interstellar cosmic—ray

ionization rate. {: 1 Go = background interstellar radiation field.

In addition to the chemical ratefile and the corresponding species file, the main
code also requires a number of parameters to complete the calculation. These pa-

rameters are given in Table 1.3.

1.5.1 Freeze—out Reactions

Freeze—out reactions and simple grain surface hydrogenation reactions were added
to the original UMIST ratefile by Ruffle (1998). The freeze—out rate onto dust grains

for species X, I'y is given by equation 1.25 (Rawlings et al., 1992).

a.m.. 1K 1cm™

Ix = 1.1 x 10—”5-1DA( X )1/2( T )1/2( H 3), (1.25)

where D is a parameter which describes the variation in sticking efficiency and the
grain size distribution, A is given either by equation 1.26 or 1.27, mx is the mass of

one particle of species X and T is the temperature.
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A=1 (for neutral species) (1.26)

A=1+ (}g) (for positive ions) (1.27)

The variation in the A parameter is due to the fact that grains are assumed to
be negatively charged. This is because electrons, being lighter than positive ions,
move faster and hence will collide more readily with grains. The radius of the grain
is assumed to be 0.1 um and the sticking efficiency assumed in the models ranges

from 0.1-1.0.

1.5.2 Static vs. Collapse Models

The main code can be used to calculate the time-dependent fractional abundances of
species in an interstellar cloud, which can either be in a static state (pseudo time-
dependent) or undergoing collapse (time-dependent). If the cloud is in a static
state, then its density is assumed to be constant. Under these conditions, the visual
extinction of the cloud, Ay, is also assumed to be constant (typically these values
might be Ay ~ 0 for a diffuse cloud, 3 for a translucent cloud and 10 for a dark
cloud).

If the interstellar cloud is, on the other hand, in a state of collapse, the desired
initial and final cloud densities (ny, and ny, respectively) are preset and the interim

density values increase according to equation 1.28, given by Rawlings et al. (1992).

4\ 1/3 1/3 1/2
dﬂ = B (BH_) {2471' Gmyny [(—ni> - 1] } ) (1'28)
dt nH, TH,

where B is the collapse parameter (B = 1 represents a free—fall collapse and B < 1
if magnetic effects and rotational support are assumed to be present), G is the
gravitational constant, ¢ is time (where ¢ = 0 is time from the onset of collapse) and
my = 1 atomic mass units (a.m.u.).

There will also be a corresponding increase in Ay with density, and hence time

for a collapse model. The change in Ay is given by equation 1.29 (Ruffle, 1998).
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Table 1.4: Additional parameters required in the multi-point code.

Number and position of depth points
Density variation with depth point
Temperature variation with depth point

Length of column of gas

- 2/3
Ay =05+25 ( ) (1.29)
NH,

1.5.3 Single—point vs. Multi—point Calculations

There are two versions of the main code. The first, as described above, is a single—
point code calculating the time—dependent fractional abundances of each species.
The second code uses an identical chemical ratefile but is a multi-point code. This
version is used when considering more complicated astronomical scenarios, such
as that discussed in Chapter 6. This multi-point code is more specifically a two—
dimensional code, which calculates the time-dependent fractional abundance of each
species at different depth points in a column of gas.

The parameter set required for the the multi-point code includes the same as
that for the single-point code (as given in Table 1.3) plus the addition of a few

others. These are given in Table 1.4.

1.6 Grain Chemical Network

It has been found that a significant fraction of molecular material is present on
grain surfaces (van Dishoeck and Blake, 1998), the study of which could provide
information on the temperature and levels of irradiation in the region. There are
two main processes by which surface molecules are formed. Firstly molecules can

form in the gas—phase via reactions described in § 1.4 and subsequently accrete
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onto grain surfaces, or they can be formed on grain surfaces themselves via surface
reactions. It should be noted that this process will also produce surface molecules
which are subsequently desorbed into the gas—phase, either by thermal desorption,
non—thermal desorption, or photo—desorption.

Starting initially with the large chemical gas—phase reaction network of Herbst
and Leung (1989, 1990), Hasegawa, Herbst and Leung (1992) added a significant
number of grain surface reactions involving complex molecules (up to 10 heavy
atoms). Their chemical reaction network assumes dust grains with a radius of
1000 A, a density of 3 gem™2 and 10° surface sites for adsorption. The code also
assumes the dust and gas temperature to be equal. The sticking probability of all
neutral molecules and atoms striking the grain is assumed to be 1, whereas molec-
ular and atomic ions are not assumed to stick to the grain surfaces. The accretion

rate of neutral species is given by equation 1.30 (Hasegawa et al., 1992),
Racc(?) = 0q4 < v(3) > n(i)ng (1.30)

where n(z) is the concentration of species i, nq is the density of dust grains, < v(z) >
is its thermal velocity and oq is the geometrical dust cross-section.

Once the gaseous species have been adsorbed onto the grain surface, they ‘hop’
across the surface, reacting with other species at one of the different surface sites.

The timescale of this thermal hopping is given by,
thop = v~ texp (EnkTy) (1.31)

where v is the characteristic vibration frequency for the adsorbed species, Ty is the
dust temperature and FE}, is the potential energy barrier between adjacent surface
potential energy wells (i.e. the different surface sites) (Hasegawa et al., 1992). Al-
though it is found that the F}, values for most large species is prohibitively large,

therefore the majority of surface reactions involve light, atomic and diatomic species.
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With their relatively small Ej, values, these species can migrate across the grain sur-
face at relatively fast rates.

The time-dependent gas—grain chemistry is calculated by solving coupled (accre-
tion and thermal evaporation) differential equations. The rate equations for species

¢ in the gas phase and on grain surfaces are given by,

d"(’ ~ ZZK,J ) — n( kan (1.32)

_Racc(i) + tevap(l) lns (2)7

dns ZZk”ns ) — ns(e Zktans (1.33)

+Racc(i) - tevap(z) lns(z)w

where n(¢) and n,(7) are the concentrations of gas—phase and surface species ¢ re-
spectively, and K and k signify the rates coeflicients for the gas—phase and surface
reactions respectively.

The gas—grain chemical network of Hasegawa et al. (1992) consisted of 156 sur-
face reactions, involving 118 surface species which have been added to the reaction
network of Herbst and Leung (1989), which contained 2575 gas—phase reactions with
274 gas—phase species. These models assume rate coefficients where surface reac-
tions are occurring at a relatively fast rate compared to the gas—phase counter—parts.
Once a species is adsorbed onto the surface, it moves quickly across the surface and
reacts with another species shortly afterwards. Approximate half of the reactions
are hydrogenation reactions. More complex molecules, such as hydrocarbons and
cyanopolyynes, can be formed with the addition of atomic carbon and nitrogen.
There is no activation energy if a hydrocarbon, which is a radical, reacts with a hy-
drogen atom, whereas a small activation energy exists if the hydrocarbon contains

an even number of hydrogen atoms.
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Desorption
Evaporation

Accretion
Migration

= Mantle phase (immobile, non-reactive, no desorption)

@

Surface phase (mobile, reactive, accretion, desorption)

T
>
Il

Gas phase (reactive, accretion, desorption)

Gram Core

Figure 1.4; Diagram of the three-phase model

The gas-grain chemical network described was modified by Hasegawa and Herbst
(1993n). Firstly, the model was further improved with the addition of gas-phase
and surface chemistry reactions. The sulphur chemical network of Millar and Herbst
(1990) was included into the original gas-phase network. The surface reaction net-
work also contained a number of significant additions. These include (i) hydro-
genation of hydrocarbons by H2 reactions, (ii) hydrogenation of other species by
I12 reactions, (iii) reactions involving light radicals, and (iv) reactions from shock
chemistry. In all, the modified network now contains 2671 gas-phase reactions, 254
surface reactions and a number of new species. Another significant modification to
the model was the addition of a non-thermal desorption term, which was accom-
plished by the inclusion of cosmic-ray heating of the entire grain.

Further modifications to the the gas-grain model were made by Hasegawa and
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Herbst (1993b). In the original scenario, a two-phase model was assumed, consist-
ing of the gas and the surface of the grain (a refractory core of the grain is also
assumed to exist). All the molecules lie on the grain surface and are available for
chemical processing via reactions in the chemical network. However, this two—phase
assumption is not realistic, in reality the grain surface is thought to build up to
approximately 100 monolayers. The new grain model consists of a refractory core,
mantles and the surface layer. The mantle lies below the surface layer and therefore
is assumed to be chemically inert. This inert mantle region could now allow a build
up of species to occur, which would otherwise be destroyed on the grain surface.

In the modified regime, a three-phase model is assumed, consisting of the gas—
phase, grain surface and inert mantle region (depicted in Fig. 1.4). A chemical
distinction between the grain surface and mantle is made. The mantle species are
now totally unreactive. The rate equations 1.33 and 1.34 were modified to take
into account the fraction of material now lying in the inert mantle. The modified

differential rate equations are now given by,

d Z ZKIJ —n( ZKM (1.34)

kaCC(Z)"(i) [kevap(2) + kcrd( ) ns (1),

dns Z Z kl) ns - ns Z km ns (1-35)

+kaCC(’)n(i) — [kevap(7) + [kcrd( ) ]ns(4),

where n(¢) and ns(7) are the concentrations of gas—phase and surface species ¢ respec-
tively. A capital K signifies the rates coefficients for the gas—phase and & represents
that for the surface reaction rate. Subscript evap and crd represent the thermal

evaporation and the cosmic-ray induced desorption terms respectively.
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Additional alterations to the model were made after data from Katz et al. (1999)
were released. Katz et al. (1999) made a study of the the activation energy barrier
against diffusion, F} for H and the desorption rates, Ep of H and H; for different
grain surfaces (olivine and amorphous carbon). They found that the energy barriers
were higher than previously assumed in the original models. The diffusion rates
of species are dependent on Fp and the desorption rates of species are dependent
on the desorption rate Ep, and with the new higher barriers, hydrogen atoms are
now thought to diffuse across grain surfaces at a slower rate. They also found that
the formation of molecular hydrogen does not occur via the quantum tunneling of
a hydrogen atom through the energy barrier to the activation site of the second
hydrogen. Instead they proposed that Hj is formed when hydrogen atoms thermally
hop over the thermal heightened energy barriers. The coupling of the need for
thermal hopping and the lower diffusion rates leads to an overall decline in hydrogen
surface mobility and the slowing down of grain surface chemistry. It should also be
noted that the desorption energy for Hy on olivine is lower than originally assumed.

The new data was incorporated into the three—-phase model by Ruffle and Herbst
(2000), who altered the diffusion rate of hydrogen to the new, lower values. They
produced two new models, the first (labelled M1) with the high energy barriers of
hydrogen diffusion taken from Katz et al. (1999) for an olivine surface. The second
model (labelled M2) contains the the modified hydrogen diffusion rate values and
also assumes an increase in energy barriers for other reactive species. The original
and modified F}, and Ep values for all modified species are given in Table 1.5.

The final modification to the gas—grain model to date, was made by Ruffle and
Herbst (2001a). This further modification of the gas—grain model came about be-
cause the models M1 and M2 described above, failed to reproduce the observed
high abundance of surface CO; towards Elias 16 (Gerakines et al., 1999). This dis-

crepancy in CO, abundance has been explained by the photodissociation of surface
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Table 1.5: Original and modified activation energy barriers and desorption energy (K) for

all modified species.

Ep(i) Value Ep(i) Value

Species  Original M1 and M2 Original M1 M2

H 350 373 100 200 287
H, 450 315 135 135 243
He 100 100 30 30 77

C 800 800 240 240 616

800 800 240 240 616
800 800 240 240 616

S 1100 1100 330 330 847
CH 654 654 196 196 504
NH 604 604 181 181 465

OH 1260 1260 378 378 970

species which are used in the formation of CO,.

The gas—grain chemical network was therefore expanded to account for photo-
chemistry. Two sources of photons were included in the model, the background
interstellar radiation field and the cosmic-ray induced UV field. The cosmic-ray
induced UV field is expected to penetrate deep into the interiors of dense cores,
whereas the background interstellar radiation field is not expected to be effective at
visual magnitudes greater than ~ 7.

The new photochemistry includes photodissociation reactions only, photo— des-
orption is not modelled. Photoionization is also included but the resultant ion and
electrons instantly recombine to form secondary products (the chemistry of which is
taken from the gas—phase chemical network). The increase gas—grain chemical net-
work now contains 4218 gas—phase reactions involving 455 species and 1202 surface

reactions, involving 196 surface species.
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1.7 Aims and Objectives

The aim of this thesis is to identify ‘tracers’ for the theoretical astrophysical in-
terface layers studied, and to try to explain observational data presently available.
These tracers can give detailed information concerning the physical conditions in
the environment, and may also help to determine its evolutionary status. Interface
layers are especially interesting because they can provide information on a number of
different processes and conditions occurring within the interface. This could include
the extent of the mixing between the two regions. It may be found that extensive
mixing in interface layers is ubiquitous in the interstellar medium and that we should
not necessarily consider the different interstellar regions and clouds as separate and
distinct entities when constructing theoretical models.

Chapter 2 gives a description of the formation of water ice, in relatively quiescent
regions. We study the efficiency of water ice formation under a variety of physical
conditions. In Chapter 3 we look at the effects of the mixing of hot ionized gas
into the edge of a cold neutral molecular cloud. Chapter 4 concentrates on the
turbulent boundary layers of a diffuse cloud, and we consider the effects of the high
temperatures and pressures which may be present. In Chapter 5, we simulate x-ray
ionization in dark clouds and include the formation of Ct* to study the effects on
the abundance of CH*. Finally in Chapter 6 we consider how, if present, a photon
dominated region above a disk could enhance the column densities of molecular
species and thereby providing a large number of tracers from which we could observe.

Conclusions, and future work to be accomplished are discussed in Chapter 7.



CHAPTER 2

The Water Ice Distribution in Taurus

Observations show that water ice begins to be deposited on grain surfaces at a
certain critical depth within molecular clouds, and that its column density beyond
that depth rises nearly linearly with visual extinction into the cloud. Our aim is
to interpret this behaviour in this transition inter face where ice is deposited using
the gas—grain chemical model described in §1.6, and to determine what constraints
such an interpretation places on the physical model of such regions. We find that for
higher values of extinction, our models predict that much of the elemental abundance
of available oxygen is in the form of ice for evolutionary times greater than about
10° yrs., and this leads to the observed near-linear relationship between ice column
density and Ay. For lower extinction, our models show that if any significant amount
of ice is still present, its existence can be attributed to great cloud age, to our poor
understanding of dust grain surfaces, or to cloud clumpiness. The first and third

explanations pertain only if photo—desorption of ice is inefficient.

37
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2.1 Introduction

Water ice is the major constituent of grain mantles in dense, cold interstellar clouds
(Whittet et al., 1988). It was proposed by Jones and Williams (1984) that ice is
synthesised on the surfaces of interstellar grains via the hydrogenation of surface
oxygen atoms when hydrogen atoms land on the grain and rapidly diffuse. The
detection of water ice via the use of field stars as sources of infra-red radiation, as
opposed to internal protostellar sources, has been especially interesting because the
cool foreground dust is not contaminated by warm regions surrounding protostellar
material. Given the heterogeneity of molecular cloud complexes, a major focus of ice
observations has been the determination of the relationship between the ice column
density and the visual extinction along various lines of sight through a cloud complex.
The two regions studied most closely have been the Taurus and Ophiuchus dark
clouds. The former is a rather quiescent region of low mass star formation while the
latter is more active because of the presence of nearby hot young stars that enhance
the local UV field. Only the Taurus cloud has been studied using background field
stars.

Starting with the observations of Harris, Woolf and Rieke (1978) on the p Ophi-
uchus dark cloud and Whittet et al. (1983) on the Taurus cloud, a number of obser-
vations have indicated a threshold, or critical visual extinction, Ay, for detection
of water ice of ~ 3 in Taurus (e.g. Whittet et al., 1988; Smith et al., 1993; Chiar
et al., 1995) and ~ 12 in Ophiuchus (Tanaka et al., 1990). The most recent paper
on Taurus supporting this point of view is that of Whittet et al. (2001), who derived
a critical visual extinction of 3.2 + 0.1. A similar critical extinction has been mea-
sured towards the dark cloud R Coronae Australis (Whittet et al., 1996). Two recent
studies (Murakawa, Tamura and Nagata, 2000; Teixeira and Emerson, 1999) show,
however, less evidence for individual distinct thresholds in Taurus and p Ophiuchus.

In Taurus, which appears to be the better studied of the two sources, the data of
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Murakawa et al. (2000), which are solely concerned with field stars as the sources
of radiation, show a large scatter in data points at Ay < 3, with some lines of sight
showing detectable ice features. Although these authors suggest that their data can
be interpreted in terms of a variable critical threshold of 2-5 for ice detection, it
is perhaps simpler to conclude from their data that there is no real threshold at
all. Indeed, the data set of Murakawa et al. (2000) appears to indicate detectable
amounts of water ice at extinctions down to less than unity, but given the significant
uncertainty in their relevant data points (see their Fig. 2), as well as difficulties in
determining extinctions, it is unclear whether they have indeed detected ice at very
low extinction.

What all studies seem to agree upon is that above a certain extinction, there is
a clear linear dependence between the ice column density and Ay, at least through
an extinction of ~ 14. At higher visual extinctions, there may be a discontinuity in
the ice vs. Ay curve if one includes water ice observed towards young stellar objects
(YSO’s), as was done by Teixeira and Emerson (1999).

The existence of a critical extinction for the detection of water ice has been
interpreted in terms of photo—desorption via external or internal ultra—violet and
infra-red photons (Adamson et al., 1988; Smith et al., 1993; Williams et al., 1992) in
an inhomogeneous medium. This interpretation has been maintained by Murakawa
et al. (2000) despite their failure to find a single threshold extinction for ice in
Taurus. The lack of a single critical Ay has been explained in terms of clumpiness
(Murakawa et al., 2000).

Although the destruction of ice doubtlessly plays a role in determining the shape
of the ice vs Ay curve, little attention has been paid to the formation efficiency of
water ice under differing physical conditions. The need to consider both formation
and destruction suggests that a detailed study of the chemistry of water ice be

undertaken under conditions ranging from low density and low visual extinction to
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high density and high visual extinction. It is conceivable that when ice formation is
taken into account, calculated abundances may show that the ice column density—
Ay plot is not particularly sensitive to the clumpiness of clouds along the lines of
sight.

In this chapter, we report the use of chemical models to investigate water ice
abundances over a wide range of physical conditions relevant to the interstellar
medium. Our models used, incorporate both gas—phase and diffusive grain surface
chemistry. The results we obtain are used to produce theoretical plots of ice column
density vs. Ay which are then compared with observations for the well studied
Taurus dark cloud. In § 2.2 we describe the models used, in § 2.3 we present the

results and finally in § 2.4 we discuss the significance of our findings.

2.2 Model Calculations

The models used contain the gas-grain chemical networks of Ruffle and Herbst
(2000, 2001a), in which gas—phase and grain surface chemistries are linked through
accretion and desorption processes. The networks are based on a diffusive surface
chemistry occurring on an olivine-like material. Developed in response to simula-
tions of new experimental data on the surface mobility of hydrogen atoms (Katz
et al., 1999), the networks incorporate slower rates of diffusion of species across
grain surfaces than assumed previously (e.g. Hasegawa, Herbst and Leung, 1992;
Willacy and Millar, 1998). A variety of models have been developed from the chem-
ical networks (refer to § 1.6 for a more detailed physical description of the models).
Ruffle and Herbst (2000) make a detailed discussion of two distinct models — M1
and M2; these differ in the adopted surface diffusion rates. In M1, atomic H is the
only species with reduced mobility relative to that used in previous models, and
the diffusion of H is not fully slowed to the extent measured by Katz et al. (1999).

In M2, the atomic hydrogen diffusion rate is indeed slowed to the measured value,



2.2, Model Calculations 41

while the diffusion rates of all other species are slowed proportionally. In both mod-
els, desorption of surface species occurs via thermal evaporation (which returns only
the most weakly bound species to the gas—phase at low grain temperatures) and
via heating caused by the passage of cosmic-rays through grains (Léger, Jura and
Omont, 1985; Hasegawa and Herbst, 1993a). For dense quiescent sources, the extent
of surface chemistry that occurs in M1 is greater than in M2, where only surface
reactions involving atomic H are of any importance.

Ruffle and Herbst (2001a) went on to extend models M1 and M2 to incorporate
surface photochemistry and were renamed P1 and P2, respectively. Terms were
included for both the external background radiation field and the cosmic-ray induced
field. The surface photochemistry takes the form of photodissociation, with products
remaining on the surface. Differences with the calculated gas—phase and surface
abundances of the earlier M1 and M2 models occur only at very long times for dense
quiescent sources in molecular clouds.

In this work, we introduce new models which incorporate photo—desorption fol-
lowing the photodissociation of water ice. The cross sections for photodissociation
are such that its efficiency per sufficiently energetic photon is approximately 0.01
per monolayer if the monolayer is pure ice. Although photo—desorption via visible
photons appears to be very inefficient (Bourdon, Prince and Duley, 1982), there is
some evidence for photo—desorption following photodissociation of water ice with UV
photons. In particular, Westley et al. (1995) found that pure cold ice can undergo
photo—desorption at the Lyman a wavelength (122 nm) at efficiencies up to 0.01.
Although the efficiency apparently refers to the total of all monolayers of ice up to
the penetration depth of 450 A, Westley et al. (1995) assume that most desorption
takes place in the outer monolayer. In addition, this efficiency is reached only after
the ice is bombarded by a large number of photons. If, as suggested by the authors,

the process involves intermediate formation of surface OH radicals via photodisso-
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ciation of water followed by photo—desorption of the radicals or their reaction with
excited water molecules, then it is likely to be even less efficient in the interstellar
medium, where H atoms from the gas can recombine with surface OH radicals prior
to their desorption.

The models with limited photo—desorption were discussed in Ruffle and Herbst
(2001a), for the case where all hydrogen atoms produced via surface photochemistry
are ejected into the gas—phase. The results of these models for cold quiescent sources
were found to be identical to those in which the atomic H is retained on the surface
because H atoms are sufficiently abundant in dense cores that enough atomic H
arrives on to the surface to replace atoms ejected. In this chapter, the effect of
allowing both H atoms and OH radicals produced via photodissociation of surface
water molecules to desorb are investigated. We assume two cases with different
ejection efliciencies of H and OH, following photodissociation. The first case assumes
a 100 % efficiency in OH desorption following photodissociation, which implies an
overall efficiency per energetic photon per monolayer of 0.01. Since the process
is allowed to occur for up to 100 monolayers of ice, this efficiency is far higher
than the maximum efficiency determined by Westley et al. (1995) with Lyman «
photons except when only one monolayer of ice is present. The second case assumes
only a 30 % efficiency in OH desorption. The versions of the models P1 and P2
that incorporate this photo—desorption mechanism are labelled Z1 and Z2, and the
corresponding P2 model with a OH desorption efficiency of 30 % is labelled Z3. In
Table 2.1 the five models used in this paper, P1, P2, Z1, Z2 and Z3, are compared.

In the models, grains with radii of 0.1 u and 108 binding sites are assumed. A
standard value of the sticking coefficient of 0.5 is assumed. The standard value for
the cosmic-ray ionization rate, ¢, of 1.3 x 10717 s7! is used. Asin Ruffle and Herbst
(2000, 2001a), we use the “low metal” values for the initial elemental abundances,

following Lee, Bettens and Herbst (1996), which can be found in Table 2.2. These
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Table 2.1: Comparison of models with olivine-like grain surfaces.

Model H Diffusion Diffusion of Other Species’ OH Photo-desorption

P1 slow unaltered no
P2 very slow very slow no
Z1 slow unaltered yes
72 very slow very slow yes
73 very slow very slow yes (30% efficiency)

1: all species other than H and H,.

abundances pertain to the sum of the gas—phase and grain—mantle compositions; all
the material not incorporated in refractory grains is initially in the gas.

The kinetic equations used for surface diffusion are taken from the modified rate
equation approach of Caselli, Hasegawa and Herbst (1998); Shalabiea, Caselli and
Herbst (1998); Stantcheva, Caselli and Herbst (2001) although the need for modifica-
tions is greatly reduced due to the low diffusion rates employed (equations 1.34-1.35).
Recent work (Green et al., 2001) on a full master equation technique for a small sys-
tem demonstrates that a modified rate equation approach is reasonably accurate for
the chosen model conditions.

We have examined the behaviour of water ice over varying physical conditions,
including a wide range of realistic interstellar environments from warm, tenuous
diffuse clouds, through cooler translucent clumps, and on to dense, cold, dark cores.
The assorted densities, ny, temperatures, 7', and extinctions Ay used are given
in Table 2.3. The assumed temperatures apply to both the gas and the grains.
The initial form of hydrogen is assumed to be either purely atomic or molecular,
depending on the density. It should be noted that the use of molecular rather than
atomic hydrogen at low Ay does not significantly affect our results. The chosen sets

of conditions will be referred to hereafter by the value of Ay.
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Table 2.2: Initial elemental fractional abundances.

Element(Initial Form)

Fractional Abundance

H
He
N
0]
Ct
S+
Sit
Fet
Nat
Mgt
P+

Clrt

1.00
1.4(—1)
2.14(-5)
1.76(—4)
7.3(=5)
8.0(—8)
8.0(—9)
3.0(-9)
2.0(~9)
7.0(-9)
3.0(-9)

4.0(~9)

The notation a(b) implies a x 10P.

Table 2.3: Comparison of selected model conditions.

Ay ng(cm) T (K) L (cm) Initial Form
Of Hydrogen

05 1.0(02) 25 8.0(18)  Atomic

1 5.0002) 20 3.2(18) Atomic

3 1.003) 15 4.8(18)  Atomic

5 5.0(03) 10 1.6(18) Atomic

10 2.0(04) 10  8.0(17)  Molecular

15 5.0(04) 10  4.8(17)  Molecular

20 1.0(05) 10 3.2(17)  Molecular

The notation a(b) implies a x 10P°.
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To simulate the observed ice column density vs Ay curve, the assumption has
been made that the ice abundance along any given line of sight is determined by
one major component from those in Table 2.3 with a given length L, also listed in

the table, and determined from the simple relation (van Dishoeck 1998),

A

L(cm) = 1.6 x 10%! x <—V) : (2.1)
ny

based originally on diffuse cloud data (Bohlin, Savage and Drake, 1978) but consis-

tent with other sources. All lesser contributions to the ice column density along the

line of sight have been ignored. The column density of water ice, N(H2O ice), is

calculated from the relation
N(H20 ice) = £(H20 ice) X ng x L, (2.2)

where z denotes the fractional abundance of solid water determined in our model

calculations. Substituting L from equation 2.1 yields
N (H20 ice) = z(H0 ice) x 1.6 x 10! x Ay . (2.3)

Thus, if z is constant, a plot of the column density of ice vs the visual extinction
should be a straight line with slope z x 1.6 x 102!,

In addition to studying the dependence of the water ice abundance on Ay we
also consider the dependence of condensed phase CO on Ay since this has been
studied observationally for the Taurus dark cloud, although to nowhere near the

extent of the water ice studies.



2.3. Results 46

2.3 Results

2.3.1 Water Ice vs. Extinction

The calculated column density of water ice vs Ay over the range 0.5 < Ay < 20
at assorted times is plotted for models P1 and Z1 in Fig. 2.1, for models P2 and Z2
in Fig. 2.2 and for model Z3 in Fig. 2.3. For P1 and P2, values are shown for 10°
yrs. (---), 10® yrs. (- - -) and 107 yrs. (- --- -), whereas for Z1 and Z2, results are
given at only 10° yrs. (- -) and 107 yrs. (— —) since the results at 10° yrs. do
not differ from those of P1 and P2. For the Z3 plot, results are given for all three
times with 10° yrs. depicted as (---) and 108 and 107 yrs. linestyles are the same
as Z1 and Z2. In addition to the calculated results, the observational results for the
Taurus dark cloud of Murakawa et al. (2000, denoted by diamonds), Whittet et al.
(2001, denoted by stars), and of Teixeira and Emerson (1999, denoted by squares)
are included in the figures. Uncertainties for selected data points of Murakawa et al.
(2000) are also shown. Data at higher visual extinction are not included. Finally,
the solid line in each figure represents the column density obtained if water ice is
assumed to have a constant fractional abundance of 1.8 x 10~% cm~3, the maximum
allowable given the abundance of oxygen used, at all values of Ay.

Postponing a detailed discussion of the results at low Ay (0.5 < Ay < 6)
until later, we see from the figures that the calculated results at higher Ay show
(a) a linear to near-linear relationship between the water column density and Ay
for all models and times used, with a slope similar to the observed data, and (b)
an increasing water abundance with increasing time, especially for models P1 and
P2, in which there is no photo—-desorption. Moreover, the observational data are
reasonably bracketed by the results of all models at 10° yrs., which lie slightly below
almost all of the observational points, and all models at 10 yrs., which lie either
slightly above them (P1 and P2) or above most of them (Z1, Z2 and Z3). These data

are consistent with a constant fractional abundance of water ice equal to ~ 30 —40%
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of the oxygen elemental abundance once Ay exceeds 5. Some data at higher visual
extinction than shown indicate even higher ice abundances (Teixeira and Emerson,
1999). Since the ordinate is linear, all model results at all times lie within a factor
of 2-3 of virtually all the observed ice column densities for Ay> 5.

If there is evidence for clumpiness along the line of sight, it is likely to occur at
low Ay since small high density clumps with large fractional abundances of water
ice will strongly affect the results. In Fig. 2.4, the low Ay results given in Figs. 2.1,
2.2 and 2.3 are expanded. The data of Murakawa et al. (2000) indicate that there
may be lines—of-sight with Ay as low as 0.5 that show a significant column density
(~ 10'7 cm™2) of water ice. At these low Ay, the data of Teixeira and Emerson
(1999) represent upper limits only. A variety of model results are shown in Fig. 2.4.
Since the four models produce similar results at 10° yrs., results for only one model
(P1) are plotted at this time. Values are displayed for P1 at 10° yrs. (---), 108 yrs.
(—) and 107 yrs. (—A—), for P2 at 108 yrs. (- -) and 107 yrs. (— —), for Z1 at
106 yrs. (- - -) and 107 yrs. (- ---), and for Z3 at 10% yrs. (—x—) and 107 yrs.
(—*—). Results for Z2 have not been included in Fig. 2.4 as they are very similar
to those for Z1.

It is useful for the purpose of comparison between theory and observation to
divide the low Ay range into two sub-ranges: 0.5-3 and 3-6. Whether or not water
ice has been detected in the former range is controversial (Whittet et al., 2001), while
the latter range is above the standard extinction threshold. The Ay = 3-6 range is
fit well by the models, which can be considered to represent translucent sources, as
long as the time significantly exceeds 10° yrs., a rather short dynamical time for all
but dense clouds. In this range there is a good correlation between models Z3 at
108~7 yrs. and the observations. Most of the column densities lie between results
for models Z1/72 at 105~7 yrs. and models P1/P2 at 10® yrs. The former models,

which include a mechanism for photo-desorption of water ice, contain results which
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lie somewhat below the data points, while the latter models contain results that are
somewhat above the data. Further fine-tuning of the time for P1/2 or the efficiency
of photo—desorption for model Z3 could improve the agreement even more.

The Ay = 0.5-3 range is represented by diffuse to weakly translucent cloud
models. These clouds are likely to be dynamically old, and so it is reasonable to
consider results at a time in the vicinity of 107 yrs. At this time, there is a strong
difference between our P1 and P2 model results, on the one hand, and our Z1 and Z2
model results on the other hand. The P1 model results lie near or somewhat below
much of the Murakawa et al. (2000) data while the P2 model results lie somewhat
above most of the data. A somewhat reduced time for P2 and a somewhat longer
time for P1 would reproduce the data better. The Z(1-3) models predict very low
abundances, because of the photo—desorption mechanism, which is very important
for low extinction sources. Thus, the Z(1-3) model results are incompatible with
the Murakawa et al. (2000) data but strongly support the existence of a critical
extinction of ~ 3 (see Fig. 2.4).

Towards the low end of the 0.5-3 extinction range, we cannot reproduce the
non-zero Murakawa et al. (2000) data with any of our single-point calculations. We
simply cannot produce significant amounts of water ice for Ay= 0.5, while for Ay=
1, most of our models predict very low abundances of water at times through 107
yrs. The lines of sight with supposedly large ice column densities of almost 107

cm_2

imply fractional ice abundances near 5 x 10~°. This value exceeds that of
our most prolific model (P2) for ice production at Ay= 1 by a factor of 5 or so at a
time of 107 yrs.

If the non-zero ice points at very low extinction are real, it is tempting to con-
clude that small clumps of high density are the cause although there are other

explanations. For example, in models without photo—-desorption, the water ice abun-

dances build up as the clouds age; at a time of 10® yrs, for example, P2 yields a very
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Table 2.4: Column density (cm~2) of H50 ice for model P2 with Ay

sticking coeflicients, S, of 0.5 and 1.

=1, 3, 5 and 10 for

Time (yrs.) Ay =1 Ay =3 Ay =5 Ay = 10
s 0.5 1.0 05 1.0 0.5 1.0 0.5 1.0
1004)  1.5(13) 6.2(13) 7.7(14) 1.5(15) 5.3(15) 1.0(16) 3.7(16) 3.7(16)
3(04)  6.1(13) 2.7(14) 2.4(15) 4.8(15) 1.7(16) 3.3(16) 1.2(17) 1.2(17)
1(05)  1.9(14) 1.1(15) 7.7(15) 1.5(16) 5.1(16) 1.0(17) 3.4(17) 3.4(17)
3(05)  5.4(14) 3.7(15) 2.4(16) 4.8(16) 1.5(17) 2.8(17) 7.8(17) 7.8(17)
1(06)  1.6(15) 1.0(16) 7.2(16) 1.4(17) 3.8(17) 6.4(17) 1.4(18) 1.4(18)
3(06)  5.1(15) 2.7(16) 2.1(17) 3.7(17) 7.8(17) 9.6(17) 1.9(18) 1.9(18)
107)  1.6(16) 6.6(16) 5.3(17) 7.2(17) 1.1(18) 1.2(18) 2.2(18) 2.2(18)
3(07)  4.8(16) 1.3(17) 8.2(17) 8.6(17) 1.3(18) 1.4(18) 2.7(18) 2.7(18)
1(08)  1.3(17) 1.6(17) 8.6(17) 8.6(17) 1.4(18) 1.4(18) 2.7(18) 2.7(18)

The notation a(b) implies a x 10°.

large column density of 1.3 x 10! cm~2 at Ay = 1. The formation of water ice,

though inefficient, is inexorable in models without photo—desorption, as long as Ay

is not less than unity. The age needed for development of a significant amount of ice

can be reduced considerably if we increase the sticking coefficient S for gas—phase

species striking grains from 0.5 to unity. In Table 2.4, calculated column densities

for ice using model P2 are tabulated for times through 10® yrs and Ay=1, 3, 5, 10

for S = 0.5 and 1. In particular, at a time of 107 yrs, the use of S = 1 in model P2

leads to a column density of 6.6 x 1

016 cm

~2 at Ay=1, in good agreement with the

high-ice, low extinction Murakawa et al. (2000) data. Other explanations for the

possibly non—zero ice points at very low extinction are given in §2.4.
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Figure 2.1: Calculated and observed column densities of water ice as a function of 4| over the range 0 < Ay < 20 for Taurus. Results for model Pi are

given at three times: e¢eedenotes 10" yrs., - *- depicts 10® yrs. and - <*m- represents 10' yrs. Results for model Z1 are given at two times:

depicts
10® yrs. whilst denotes 10~ yrs. Diamonds represent the observations of Murakawa et al. (2000), stars represent those of Whittet ez al. (2001) and

squares those of Teixeira and Emerson (1999).
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Figure 2.2: Calculated and observed column densities of water ice as a function of 4y over the range 0 < Ay < 2U for Taurus. Results for model P2 are

given at three times: ee*denotes 10" yrs., - *- depicts 10® yrs. and - ¢+*- represents 10' yrs. Results for model Z2 are given at two times:

depicts
10® yrs. whilst — — denotes 10' yrs. Diamonds represent the observations of Murakawa et al. (2000), stars represent those of W hittet ez al. (2001) and

squares those of Teixeira and Kmerson (1999).
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Figure 2.3: Calculated and observed column densities of water ice as a function of A1/ over the range 0 < /ly < 20 for Taurus. Results for model Z3 are
given at three times: ¢eedenotes 10® yrs., depicts 10® yrs. whilst denotes 10' yrs.. Diamonds represent the observations of Murakawa et at.

(2000), stars represent those of W hittet ef al. (2001) and squares those of Teixeira and Emerson (1999).
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Figure 2.4: Calculated and observed column densities of water ice as a function of .4v over the limited range 0 < .4y < 6 for Taurus. For model PI,
eemdenotes 10" yrs., — depicts 10® yrs. and — A — represents 10" yrs. For P2, depicts 10® yrs. whilst denotes 10* yrs. For ZI1, 10® yrs. is
represented by- - and - eeerepresents 10" yrs. For Z3, 10® yrs. is represented by — x— and —+— represents 10" yrs. The observed values are once

more represented by diamonds (Murakawa et ai, 2000), stars (W hittet et ai, 2001) and squares (Teixeira and Emerson, 1999).

&
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2.3.2 Condensed Phase CO vs. Extinction

Teixeira and Emerson (1999) have studied the dependence of the condensed phase
CO column density on Ay in Taurus. Their data (represented by squares) are
compared with our results for models P1 and Z1 in Fig. 2.5. The results for models
P2, 72 and Z3 are not significantly different from that of P1 and Z1 and therefore
have not been depicted. It can be seen that CO ice appears to become detectable at
Ay = 3, and that its column density gradually increases with increasing Ay, albeit
with much scatter. Our model results generally agree with the observational data.
In Fig. 2.5, we use the same symbols for model and time as in Fig. 2.1. Since the
models produce similar results at 10° yrs., once again only one model is plotted at
this time. The 10° yrs. line for model Z1 has also been removed as it is very similar
to model P1.

Unlike ice, condensed phase CO cannot be a chronometer for any models, since
its abundance does not build up on grains inexorably. It is produced in the gas phase
and condenses onto grain mantles, where it can react slowly to produce species such

as formaldehyde and methanol (Ruffle and Herbst, 2000).



Visual Magnitude

Figure 2.5: Calculated and observed column densities of condensed phase CO as a function of Ay over the range U< Ay < 20 for Taurus. Results for
model PI are given at three times: *eedenotes 10" yrs, - m- depicts 10® yrs and - **+- represents 10" yrs. Results for model ZI1, denoted by , are

given for 10" yrs. only. The squares represent the data of Teixeira & Emerson (1999).
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2.4 Discussion

With our current gas—grain chemical models, we have attempted to simulate the
relationship between the water ice column density and visual extinction seen in
the direction of the Taurus dark cloud. According to the most recent observations
(Whittet et al., 2001; Murakawa et al., 2000; Teixeira and Emerson, 1999), there is a
linear relationship between the two quantities which extends down from Ay = 20 to
rather low extinction, at which point there may be a critical extinction of Ay ~ 3,
below which there is no water ice (Whittet et al., 2001), or there may be lines of
sight with little extinction that do show a considerable amount of ice (Murakawa
et al., 2000).

Assorted models were run for sources with different but fixed conditions, rang-
ing from diffuse to dense, and characterised by assumed values of gas densities,
temperatures, and Ay. The model results are concentrations of gas—phase and
condensed—-phase species as a function of time, from which column densities can be
estimated. The ice column density along any line of sight in Taurus was assumed to
be determined by one dominant type of source, as listed in Table 2.3, which means
that the possibility of several important clumps along a line of sight was not taken
into account.

The model results can explain most and possibly all of the observed relationship
between ice column density and Ay without additional assumptions. For the higher
values of visual extinction (Ay R 6), the models predict that much of the elemental
abundance of oxygen is in the form of water ice at times after 10° yrs. This leads
to linear or near-linear relationships between ice column density and Ay. For the
models without photo—desorption of water, the ice abundance builds up with time,
while for those models with photo—desorption, the build—up is much less dramatic.
There is no single time of perfect agreement over the whole range of Ay which is

expected since the denser objects doubtless have shorter dynamical lifetimes. For
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Av R 6, the data are fit best by assorted models at times between 10° and 10° yrs.,
while for somewhat lower Ay in the range 3-6, the data are fit well by models with
longer lifetimes, depending specifically on whether photo—desorption is included.

For the range Ay = 0.5-3, observational data differ as to whether or not water
ice can be detected. Within the constraints of our olivine-based models and single
source conditions along any given line of sight, the major variable that can lead to
the production of water ice under conditions of low extinction is the lifetime of the
source since water ice builds up inexorably in models (P1 and P2) without photo-
desorption. Simply put, objects with high ice abundance and low extinction have
remained cold for very long periods of time. The actual ages needed are sensitive to
the sticking efficiency employed. This explanation is only useful for models without
photo—desorption. Models with efficient photo—desorption, on the other hand, show
little water ice development at any time in this range of extinction, and are thus in
agreement with a critical value for extinction (Whittet et al., 2001).

A second explanation for the possibility of ice at low extinction is the diversity of
grain surfaces, because the formation of water ice can have different rates on surfaces
other than olivine. Ruffle and Herbst (200156) have recently developed a model that
includes diffusive chemistry on amorphous carbon. On this surface, adsorbates bind
more strongly than on olivine, and evaporation is less efficient at diffuse cloud tem-
peratures. Consequently, the formation of water is also more efficient. For example,
model results show an appreciable build up of water ice for Ay= 1 by 3 x 106 yrs.
As another example, current calculations show that surface chemistry on graphite
may occur up to much higher temperatures than on amorphous carbon via a non—
diffusive mechanism known as the Eley—Rideal process (Meijer et al., 2001). It must
also be remembered that once a monolayer of ice is formed (corresponding to a col-
umn density of 1.6 x 10'® cm~2 at Ay=1), the characteristics of the original surface

will change appreciably and begin to resemble those of amorphous ice. Although a
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recent experimental study of H atom diffusion on amorphous ice shows that molec-
ular hydrogen can be formed on such a surface at low temperature (Manico et al.,
2001), detailed parameters for the motion, which would allow us to model surface
chemistry on ice, were not determined. From theoretical work on H diffusion on
amorphous ice (Takahashi and Williams, 2000), it appears that the parameters for
diffusive motion (desorption energy, barrier against diffusion), although likely to
have a range of values on this complex surface, more closely resemble those used in
our model for amorphous carbon than those used for olivine. Thus, if a monolayer
of ice can be formed under the harsh conditions of diffuse clouds on a surface such as
amorphous carbon, the initial monolayer may “catalyse” the subsequent formation
of further monolayers.

A third explanation, discussed in some detail by Murakawa et al. (2000), is
that any ice at low Ay is caused by clumpiness along the line of sight, which is
to be expected given the degree of inhomogeneity perpendicular to this direction.
To fully explore this explanation requires a much more complex series of model
calculations than presented here, with a detailed treatment of radiative transfer.
Nevertheless, one can use the following argument to gauge this possibility. In our
current calculations, an extinction of 1 is interpreted in terms of a diffuse cloud.
Alternative interpretations (taken from Table 2.3) could be (a) two clumps at density
5x10% cm™ and length 1.6 X 10!7 cm or 1 clump at density 2 x 10 cm™3 and length
8.0 X 101 cm. For model P2, we obtain a total ice column density of 3 x 1017 cm~—2
for both alternative scenarios at 107 yrs., far in excess of the value of 1.6 x 101® cm—2
obtained for the diffuse cloud case. It is perhaps more reasonable to consider smaller
ages for the clumps. If we consider an age of 3 x 10° yrs., the enhancement is more
modest but still noticeable, with total computed ice column densities of 3 x 1016
cm~2 for the two—clump case and 8 x 10'® cm™? for the one—clump case. For the

model Z2, which contains ice photo—-desorption via photodissociation, the clump
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enhancement is greater although the initial diffuse cloud value is much smaller. At
an age of 1 x 107 yrs., the computed Ay =1 ice column density in the diffuse cloud
case is a very low 1 x 10'° cm~2; while the column densities for the two—clump and
one—clump cases are 5 x 10'® cm™2 and 2 x 10 cm™2, respectively, at all times
after 10 yrs. These enhanced values are still well below the high-ice data points of
Murakawa et al. (2000) at very low extinction. It appears then that altered model
results incorporating cloud clumpiness are consistent or inconsistent with the high
ice, low extinction data points of Murakawa et al. (2000) depending upon whether

or not photo—desorption of ice is not or is efficient.

2.5 Conclusions

To understand the dependence of the ice column density on Ay in more detail and
to understand what it tells us about the Taurus dark cloud, we have run gas—grain
chemical models under a variety of physical conditions. We have included the photo—
desorption of OH from grain surfaces, once it is formed from the photodissociation of
water. For high extinction, our models predict that much of the elemental abundance
of available oxygen is in the form of ice for evolutionary times greater than about
105 yrs., and this leads to the observed near-linear relationship between ice column
density and Ay. For lower extinction, we find that if photo—desorption of water via
photodissociation is inefficient under interstellar conditions, we can possibly account
for relatively large abundances of water ice at Ay < 3 by great age, possibly by surface
chemistry on initial surfaces other than olivine, followed by formation on ice itself,
and by small dense clumps of material along the line of sight. If, on the other hand,
photo—desorption of ice is efficient, the first and third explanations, discussed above,
do not appear to help sufficiently, leaving only the second as a possibility. Absent
this possibility, our results from the Z1, Z2 and Z3 models are in close accord with

the view that below a critical extinction of ~ 3 no ice exists. These models with
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efficient photo—desorption are partially supported by the photo—desorption studies
of Westley et al. (1995) when not too many monolayers of ice are present. It is clear
though that a full understanding of the proper low—extinction ice vs Ay relation
in Taurus and other sources will require an improvement in our understanding of
surface chemistry, especially on amorphous ice, and of photo—desorption on a variety

of surfaces.



CHAPTER 3

Bistability and Temperature Effects in

Mixing Regions

Cool neutral molecular clouds exist as discrete entities. They are embedded in a
background gas, whose properties are not well understood. Yet, the background gas
may affect the formation and evolution of molecular clouds. Here, we assume that the
cloud is embedded in ionized gas, and we consider processes in the inter face between
the two media. We propose a simple method of assessing the chemical consequences
of mixing at interfaces between cool neutral gas with ionized material. It is shown
that the temperature within the interface has a significant effect; at low temperatures
(«~ 10 K) the chemistry is significantly suppressed, but for temperatures above 100 K
the chemistry initiated by proton/O-atom charge exchange gives rise to a rich and
abundant chemistry. The chemical state of the cool neutral gas has an important
consequence for the interface. A mainly molecular cool gas can give rise to a high
ionization state in the interface; this high ionization state appears stable against
parameter variations. CoH is one of the most easily observed molecules having a

high abundance in some interfaces.

61
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3.1 Introduction

An interface layer between cold molecular gas and warm ionized gas can occur in a
variety of astronomical situations. Tracers of the conditions in these interface layers
have been identified in several papers (Charnley et al., 1990; Duley et al., 1992;
Nejad and Hartquist, 1994; Taylor and Raga, 1995; Rawlings and Hartquist, 1997).
Charnley et al. (1990) studied the mixing of cool clump gas which are embedded in
star forming regions with stellar wind plasma and found that CH is a good tracer of
such clump-diffuse medium interfaces. They also stated that the abundances of C
and C* increased in models with high mixing rates. Duley et al. (1992) state that
the large observed column densities of CH* could be due to its formation in cloud-
intercloud interfaces. Nejad and Hartquist (1994) extended the work of Charnley
et al. (1990) by including the effects of magnetic pressure on the interface layer. The
authors found that CH, OH and H;O are enhanced with the presence of heating in
the boundary layer. They also found that the fractional abundances of Cs, C2H,
CN and HCN are also sensitive to the presence of mixing and heating. Taylor and
Raga (1995) made a study of the turbulent boundary layer between a high velocity
atomic wind and a stationary, molecular region and found that in this mixing layer,
the temperature becomes very hot (T > 10* K) and therefore the layer becomes
chemically active. Rawlings and Hartquist (1997) examined the boundary layer
between dark cores and warm, shocked T-Tauri winds and found that C*, CH, OH
and CO are good tracers of this layer. Identification of these species in a particular
interface should allow an inference of the extent of dynamical mixing or diffusion
occurring in the region. Tracers that have been identified are generally molecular,
and the chemistry that gives rise to these species is driven by the enhanced ionization
injected into the interface region.

Chemical models of such mixing regions are in principle rather complex. They

require a coupling of chemical codes with a mathematical description of the assumed
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mixing process. Such codes can be time consuming and difficult to run. In this
chapter we present a new and simple method of identifying potential chemical tracers
of mixing zones.

The chemistry in interstellar clouds is largely energized by the cosmic ray ion-

ization of Hy and He,

Hy &%  HY+H+e 1.60% (3.1)
HI + e~ 88.90% (3.2)
H+H 9.60% (3.3)
H-+Ht+e”  0.03% (3.4)

where the total ionization rate in the interstellar medium has the canonical value of

1.3 x 1071 57! and
He =5 Het + e~ (3.5)

Complex reactions are mainly initiated by proton donation from Hg’, which is
formed rapidly in reactions of H;’ with Hy, and recombination of these protonated
molecular ions gives rise to various neutrals. For example, OH and H,O may be

formed in the following sequence of reactions:
HY + He + H2 + €
O = OH" — H,0T — H30™ — OH, H,0 (3.6)
Reactions of neutrals with He™ create ions from neutral species, and these ions may

also feed the chemistry; e.g.

Het

oH X5 ot 2 opt — - - (3.7)

By contrast, protons are much less important in driving chemistry in a mainly

neutral gas. Charge exchange of protons with Hy is endothermic by 1.8 eV, and
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this energy barrier is not reached under cold cloud conditions. Accidentally near—
resonance charge exchange between protons and O atoms has an energy deficit of
232 K and therefore this reaction is suppressed unless the temperature rises to 2>
100 K. Charge exchange of protons with other available interstellar species is very
slow.

In most of the studies of chemistry in interfaces listed above, the injection of
ions into the mixing layer gives rise to the interface tracers. However, if the ions
are mainly protons, then the molecular cloud may suffer a reduction of chemical
complexity. The effect of an injection of ions into the mixing layer will be discussed
in this chapter. The different model calculations are described in § 3.2, the results

and discussions are given in § 3.3 and conclusions are made in § 3.4.

3.2 Model Calculations

We have explored the chemical effects of mixing by artificially manipulating the
branching ratios of reactions 3.1-3.4. The standard branching ratio consists of 88.9 %
of H, ionising to form HJ, while only 1.6 % forming H*, but if the rate of the HJ
formation channel is reduced while that of the HT channel is increased, then we
may regard this as representing the chemistry in an interface layer in which ionized
atomic gas is injected into molecular gas. We illustrate the effects of such changes in
a few simple single—point calculations in which the molecular gas is taken to be cool
(10 K) and dense (ng = 10* cm~3). A modest temperature rise may occur as the
ionized gas is injected, and this rise can be included in the models. As an example
of the utility of this approach, we run a grid of models to explore the effects of a
range of ionization rates of (1¢-100¢, where ¢ = 1.3 x 10717 s7! = the canonical
interstellar value).

The chemistry used in this chapter consists of 2950 reactions relating to 238 gas

phase species taken from the UMIST database (as described in §1.4. The effects of
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Table 3.1: Parameter set for each model.

Model T (K) Production Rate of Chemical Composition  Ionization

H* Hf at t=0 Rate, ¢ (s71)
A 10 1.63% 88.75% atomic 1, 100
B 10 88.75% 1.63% atomic 1, 100
C 10 88.75% 1.63% molecular 1, 100
D 10 88.75% 0% atomic 1, 100
E 100 88.75% 1.63% atomic 1, 100

freeze—out on to grain surfaces have been excluded, so we have implicitly assumed
that desorption is effective. There is some evidence that this may be the case
(Willacy and Williams, 1993; Howe et al., 1996; Taylor et al., 1996). The clouds
are assumed to be dark therefore the initial chemical conditions set for all models,
except Model C, are equivalent to those of a dark cloud (see Table 1.2 for elemental
abundances). The number density of H nuclei is taken to be 10* cm~2 and the visual
extinction Ay, is assumed to be 10. Each model is run using both the standard
cosmic ray ionization rate and 100 times the standard rate.

For Model C a more complex set of initial conditions is adopted. Instead of
assuming an initial simple set of atomic species consisting of H, He, C, N, O, S, Mg,
Na and Si, a molecular rich set of all 238 gas phase species is used. This is the first
time that such an extensive chemistry has been used in an investigation of interfaces,
and its adoption was facilitated by the simple approach employed to treat mixing.
The molecular set of conditions is generated by making an initial calculation of a
cloud of same density, temperature and Ay, and running the model until a steady—
state is reached. The steady-state fractional abundances are then inputted into the
new models, described above, as the initial cloud composition.

The model types explored in these calculations are listed in Table 3.1 in which
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the assumed production rates of H* and H;’ for equations 3.1 and 3.3 are given.
Table 3.1 also gives the values for the cloud temperature, initial chemical composition
and assumed ionization rates. In summary, Model A is the reference standard model,
while in the other models the H* and HJ branching ratios are modified. Models C
explore the consequences of an initially molecular rich assumption, Models D test
the effect of switching off Hf production entirely (reaction branch 3.3), and Models
E examine the effects of a temperature increase, due to the injection of hot, ionized

gas in the mixing zone.

3.3 Results and Discussion

Selected results are shown in Figs. 3.1 and 3.2 for Models A and B for an ionization
rate of 1¢ and 100¢ respectively. It can be seen in Fig. 3.1 that, while CO is
unaffected by the switch in branching ratios, C, C* and CH should be good tracers
of mixing, each being enhanced in Model B by over one order of magnitude. This
increase in the abundances of C, C* and CH has a counter productive effect on the
abundances of species such as Cz3H; and HCO*. From Models A to B the abundance
of C3H; decreases by over two orders of magnitude. This is due to the low abundance
of Hg’, which is a direct consequence of the low formation rate of H;‘. The H;’ ion is
used to initiate more complex chemistry networks, including the carbon chemistry

in dark clouds via the reactions,
C+Hf — CHt — CH} — — — - (3.8)

The initiation of the carbon chemistry is also depicted in Fig. 1.1.
A more noticeable decrease can be seen in HCO* which can be attributed to the
low production rate of Hg’, which is required for the main formation path of HCO¥,

given by the reaction,

Hf + CO — HCO™ +H. (3.9)
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When comparing Models A and B at the higher ionization rate of 100( (see
Fig. 3.2), it can be seen that, although there is still an enhancement in abundance
of C, C* and CH from the standard model, there is now little difference between
Models A and B. This is due to presence of such a high ionization rate. The high
ionization rate photodissociates species such as CO into C and O, and these atoms
are then ionized by the increase abundance of Het (the abundance of which follows
the cosmic-ray rate). The large decrease in abundance of C3H; and HCO™ is still
seen.

When the ionization rate is enhanced in Models A and B, the general effect is a
reduction of molecular abundances in the mixing zone. This occurs mainly because
of the destructive effects of Het. This can more clearly seen in Figs. 3.3 and 3.4.
Fig. 3.3 depicts the results for Models A with an ionization rate of 1¢ and 100¢ and
Fig. 3.4 depicts the results of varying ionization rates for Models B.

Thus, for Model A (Fig. 3.3), CO is reduced by two orders of magnitude, CH is,

however, enhanced by the C* released from CO by the reaction,
Het + CO — C* + 0, (3.10)

while other hydrocarbons remain at about the same level. For Model B (Fig. 3.4),
the decrease in abundance of CO, HCO* and CsHj is further depressed, as the Hg‘

route is an important contributor to their production.
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Figure 3.3: Fractional abundance results for selected species for Models A 1( and 100C
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Table 3.2 presents results for Models A, B and C, after steady state has been
reached. These tabulated results illustrate clearly the points made above, and in
particular emphasize the important prediction that there are rather few tracers of
low temperature interfaces.

Models C (initially molecular-rich) give results that differ considerably from
those of Models B. Most notably, the results for Model C, 1¢ case are a high ion-
ization solution in which Ct is a very abundant ion and the priority order of the
fractional abundances of C*, C and CO is reversed from Model B, 1¢. Consequently,
some of the hydrocarbons, e.g. CoH, are considerably enhanced in abundance. In-
tuitively, one might expect the chemistry predicted in Models B and C to differ
at intermediate times but to converge as one approaches the steady state. This is
apparently not the case. In the astrochemistry literature, the term “bistability”
is associated with the existence of two solutions of the chemical rate equations for
steady—state conditions. The existence of two mathematical solutions for certain
regions of parameter space has been known for some time and has been investigated
by Le Bourlot et al. (1993) and Lee et al. (1998). The two stable steady-state solu-
tions are labelled the high ionization phase and the low ionization phase. The high
ionization solution is characterized by a high C/CO abundance ratio, whereas the
low ionization solution is characterized by a low C/CO abundance ratio.

For the most part, in Model C the 100¢ case shows very similar trends to that of
the 1¢ case, with the notable exception of an enhancement in the abundance of OH
and HyO. As with the CH enhancement between Models A and B stated earlier, this
can be attributed to the increase in ionization rate. It remains unclear whether the
high ionization solutions represent physical reality. Some authors have found the
solutions to be very sensitive to parameter choices and to exist over rather narrow
regions of parameter space (Pineau des Foréts et al., 1992; Le Bourlot et al., 1993,

1995). It appears that bistability is less likely to appear where the models are made
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Table 3.2: Steady-state fractional abundances for a selection of species for Models A, B,

and C.
Species 1¢ (s71) 100¢ (s71)
Model A Model B Model C Model A Model B Model C

H 1.2(—04) 8.8(—05) 4.3(-03) 1.2(-02) 7.9(-03) 1.0(-02)
Ht 4.7(-10) 3.2(-06) 1.4(—05) 2.9(-06) 3.3(-05) 1.3(—05)
O  9.1(=05) 1.1(=04) 2.0(=04) 2.0(—04) 2.0(=04) 2.0(=04)
OH 8.1(—08) 1.8(—10) 4.0(-11) 2.9(—08) 3.2(—09) 1.2(-09)

H,0 1.9(-06) 4.5(—11) — 6.2(—09) 5.0(—10) 5.3(-11)
CHy,  4.1(=09) 6.1(=11) 1.6(=10) 8.1(—=10) 1.3(=11) 6.3(=11)

C 3.6(—07) 1.5(—05) 1.1(-05) 8.7(-05) 9.3(—05) 1.2(—05)
Cct 3.8(=09) 1.2(-07) 8.9(-05) 1.2(—05) 6.9(—06) 8.8(—05)
CH  25(=10) 6.3(=09) 9.6(—08) 9.0(=09) 7.3(—09) 4.9(—08)
CH, 5.1(-11) 1.7(-09) 6.0(-09) 4.6(-10) 4.9(—-10) 2.5(—09)
CHs  42(-11) 6.4(=11) 1.2(~10) 2.9(-=10) 3.4(-11) 8.8(~11)
C.H 4.8(—11) 9.6(-11) 1.2(-08) 3.1(—09) 2.0(-10) 4.8(—09)
CsH  4.1(=08) 18(=11) 1.4(=10) 6.7(—10) — 3.8(—11)

CsHy,  4.2(-09) 1.2(-11) — 7.3(—10) — —
CO  1.0(-04) 8.5(—05) 8.8(—08) 5.6(—07) 1.1(~07) 3.8(—08)

HCO*+  5.6(—10) — — — — —

H,CO  1.6(—08) 4.1(—11) — 1.1(~10) — —

S 1.7(=09) 5.8(=11) 3.1(=10) 5.1(=10) 5.0(=10) 3.3(—10)
St 41(-11) 1.9(—08) 2.0(—08) 1.9(—08) 1.9(=08) 2.0(—08)
CS 1.6(—08) 3.6(—10) 1.6(—11) 1.3(-10) — —
He 7.0(-02) 7.0(-02) 7.0(-02) 7.0(—02) 7.0(-02) 7.0(—02)

Het  25(—10) 3.2(—10) 7.1(—09) 8.2(—07) 8.8(=07) 7.1(~07)
Mg  1.5(—09) 1.4(=10) 1.3(=10) 1.4(—10) 1.4(—=10) 1.3(~10)
Mgt 1.5(—09) 2.9(-09) 2.9(-09) 2.9(-09) 2.9(—09) 2.9(-09)

N 7.9(—07) 1.8(—05) 2.0(-05) 2.0(—05) 2.0(—05) 2.0(—05)

Nt 11(-11) — — 2.9(—-10) 6.7(=11) 5.3(—11)
NHs;  1.7(—08) — — 1.4(—11) — —
HC3N  8.7(~10) — — — — —
Nat 1.4(=07) 2.0(-=07) 2.0(-=07) 1.9(—07) 2.0(-07) 2.0(-07)

Cs  4.8(—10) — 3.0(—10) 7.8(—10) — 5.4(~11)

Na 6.4(—08) 4.9(—09) 5.0(-09) 5.2(—09) 4.8(—=09) 5.0(—09)

Si 1.5(-10) 3.0(-10) 4.8(-11) 1.4(-10) 2.1(-10) 5.3(-11)
Sit 1.1(-10) 6.7(—-09) 7.0(—09) 6.9(—09) 6.8(—09) 6.9(-09)

Notation: a(b) = a x 10°; A dash (-) indicates that the fractional abundance
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more complex, including for example time dependence and freeze—out of species
onto dust grains. A series of models were made to test the robustness of the high
ionization state found. These models were made assuming varying densities and
temperature conditions. The models also assumed the same initial molecular rich
conditions used in Models C. The results from these models, for the same selection
of species as discussed in Table 3.2 are given in Table 3.3. From a consideration
of these extra models, it is found that the high ionization state appears stable. If
Model C results do represent reality, then the solution is very striking, and C* and
C emissions should be strong in interfaces where the material is mainly molecular.

Results for Models D (equation 3.3 switched off) are not presented here. They
show the expected behaviour, with only small changes from the results of Models
B (significantly reduced H;’ formation). A few results for Model E calculations, in
which we have assumed a temperature increase are presented in Table 3.4. The
changes in Models E results from those of Models B are generally dependent on the
specific species being studied. For the 1( case, species such as CO, CH and Het
show very little change, whereas a two order of magnitude change in abundance can
be seen for some species such as OH, H,O, HCO* and NH3. The effect of an increase
in temperature is even more pronounced in the 100{ case. Even the species which
showed fairly small changes for 1¢ show a fairly significant change in abundance in
the case of high ionization rate. Therefore, the mixing zone temperature plays a

critical role in determining its chemistry.
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Table 3.3: Steady-state fractional abundances for a selection of species for extra models to

test validity of bistability.

ng (cm™3) 104 10°
T (K) 10 100
¢ (s7Y 1¢ 100¢ 1¢ 100¢
H 4.0(—03) 2.8(-02) 2.4(-03) 3.2(-03)
H* 4.3(—08) 4.2(—06) 3.9(—10) 4.5(—08)
O 2.0(—04) 2.0(—04) 2.0(—04) 2.0(-04)
OH 3.3(-09) 3.2(-07) 3.8(—11) 3.6(—10)
H,0 5.7(=10)  5.3(~08) — 4.7(-11)
CqoH, 59(—11) 1.1(-11) 1.7(-=09) 1.3(-09)
C 3.7(—06) 4.7(-06) 4.4(-05) 4.4(-05)
ct 9.6(—05) 9.3(—05) 5.4(-05) 5.4(—05)
CH 7.6(-08) 1.5(—08) 1.4(-07) 1.1(-07)
CH, 5.0(—09) 6.5(—10) 6.9(—09) 5.2(—09)
CHj; 49(-11) 3.5(-11) 1.9(-10) 1.8(-10)
C.H 1.3(—08) 2.4(-09) 2.9(—08) 2.3(-08)
CsH 7.7(-11)  1.3(=11) 5.1(~10) 4.0(—10)
CsH: 1.5(=10) 2.5(-11) 1.8(~09) 1.4(—09)
CO 1.1(-07) 1.9(—06) 1.5(—06) 1.2(—06)
HCO+*  2.0(-11) 1.1(~09) — —
H,CO — — 2.3(-11) 2.1(-11)
S 8.4(—11) 9.6(—11) 4.9(—10) 4.7(-10)
St 2.0(—08) 2.0(—08) 1.9(—08) 1.9(—08)
CS 1.7(-11) — 6.6(—10) 5.1(—10)
He 7.0(—02) 7.0(-=02) 7.0(-02) 7.0(-02)
Het 2.6(—09) 2.3(-07) 5.1(-10) 5.6(—08)
Mg 1.8(—11) 1.8(—11) 1.3(-10) 1.3(-10)
Mgt 3.0(—09) 3.0(-09) 2.9(-09) 2.9(—09)
N 2.0(—~05) 2.0(—05) 2.0(-05) 2.0(—05)
Nat 2.0(-07) 2.0(-07) 2.0(-=07) 2.0(-07)
Cs4 2.0(—10) 2.8(—11) 4.1(-09) 3.1(—09)
Na 1.0(-=09) 1.0(—09) 5.0(—09) 5.0(—09)
Si 1.3(=11)  1.6(=11) 1.0(=10) 1.0(-10)
Sit 7.0(—09) 7.0(—09) (6.9-09) 6.9(—09)

Notation: a(b) = a x 10°; A dash (-) indicates that the fractional abundance
< 1(-12).
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Table 3.4: Steady-state fractional abundances for a selection of species, for Model B
(T = 10 K) and Model E (T = 100 K).

Species ¢ (s71) 100¢ (s™1)
T=10K T=100K T=10K T=100K
H  88(—05) 18(—04) 7.9(=03) x.8(—02)
H+  3.2(—06) 4.1(=08) 3.3(=05) 2.8(~06)
O  1.1(-04) 9.6(=05 2.0(—04) 1.1(—04)
OH  18(=10) 4.9(—08) 3.2(=09) 2.2(—06)
H,0  45(—11) 4.8(=07) 5.0(=10) 7.8(—07)
CoH,  6.1(=11) 6.5(=11) 1.3(=11) 8.6(~11)
C  15(—05) 68(=07) 9.3(=05) 1.5(—05)
Ct  1.2(=07) 1.0(=07) 6.9(=06) 9.6(—07)
CH  6.3(—09) 27(-10) 7.3(=09) 4.2(~10)
CH,  17(=09) 5.7(=11) 4.9(=10) 2.8(—11)
CH;  6.4(-11) — 3.4(=11)  5.6(~11)
CoH  9.6(—11) — 2.0(=10)  2.7(~10)
CH  18(-11)  — — 56(=11)
CsH,  1.2(=11) — — 2.0(—11)
CO  85(=05) 9.9(=05) 1.1(—07) 8.4(—05)
HCO* — 3.4(~10) — 3.3(—09)
H,CO  4.1(=11) 3.3(=10) — 3.4(—11)
S 58(=11) 1.0(=08) 5.0(—10) 4.2(—09)
St 1.9(—08) 6.9(—09) 1.9(—08) 1.5(—08)
CS  3.6(-10) 2.3(—09)  —  6.2(10)
He  7.0(=02) T7.0(=02) 7.0(—02) 7.0(—02)
Het  3.2(=10) 2.4(—10) 8.8(—07) 2.8(~08)
Mg 14(=10) 75(=11) 14(=10) 2.1(~11)
Mgt 2.9(—09) 3.0(=09) 2.9(—09)  3.0(—09)
N 18(=05) 3.5(—06) 2.0(=05) 1.5(—05)
N+ — —  6a(=11) —
NH; — 1.2(—08) — 3.0(—09)
HC3N — — — —
Nat  20(=07) 2.0(=07) 2.0(=07) 2.0(—07)
Cq — — — —
Na  49(—09) 3.7(—09) 4.8(~09) 1.0(—09)
Si 3.0(=10) 5.4(=10) 2.1(=10) 1.2(—09)
Sit  6.7(=09) 5.1(—09) 6.8(—09) 5.7(—09)

Notation: a(b) = a x 10°; A dash (-) indicates that the fractional abundance
< 1(~12).
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3.4 Conclusions

The method described here offers a simple approach to the prediction of the appear-
ance of important tracers in mixing zones between cold molecular gas and warm
ionized gas. If the temperature remains low, then C, C* and CH are enhanced in
the mixing zone. The enhancement is dramatic if the high ionization solution is a
valid representation.

If there is an increase in temperature after mixing has occurred a different set of
tracers would be needed to identify mixing in the gas. For instance CH would now
not be a very good tracer of mixing, but OH, H,O, HCO* and NHj are significantly
enhanced because the higher temperature drives the Ht /O charge exchange reaction,
which feeds the oxygen chemistry. Mixing is most likely accompanied by heating.
Therefore, we might expect the results for the type E, 100¢ to be most typical for
mixing layer chemistry. Our calculations indicate that such mixing zones should be
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