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Abstract
The increased threat of right-wing extremist violence necessitates a better under-
standing of online extremism. Radical message boards, small-scale social media 
platforms, and other internet fringes have been reported to fuel hatred. The current 
paper examines data from the right-wing forum Stormfront between 2001 and 2015. 
We specifically aim to understand the development of user activity and the use of 
extremist language. Various time-series models depict posting frequency and the 
prevalence and intensity of extremist language. Individual user analyses examine 
whether some super users dominate the forum. The results suggest that structural 
break models capture the forum evolution  better than stationary or linear change 
models. We observed an increase of forum engagement followed by a decrease 
towards the end of the time range. However, the proportion of extremist language on 
the forum increased in a step-wise matter until the early summer of 2011, followed 
by a decrease. This temporal development suggests that forum rhetoric did not nec-
essarily become more extreme over time. Individual user analysis revealed that super 
forum users accounted for the vast majority of posts and of extremist language. 
These users differed from normal users in their evolution of forum engagement.

Keywords  Extremist language · Right-wing extremism · Forum data · Linguistic 
analysis · Online engagement

Introduction

In 2008, a user on the right-wing extremist forum Stormfront argued that Britain was 
to be faced by a civil war due to Muslim immigration. A few years later, on 22 July 
2011, the same user, later identified as Anders Breivik, killed 77 people in attacks 
in the centre of Oslo and Utøya island, Norway. Shortly before these attacks, he had 
posted a 1500-page manifesto on the forum, in addition to emailing it to thousands 
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of people. This incident does not stand in isolation. Recent terrorist attackers are 
also known to have been active users of extremist forums and social media plat-
forms. This includes the Christchurch attacker in 2018, whose actions inspired other 
acts of violence including tragedies in El Paso, Texas and Oslo, Norway [1].

Stormfront.org was one of the early online extremist discussion forums, launched 
in 1995 by a white nationalist and former Ku Klux Klan leader. Throughout the 
years, Stormfront has become a breeding ground for right-wing extremists world-
wide [2]. It has been reported that a disproportionate number of Stormfront users 
have been responsible for hate crimes and (mass) murders ever since the site’s 
founding [3]. New extremist online spaces are constantly springing up, including 
online discussion boards such as 8Kun (formerly 8Chan [4]), 4Chan [5], and Gab 
[6]. It has been reported that “alternative social media platforms, image boards, 
fringe forums and encrypted chat channels are instrumental in diffusing influential 
ideologies that propagate hatred and violence” [7]. While government and indus-
try intensified efforts to tackle this problem (e.g., by means of the Global Internet 
Forum to Counter Terrorism; see [8], and the Christchurch call; see [9]), detecting 
and consequently removing extremist and hate-fuelled material remains an ongoing 
problem.

While the majority of previous research on extremist language focused on its 
detection, much less attention focuses upon understanding how the use of extreme 
language develops over time. Some preliminary findings suggest that external 
events such as elections or controversial decisions might affect language [10], while 
other studies did not find support for such a “ripple effect” [11]. An aspect that has 
received limited attention is how the language used on a niche forum evolves over a 
prolonged period. Understanding the temporal trajectory of language can shed light 
on profound questions such as whether communication is becoming more extreme 
over time or whether the prevalence and intensity of extremist language remain con-
stant. Moreover, such an analysis can also illuminate the nature of language change; 
that is, whether language becomes continuously more (less) extreme over time, or 
whether there are sudden (phase) transitions to different discrete levels of extremist 
language.

For policymakers overseeing or providing a platform for a free exchange of ideas 
(e.g., Twitter, Reddit, Facebook), such a level of understanding could help to find 
points of intervention. For example, among the core challenges of social media com-
panies today is the dilemma between allowing free speech and prohibiting overly 
aggressive, extremist or false content [12]. Arguably, identifying shifts in the use 
of aggressive language could inform policymakers about when to intervene and 
when to allow the discourse to happen. Likewise, law enforcement agencies, wor-
ried about an increased attraction of Internet users to extremist forums, could utilise 
an analysis of the temporal development of user activity to understand the degree to 
which user behaviour changes.

This paper investigates the temporal development of user activity and the use of 
extremist language on the white nationalist forum Stormfront.org. We examine the 
evolution of the forum for a time span of 14 years by assessing both forum engage-
ment and the actual language of the forum posts. Specifically, we look at the number 
of posts and the length of the posts as proxies of user activity. For the content-based 
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analysis, we examine extremist language as both a binary (i.e., whether or not a 
post contains extremist language) and a continuous phenomenon (i.e., the intensity 
of extremist language). Our overall aim is to quantitatively test different possible 
temporal trajectories of extremist language. In focusing on the understanding of the 
evolution of language use and user activity, this paper seeks to add a dimension of 
analysis that is currently under-developed and might offer insights to researchers and 
policymakers beyond the mere identification of potentially worrying user accounts. 
Furthermore, this examination of a large time span of (early) extremist online activ-
ity may help to better understand emerging radical platforms, and develop mitiga-
tion strategies for these phenomena.

Background

The following section is split into three sub-sections. Since a core focus of this paper 
is to measure hateful language, the first sub-section outlines various attempts to 
automatically identify hate speech and its analogues. Second, since the paper addi-
tionally measures changes in sentiment over time, we discuss previous work within 
the context of extremism and radicalisation that has endeavoured to do the same. 
Lastly, we discuss studies of engagement amongst extremist communities that go 
beyond measuring hate speech and sentiment alone.

Identifying hateful language

Within the computational research literature, various studies attempt to automati-
cally identify hate speech. Typically, approaches relied on linguistic markers of hate 
speech, such as the presence of derogatory terms. Siegel et  al. [10] studied hate 
speech on Twitter during and after the 2016 American elections, focusing on tweets 
that mentioned Donald Trump or Hillary Clinton. They examined whether there 
was an increase in hate speech and white nationalist rhetoric resulting from Donald 
Trump’s election campaign. They measured hate speech through word lists drawn 
from Hatebase, the Racial Slur Database (http://www.rsdb.org/), and the Anti-Def-
amation League’s database of white nationalist language (https​://www.adl.org/hate-
symbo​ls). They performed an interrupted time-series analysis which showed a spike 
in hate speech following the 2017 travel ban imposed by President Trump. However, 
there was no lasting increase in hate speech or white nationalist rhetoric observed in 
the data.

Moving beyond major social media outlets, other studies examined language 
within discussion boards of specific extremist groups. For example, [13] distin-
guished posts written by Stormfront users from lone-actor terrorist writings. They 
extracted linguistic features using linguistic inquiry and word count (LIWC). The 
LIWC software produces proportions of words in a text thought to reflect certain 
psycho-social constructs, such as positive emotion and power, as well as specific lin-
guistic features, such as personal pronouns and auxiliary verbs. Using an Adaboost 
classification algorithm, this resulted in an overall accuracy of 0.90, recall of 0.93, 
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and precision of 0.93, with ‘time’, ‘articles’, ‘personal pronouns’, ‘see’, ‘differen-
tiation’, ‘prepositions’, ‘quantifiers’, ‘negative emotion,’ ‘biological processes’, and 
‘cognitive processes’ as the most essential features.

Shrestha et  al. [14] used machine learning approaches to identify ‘extreme 
adopters’ within a Swedish xenophobic forum. They considered extreme adopters 
as forum users who strongly identify with the community and (partially) express 
this using forum-specific jargon. They determined jargon by manually examining 
a sample of 500 posts from which they extracted 150 unusual words or phrases 
(i.e., manually coded as uncommon in everyday language). They defined extreme 
adopters as those who used more than 30 jargon words with a term frequency above 
0.005 (n = 587 users). In a supervised classification task (extreme adopters vs. other 
forum users), the 200 most frequent unigrams, bigrams, and pairs of letters (i.e., 
data-dependent features) were used as features, in addition to word length, letters, 
digits, punctuation, and LIWC categories (i.e., data-independent features). The high 
classification accuracies (80–86%) achieved with both types of features suggest that 
extreme adopters differ from other forum users in terms of jargon and other lan-
guage features, some of which can be considered racist slurs.

Sentiment analysis

An alternative line of research focuses on measuring sentiment (i.e., positive and 
negative language) and affect (i.e., expressions of emotion) within and across hate 
forums. For example, hand-crafted specific lexicons for hate and violence were 
employed to measure affect intensities on American and Middle Eastern extrem-
ist group forums from the dark web [15]. Middle Eastern and US extremist forums 
contained similar levels of hate affect, but Middle Eastern forums scored higher in 
terms of violence intensity. Similarly, other researchers [16] measured aggression, 
racism and worries within three sub-forums of the Stormfront discussion board. 
Domain experts annotated a sample of 300 posts for their affect intensities (high or 
low). A supervised classification task used both the 100 most frequent words in the 
posts rated as high intensity and the 100 words that differed the most between high- 
and low-intensity post as features. In addition, they used all LIWC 2015 categories, 
word count, part-of-speech tags, and three ‘expert knowledge’ dictionaries for wor-
ries, racism, and aggression. Essential features for classification included the words 
‘black’, ‘race’, the word stem ‘immigr’, and LIWC categories for religion and anger. 
Classification accuracies with different classifiers ranged between 80 and 93%, with 
recall rates of 61–76%.

Scrivens et  al. [17] identified radical users across four Islamic web forums 
through sentiment. They tagged a sample of approximately one million posts for 
parts-of-speech and then created a list of keywords with the 100 most frequent 
nouns for each forum. They extracted all keywords from the forum posts and ana-
lysed them  for positive or negative sentiment, resulting in an average sentiment 
score for each post. They then computed a composite ‘radical score’ for each forum 
user by summing scores for (1) the average sentiment across all posts by the user, (2) 
the volume of negative posts, (3) the severity of negative posts, and (4) the duration 
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of negative posts. By doing so, they found that the most radical users were concen-
trated on two of the four examined forums. The same type of ‘radical score’ was 
used to study a Canadian right-wing forum [18]. Specifically, trajectories of anti-
Semitic, anti-black, and anti-LGBTQ posting behaviours over time were examined. 
It was found that the sample as a whole exhibited a steady increase of radical score 
over time, suggesting increased polarisation [18]. Forum users’ individual radical 
posting behaviour, however, decreased within their first two years as a member.

Another study that has examined radicalisation trajectories based on sentiment 
includes an examination of six Islamic dark web forums [19]. Posts were assigned 
a sentiment score, and then aggregated for each month (across 12  years), which 
showed average neutral to negative sentiment. Specific attention was paid to terrorist 
attacks within the time span, with some ‘spikes’ of negative sentiment coinciding 
with significant events (e.g., the 2005 London bombings).

Temporal changes in sentiment have also been studied in ISIS magazines Dabiq 
and Rumiyah [20] between 2014 and 2017. Although language use in general was 
found to be relatively stable (negative) throughout the years, enemies were referred 
to with increasing negative sentiment over time. References to ISIS itself became 
more positive over time [20].

Engagement in extremism

In addition to measuring hateful language and sentiment, some work has also exam-
ined engagement amongst extremist communities, such as post sharing [21], com-
ment activity [22], and link sharing [5]. Elsewhere, researchers examined a sample 
of 154K Twitter users and the extent to which they shared pro-ISIS content, defined 
as tweets from known pro-ISIS accounts or other accounts that were suspended for 
supporting ISIS [21]. Examining these patterns over time, the authors suggest most 
users became ‘activated’ in the summer of 2014 when ISIS shared many beheading 
videos. Furthermore, they investigated Twitter users’ adoption of pro-ISIS language 
by examining tweets for pro-ISIS and anti-Western terms represented in a custom 
lexicon. They found 208 users in the sample who used pro-ISIS terms (e.g., “apos-
tate”, “caliphate”, “ummah”) more than five times, and used such terms more than 
anti-ISIS terms (e.g., “Daesh”, a pejorative term for ISIS).

Ribeiro et al. [22] empirically examined whether YouTube provides a “radicalisa-
tion pipeline” by analysing contrarian videos, meaning that the creators of the vid-
eos strongly oppose mainstream views. They distinguished between videos posted 
by the ‘alt-lite’ (contrarians who deny embracing white nationalism), ‘alt-right’ 
(openly declared white nationalists) and the ‘intellectual dark web’ (IDW; a loosely 
defined group of iconoclastic thinkers, academics and media personalities). They 
examined the comment activity on videos and found extreme content had higher 
engagement levels. They additionally tracked commenters and found a percentage 
of users moved towards more extreme content throughout the years. For example, 
of users who commented on IDW and alt-lite videos between 2006 and 2012, about 
10% commented on ‘light’ alt-right videos in 2018, and 4% commented on ‘mild to 
severe’ alt-right videos. Based on a simulation of recommendation algorithms, they 



	 Journal of Computational Social Science

1 3

also found that alt-lite channels were easily found through IDW channels, and alt-
right channels can also be found through the former two communities. These find-
ings only held for channel recommendations, but not for video recommendations. In 
short, they concluded that YouTube indeed may provide a ‘radicalisation pipeline’.

Studies have also focussed on user activity on other messaging boards such as 
4chan [5] and Gab [6]. In an analysis of eight million posts on 4chan’s /pol (‘politi-
cally incorrect’) board, it was found that the majority of outward links directed to 
YouTube and right-wing news outlets [5]. When examining the /pol board and com-
ments on the YouTube videos that were linked to, a large number of hateful terms 
from the Hatebase directory were found. A study on the ‘fringe community’ Gab [6] 
revealed that most discussions on the platform centre around news, world events, 
and politics. For instance, activity increased leading up to the inauguration of Don-
ald Trump, with further activity volatility coinciding with other meaningful events, 
such as the firing of the ex-FBI director James Comey, and the Charlottesville ‘Unite 
the Right’ rally. Additionally, 5.4% of the posts were found to contain hate words 
[4].

Aims of this study

This paper has three aims. First, we examine the temporal evolution of the 
user  base’s forum engagement using two proxy measures of forum engagement: 
posts per month and average post length. Second, we apply the same analytical 
approach to the content of the posts by examining the amount of posts with extrem-
ist language and the intensity of extremist language. Third, we investigate the user 
base more specifically in testing whether some users dominate the forum and how 
they might differ from “normal” forum users in their progression from starting on 
the forum towards the end of the dataset.

Method

The code and resources to reproduce the analyses reported in this paper are available 
at https​://osf.io/eq7z6​/. The dataset stems from a publicly accessible website (i.e. 
anyone with an Internet connection can access the website and obtain the data from 
it) and is available upon request.

Data

The dataset contained all posts made in the right-wing online forum Stormfront 
between September 2001 and February 2015. These data include the text of each 
post that was not a quote of another post as well as metadata such as the username 
and date. From the total number of posts (n = 2,033,706), we excluded those not 
written in English (12.35%), did not contain a username (5.59%) or were shorter 
than 15 words after the removal of stop words (32.33%). We also excluded all posts 

https://osf.io/eq7z6/
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made before the first of December, 2001 due to minimal forum activity (0.16%). The 
final sample consisted of 1,009,986 posts.

Modelling extremist language

For each post in the final dataset, we modelled the use of extremist language through 
two lexicons as proxy measures for profane language and racial slurs, as well as the 
sentiment of each post.

Profane language: We constructed a sub-dictionary for profane language from 
three lexicons contained in the R lexicon package [23]—the bannedwordlist.com 
repository (e.g., “bitch”, “cock”, n = 77 words), Alejandro Alvarez’s list of bad 
words (e.g., “n*gga”, “fag*”, n = 438), and a Stackoverflow user’s list of bad words 
(e.g., “negro”, “cunt”, n = 343). We added a list of words banned by Google (e.g., 
“a55”, “whore”, n = 451), Luis von Ahn’s list of bad words (e.g., “zigabo”, “pi55”, 
n = 1383), as well as the base lexicon of abusive language from Wiegand et al. [24] 
(e.g., “niglet”, “latrino”, n = 551). After removing duplicates, we retained a profane 
language lexicon of 1572 words.

Racial slurs: We also created a lexicon of racial slurs from the Racial Slur Data-
base (http://www.rsdb.org/) resulting in 2586 entries of racial slurs (e.g., “bee-
keeper”, “bara”).

Sentiment extraction: Finally, we measured each post’s sentiment using a senti-
ment look-up table in an algorithm that considered valence shifters (e.g., “hardly”, 
“not”) of the sentiment values. Valence shifters can change the polarity of a sen-
timent (“don’t like” vs “like”) or amplify (“really bad” vs “bad”) and de-amplify 
(“barely exciting” vs “exciting”) a sentiment [25, 26]. Specifically, we built a con-
text window of two words before and after a sentiment match and corrected the sen-
timent if valence shifters were present in the resulting 5-word context window. This 
approach does not rely on punctuation and is, therefore, suited for poorly or non-
punctuated text data. Higher sentiment values indicate a post’s more positive tone.

Binary and continuous measures of extremist language

We operationalized extremist language as a binary (i.e. extreme language vs non-
extremist language) and a continuous construct (i.e. the intensity of extremist lan-
guage). We labelled a forum post as “extremist” if it contained at least one racial 
slur, one profane word, and had an overall negative sentiment. Each post was, there-
fore, labelled as either “extremist” or “non-extremist”. We measured a post’s inten-
sity through the sum of racial slurs and profane words minus the post’s sentiment.

Analysis plan

The primary objective is to assess the model fit of various time-series models on the 
aggregated data by month. For the different outcome measures (forum engagement 
and extremist language), we first test whether the monthly aggregated time series 
is stationary through the Augmented Dickey–Fuller test. A stationarity time series 
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means that the process underlying the data does not change over time (e.g., a strictly 
seasonal pattern) but does not imply that the actual values of the time series remain 
constant. This procedure tests whether we can reject the null hypothesis of non-sta-
tionarity (i.e. a non-significant p value suggests that the data are not stationary [27]). 
We fit three models to the data and then compare fit indices: (i) a stationary, inter-
cept-only model, (ii) a linear temporal trend model, and (iii) a breakpoint model. 
The intercept-only model fits a straight, horizontal line to the time series, assuming 
that the values remain constant over time. The linear change model regresses the 
observed values on the temporal progression in a strictly linear manner. The struc-
tural breakpoint model was calculated with the strucchange R package [28] and 
used the Bayesian information criterion (BIC) to find the optimal number, if any, of 
structural breaks in the data. These breakpoints were then fitted to the data, and the 
dated structural changes were obtained [29].

Since the models are not nested, we use the AIC [30], BIC, as well as the mean 
absolute error (MAE) and the root mean squared error (RMSE) as model evaluation 
indices for model comparisons.

Results

Descriptive statistics

The final sample contained 1,009,986 posts made by 41,741 self-identified unique 
users. The monthly aggregation resulted in data for 158 months from Jan. 2002 until 
Feb. 2015 (Table 1).

Forum‑level analysis

Forum activity: For the number of posts per month, the Augmented Dickey–Fuller 
(ADF) test did not allow for the rejection of the non-stationarity null hypothesis, 

Table 1   Descriptive statistics of the final sample

Mean SD Median Range

Post length 77.46 152.13 42.00 16; 10,388
Profane language (%) 5.54 5.25 4.55 0.00; 87.50
Racial slurs (%) 2.38 2.91 1.67 0.00; 81.82
Sentiment 0.06 0.30 0.05 − 2.25; 2.53
Number of posts per month 6392 2500 6947 1010; 12,376
Post length per month 77.16 8.07 77.08 60.37; 97.48
Extremist posts per month (%) 22.16 3.16 22.65 12.46; 27.79
Extremist language per month 5.71 0.75 5.72 3.60; 7.14
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Dickey–Fuller test statistic = − 1.29, p = 0.872.1 The evaluation metrics in Table  2 
indicate that a structural breakpoint model fits the time series of the number of posts 
per months best. Figure  1 shows that the breakpoint model contains four regime 
shifts with breaks at 11/2003, 10/2005, 10/2007 and 09/2009. The first three regimes 
represent a stepwise escalation of the number of posts until 9408 posts per months in 
09/2009 from where the forum activity drops to 6890 posts per months. Overall, the 
forum activity analysis suggests that activity on the forum increased until it reached 
peak activity for almost 2 years between 10/2007 and 9/2009 and then faded off.

Post length

The ADF tests did not allow for the null hypothesis of non-stationarity, 
Dickey–Fuller statistic = − 2.37, p = 0.423. The breakpoint model fitted the data best 
with structural breaks at 3/2004, 11/2006 and 5/2011 (Table 2). The average post 
length was highest in the regime between 3/2004 and 11/2006 with 85.04 words 
per post and decreased afterwards. The lowest level was reached after 5/2011 until 
the end of the data, with 68.93 words per post (Fig. 2). These findings indicate that 
after the regime increase in 3/2004, the length of the posts consistently declined and 
reached the lowest levels after 5/2011.

Table 2   Model fit indices of the stationary, linear and breakpoint model for each of the four forum-level 
outcome measures

The integer in brackets after the breakpoint model indicates the number of regime shifts in the model. 
The best model fit is highlighted in bold
AIC Akaike’s information criterion, BIC Bayesian information criterion, MEA mean absolute error, 
RMSE root mean square error

Outcome measure Model Evaluation metric

AIC BIC MAE RMSE

Forum activity (number of posts) Stationary model 2923.86 2929.99 1916.17 2492.72
Linear model 2872.21 2881.40 1745.13 2103.49
Breakpoint model (4) 2669.76 2688.13 838.49 1087.54

Number of words per post Stationary model 1111.20 1117.33 6.72 8.04
Linear model 1080.83 1090.01 5.82 7.26
Breakpoint model (3) 987.26 1002.57 4.10 5.33

Proportion posts with extremist 
language

Stationary model − 640.15 − 634.02 0.0237 0.0315
Linear model − 731.20 − 722.01 0.0194 0.0234
Breakpoint model (4) − 935.28 − 916.90 0.0095 0.0121

Average extremist language score per 
post

Stationary model 361.49 367.62 0.6343 0.7500
Linear model 363.42 372.61 0.6332 0.7499
Breakpoint model (2) 196.44 208.69 0.3313 0.4393

1  All ADF tests were calculated with the default lag-order = 5 of the tseries R package. The conclusions 
about the rejection of the null hypothesis do were not affected by the lag-orders.
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Fig. 1   Forum activity (in thousand posts) per month. Top: the observed data (grey) and the breakpoint 
model (blue) with structural breaks indicated by the dashed line. The red areas represent the 95% confi-
dence interval of the breakpoints. Bottom: the standardised residuals (z scores) of the breakpoint, linear 
and stationary model

Fig. 2   Words per post per month. Top: the observed data (grey) and the breakpoint model (blue) with 
structural breaks indicated by the dashed line. The red areas represent the 95% confidence interval of the 
breakpoints. Bottom: the standardised residuals (z scores) of the breakpoint, linear and stationary model
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Proportion of extremist posts

There was no evidence in favour of a stationary model, Dickey–Fuller statis-
tic = − 1.79, p = 0.663, and fit indices (Table 2) suggests a breakpoint model with 
four structural regime shifts at 1/2004 (increase from 16.08 to 21.13%), 1/2006 
(increase to 23.37%), 6/2009 (increase to 25.65%), and 5/2011 (decrease to 
23.18%). In the forum at its peak for the 2 years between 6/2009 and 5/2011, more 
than one-fourth of all posts met our definition of extremist (Fig. 3). Although the 
last regime shift was a decrease, the overall proportion of extremist posts was 
still high at 23.18%. Overall, the number of potentially extremist content posts 
remained high compared to the forum’s early years.

Intensity of extremist language

For the continuous measurement of extreme language, we cannot reject the non-
stationarity null hypothesis, Dickey–Fuller statistic = − 1.91, p = 0.616. The 
breakpoint model with a regime shift at 3/2004 (increase) and 5/2011 (decrease) 
outperformed the stationary and linear models and indicated a plateau in the 
intensity of extremist language for more than 7 years between 3/2004 and 5/2011 
(Fig. 4). After 5/2011, the extremist language intensity decreased to a level com-
parable to the forum’s early period (1/2002 to 3/2004).

Fig. 3   The proportion of extremist posts per month. Top: the observed data (grey) and the breakpoint 
model (blue) with structural breaks indicated by the dashed line. The red areas represent the 95% confi-
dence interval of the breakpoints. Bottom: the standardised residuals (z scores) of the breakpoint, linear 
and stationary model
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User‑level analysis

We assessed whether a select number of users dominated forum activity and the num-
ber of extremist posts. If there were no concentration of the overall number of posts, 
we would expect that the cumulative percentage of users is similar to the cumulative 
percentage of posts. For example, a non-concentrated pattern would indicate that 5% 
(20%, 60%) of the users are responsible for 5% (20%, 60%) of the posts. A measure to 
quantify “inequality” in the forum contributions is the Gini coefficient (see [31], see 
Appendix 1 for Lorenz curves). The Gini coefficient expresses the degree of inequality 
as a single number between 0 (perfect equality) and 1 (perfect inequality).

The Gini coefficient was 0.85 (99% CI 0.85; 0.86) for the overall number of 
posts and 0.90 (99% CI 0.89; 0.91) for the number of extremist posts. The most 
active 10% of the forum users accounted for 80.31% of the overall posts, and the 
most active 20% for 89.91% of all posts. The high degree of concentration on a few 
“super users” led us to explore whether the forum engagement of super users pro-
gressed in a different temporal manner than the forum engagement of normal users.

User segmentation: We compared the most super forum users defined as those 
with the number of posts in the 99th percentile (min. 398 posts, n = 417, accounting 
for 38.87% of the overall posts) with the remaining of users (n = 41,077, accounting 
for 61.13% of the posts).

User-level differences: To test whether the super forum users differed from the 
normal users on the variables reported in Table 1, we conducted independent t tests 
and report the sample size-standardised effect size Hedges’ g with its 95% confi-
dence intervals. Super forum users’ posts were significantly longer than those of 
normal users (g = − 0.09), contained more profane language (g = − 0.10), and a less 

Fig. 4   The degree of extremist language over time per month. Top: the observed data (grey) and the 
breakpoint model (blue) with structural breaks indicated by the dashed line. The red areas represent the 
95% confidence interval of the breakpoints. Bottom: the standardised residuals (z scores) of the break-
point, linear and stationary model
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positive sentiment (g = 0.14, see Table 3). Moreover, the super users had a higher 
rate of extremist language posts (g =− 0.12) and a higher intensity in extremist lan-
guage (g = − 0.11). These findings suggest that the users who engaged most with the 
forum also—on average—used more extreme language.

We also examined how the user levels differed on temporal variables on the 
forum.2 Super users’ first posts dated back significantly longer than those of the 
normal users. On average, the days since their first post was considerably higher in 
super users than in normal users (g = − 0.43). Super users were active for a much 
longer period of time than normal users—almost eight times as long—measured as 
the number of days between their first and last post on the forum in the current data-
set (g = − 3.01).

Trajectory extraction: The individual temporal trajectories for the posts made 
on the forum per user were obtained by standardising the temporal progression 
to a scale from 1 to 100, and by applying a discrete cosine transformation to the 
post frequency scores [25, 26, 33].3 The forum engagement was scaled to a score 
ranging from 0 (minimal forum engagement) to 1 (maximal forum engagement). 
This allowed us to extract one temporal progression profile for each user that is 
comparable with all others in a relative sense: for each user, their lowest engage-
ment was scored as 0 and their highest engagement with 1. Figure 5 shows the 
averaged temporal trajectories for the users in the 99th percentile (right) and the 
rest (left). We fitted stationary, linear and breakpoint models to the data. For both 

Table 3   Means (SDs) for super users and normal users with test statistics

The Hedges’ g effect size denotes small (g < 0.20), moderate (g < 0.50) and large (g < 0.80) effects [32]. 
Negative effect sizes indicate that the variable was more prevalent in super forum users than normal 
forum users

Normal forum users Super forum users p value Hedges’ g (95% CI)

Post length 71.34 (139.67) 87.03 (169.28) < 0.001 − 0.09 [− 0.19; 0.00]
Profane language (%) 5.34 (5.21) 5.87 (5.29) < 0.001 − 0.10 [− 0.20; 0.00]
Racial slurs (%) 2.39 (2.94) 2.38 (2.88) 0.091 0.00 [− 0.09; 0.10]
Sentiment 0.08 (0.30) 0.04 (0.29) < 0.001 0.14 [0.04; 0.23]
Extremist posts per month 

(%)
21.10 (40.80) 26.16 (43.95) < 0.001 − 0.12 [− 0.21; − 0.02]

Extremist language per 
month

5.25 (10.37) 6.81 (13.76) < 0.001 − 0.11 [− 0.21; − 0.02]

Mean age of oldest post 
(days)

2407.35 (1276.23) 2961.73 (1110.90) < 0.001 − 0.43 [− 0.53; − 0.34]

Mean activity range (days) 273.30 (605.42) 2119.72 (1192.23) < 0.001 − 3.01 [− 3.12; 2.91]

2  We thank an anonymous reviewer for his/her suggestion to look at this aspect.
3  We used a low-pass filter size of 20. Note that the low-pass filter required a sufficient number of obser-
vations per user (here: months with at least one post). Users with fewer than 24 months of posts were, 
therefore, excluded from the analysis.
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user groups, the ADF test did not allow for the rejection of the stationarity null 
hypothesis, and the breakpoint models achieved the best model fit.4

The trajectory plots suggest that, in contrast to the “super  users” (highest 
1%), the regular users’ forum engagement, on average, decreased over time with 
three breakpoints (for user-level trajectories of the number of extremist posts, see 
Appendix 2). Contrary to the forum-level analyses, the breakpoints can only be 
dated relative to each user’s time on the forum. The breakpoints correspond to 
31%, 68% and 85% of the users’ temporal progression on the forum. Put differ-
ently, on average, the users started with a high forum engagement followed by 
two decreases roughly after one-third and two-thirds of their time on the forum. 
The decreases at 68% and 85% show marked drops in forum engagement. Overall, 
the left plot suggests that for regular users, the initial, relatively high posting fre-
quency, quickly faded and decreased in three successive steps.

For the super users, we observe a marked increase after 15% of the users’ tem-
poral progression, which lasts until 32%. From then onwards, we observe three 
successive structural decreases. These findings indicate that, aside from their 
overall post frequency, super  users differ, above all, from normal users by dis-
playing an increase in the first third of the temporal progression of forum activity. 
Interestingly, both user profiles show an evident decrease in forum engagement as 
the user progresses on the forum. Note that the decreases of forum engagement do 
not necessarily imply the disengagement of the user. What the two plots in Fig. 5 
suggest is that both user groups—on average—reach their lowest forum activity 

Fig. 5   Averaged temporal trajectory shapes of forum engagement (grey) and the best fitting breakpoint 
model (blue). Left: normal users with a post count lower than 398 (< 99th percentile). Right: super users 
with a post count higher than 398 (99th percentile)

4  Normal users: Dickey–Fuller statistic = − 2.62, p = 0.32. Superusers: Dickey–Fuller statistic = − 0.14, 
p = 0.99.
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towards the end of the range of the available  dataset. While this is roughly in 
line with the trend for the whole forum (Fig. 1), it is possible that some users re-
engaged after a decrease in activity.

Discussion

This investigation sought to understand the temporal evolution of language on a niche 
internet forum. Specifically, this paper tested whether potentially extremist language 
develops in a linear fashion or in discrete structural breaks. We examined both the 
engagement with the forum and the use of language on the forum. As a whole, the time-
series analysis suggests that structural break models better capture temporal develop-
ment than stationary or linear change models. The number of posts made on the forum 
increased until Sept. 2009 and then declined. Similarly, the average post length reached 
a peak between March 2004 and Nov. 2006 but declined as time progressed. These two 
engagement measures suggest that the general interest, as evidenced by actual activity 
on the forum, declined towards the end of the data’s time range.

In contrast, the proportion of potentially extremist posts increased in three steps 
until its highest rate around May 2011, where more than one in four posts were consid-
ered potentially extremist. Although there was a decrease afterwards, the proportion 
remained high. Here, the analysis indicates that Stormfront became more extreme in 
its language and did so in a stepwise manner. Likewise, the intensity of potentially 
extremist language occurred in an increase–decrease pattern with a broad plateau of 
more than seven years until May 2011, after which it approached its normal level.

Taken together, our results allow for two main conclusions about the temporal 
evolution of the whole forum. First, the forum activity, as well as the presence of 
potentially extremist language, tended to develop in discrete steps rather than as a 
continuous linear change. For all outcome measures, a model with structural break-
points captured the temporal dynamics of the data better than a simple linear model. 
Second, the findings suggest that the right-wing forum Stormfront did not become 
more extreme in language use as time progressed. We observe a decline on all out-
come measures after early summer of 2011—none of the outcome measures dis-
played an increase after that period, challenging the view that the forum attracted 
more user activity, more user engagement, or more potentially extremist posts. This 
finding stands in stark contrast with previous work on right-wing extremist online 
spaces [18] and propaganda [34], where steadily increasing participation [18] and 
negative language [34] were found over time, potentially indicative of polarisation 
or radicalisation.

Interpreting the change points

Since breakpoint models were the best fit for both forum engagement and extrem-
ist language, this raises the question whether specific events at the time of each 
breakpoint gave rise to an increase or decrease in the trajectories. For instance, 
post-May 2011, the study observes a decrease in extreme language on Stormfront. 
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In that month, various major events took place, such as the killing of Osama Bin 
Laden [35]. However, since the current approach made use of aggregate engagement 
and language data, we are unable to draw conclusions on whether specific events 
affected changes in temporal development. Future in-depth examinations of forum 
content may reveal whether specific historical events attracted much attention on 
the forum, after which potential hypotheses can be formed about whether the event 
impacted forum behaviour.

Superusers versus normal users

There was clear evidence of concentration of forum activity on a few “super” users akin 
to the Pareto principle (20/80 rule). A mere 10% of users were responsible for more 
than 80% of the posts, and 20% of the users accounted for almost 90% of the posts. A 
comparison of the relative temporal trajectories of the individual users’ post frequency 
between super  users and regular users led to four core conclusions. First, similar to 
the forum-wide analysis, structural breakpoint models explained the temporal devel-
opment better than stationary or linear models. Second, both user types reached their 
relative maximum number of posts early within the first 25% of their forum activity. 
This finding relates to previous work on radical posting behaviour on a Canadian right-
wing forum [18], where the frequency of anti-Semitic, anti-black, and anti-LGBTQ 
posts tended to tail off after the first 19 months of forum activity (12% of a total of 
160 months in the dataset). It must, however, be noted that posting behaviour did con-
sider not only the number of posts, but also negative language use in the posts [18].

Third, both user types reached their relative minimum forum activity towards the 
end of their time on the forum (within the temporal constraints of the current data 
set). Potentially, the latter might be a consequence of users’ disengagement from 
with the forum before they ceased to contribute actively altogether. In many ways, 
the decreasing pattern observed in this study mirrors research on disengagement 
from real-world extremist settings. It is a gradual process punctuated by different 
key catalytic events [36]. Future analyses might identify whether similar push (such 
as disagreement with violence, disillusionment, and/or fear of confinement) and pull 
factors (such as changes in personal circumstances, social relationships, and compet-
ing obligations) similarly spark disengagement from virtual extremist settings [37].

Fourth, normal users started with a structural regime at their peak of post fre-
quency and then disengaged in three successive regime decreases. Super users, on 
the other hand, displayed a marked increase of almost 30 percentage points after 
15% of their time on the forum. That is, their posting behaviour changed to a peak 
activity level after an initial, more moderate posting frequency. A possible explana-
tion of that pattern is that the super users initially explored the forum more passively 
and then rapidly started posting at a high rate. However, the peak posting frequency 
lasted only briefly and was followed by two moderate decreases and one marked 
decrease at around 85% of their time on the forum. Possibly the peak frequency was 
challenging to maintain, faded off to a lesser albeit still relatively high rate and then 
wholly dissipated before the user disengaged from active forum participation.
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Statistical testing revealed that super users wrote longer posts, resorted to more 
profanity, used more negative sentiment and had a higher rate and intensity of 
extremist language. Albeit with a small absolute effect size, these findings hint at 
an overlap between those who engage extensively with the forum by posting often 
and those who account for the majority of extremist language. Indeed, 85.13% of 
the super users were also in the 99th percentile of the users with the most extrem-
ist posts. Here, it would be interesting to replicate findings from Shrestha et al. [14] 
on the identification of radical users by the use of jargon and highly contextualised 
language on a right-wing forum. Finally, the super users were active contributors to 
the forum well before the normal users and had a forum activity span of almost eight 
times that of the normal users. Further examinations could shed light on whether the 
forum user age plays a role in the use and adoption of extremist language.

Limitations and future directions

While the current investigation provided a first look and quantitative analysis at the 
temporal dynamics of an online forum, several limitations are worth discussing.

First, the sample studied here is only one of many niche internet forums (for 
others, see [5, 14, 18]). Thus, absent any cross-forum examination of the temporal 
dynamics, our findings cannot be generalised to other forums or even other right-
wing forums. Future research could look at whether user engagement and the use 
of language follow similar patterns across platforms and political orientation. Simi-
larly, the findings reported here should be strictly interpreted within the constraints 
of the dataset and its temporal range (ending in Feb. 2015). Since the end of the 
dataset, more temporal shifts might have happened and more users could have dis-
engaged from the forum and new members could have started with actively partici-
pating in the forum. For example, since 2015, some users who in our analysis dis-
engaged, could have re-engaged, and some users of are not identified as disengagers 
until 2015 could have done so in the succeeding years.

Second, as with most attempts measuring linguistic constructs, our operationaliza-
tion of “potentially extremist language” is just one of many possible operationaliza-
tions. Ideally, as a research community, agreement about the operationalizations of 
constructs relevant to the study of extremist language can be found (e.g., similar to the 
LIWC software used in psycholinguistics). Equally, a challenge for related research is 
the potential language adaptation of the forum users. Some studies suggest that some 
Stormfront users deliberately choose a moderate racist terminology to resonate with 
wider audiences [38], while others suggest a gatekeeper function of Stormfront forum 
moderators (i.e. in preventing access of those who might threaten the unity of the 
forum, [39]). Interestingly, such a language adaptation could possibly underlie the 
broad plateau that we find for the intensity of potentially extremist language: possi-
bly, the forum managed to contain the language in a manner that allowed the website 
to stay online despite the often racial and nationalist tone.

Third, we did not examine the content of the posts in-depth. Especially for vague 
concepts such as extremist language, the actual content might sketch a more nuanced 
picture of the forum dynamics. A possible consequence is that our rule-based 
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operationalization of extreme language did not capture extremist content that we 
might have been able to find with a more content-specific approach. Future work 
could, therefore, look at the actual content (e.g. frequently used ngrams) and the 
development of topics over the course of the forum to add a dimension of analysis 
that could both assess the usefulness of the operationalization and offer insights into 
the content of the posts (e.g. what are the users talking about and how). Moreover, 
we excluded posts shorter than 15 words to avoid that short posts or single-phrase 
comments to avoid that our operationalization of extremist language is inflated by 
short expressions of extremist language and to ensure such an inflation is not perpet-
uated to the trajectory extraction (the analyses in Appendix 3 show that the findings 
do not change if the whole dataset is used).

Fourth, the user-level analysis presented  here could be expanded to anticipate 
the trajectories of users (or the whole forum). An avenue for future research could 
be to explore how and whether the progression through a forum’s life span can be 
forecasted and whether phase transitions could be predicted. The discrete nature of 
the temporal sequence suggested by our analysis could further allow for forecasting 
not only of the progression but also of the occurrence of critical phase transitions to 
more extreme regimes. Ultimately, this could help in mitigating the trade-off between 
allowing free speech and preventing hate speech online because the passing of criti-
cal thresholds could be predicted. This would allow policymakers to make transpar-
ent, evidence-based decisions concerning risk management on such online spaces.

Conclusions

The analysis of forum engagement and the presence of extremist language revealed 
that a discrete, stepwise pattern more likely underpins the temporal evolution of the 
right-wing forum Stormfront. Within the temporal constraints of the data available, 
this work found that the forum rhetoric did not become more aggressive over time. 
With future work on the quantitative analysis of forum evolution, potential escala-
tions could be anticipated and mitigation efforts could be formulated.
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Appendix 1

See Fig. 6.

Appendix 2

See Fig. 7.

Fig. 6   Lorenz curve for the number of overall posts on the forum (left) and the number of extremist posts 
(right)

Fig. 7   Averaged temporal trajectory shapes of extremist posts. Left: users with an extremist post count 
lower than 93 (< 99th percentile). Right: users with a post count higher than 93 (99th percentile)
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Appendix 3

The decision to remove posts shorter than 15 words after stop word removal was 
made to avoid the inclusion of too short posts that add little to the phenomenon 
under study.

Since the effects of that decision on the outcomes are not known, we re-ran the 
core analyses of the current paper on the full dataset. We removed all posts that 
were shorter than one word (i.e. either were empty or did not contain at least one 
non-stop word, n = 15,187). That sample consisted of 1,654,513 posts. Table  4 

Table 4   Descriptive statistics for all posts with at least one word

Mean SD Median Range

Post length 50.41 123.69 22.00 1; 10,388
Profane language (%) 5.37 7.72 3.08 0.00; 100.00
Racial slurs (%) 2.52 5.19 0.00 0.00; 100.00
Sentiment 0.08 0.37 0.04 − 2.25; 2.53
Number of posts per month 10,451 4215 11,216 1473; 20,916
Post length per month 50.41 123.69 22.00 1; 10,338
Extremist posts per month (%) 15.05 2.12 15.22 7.99; 19.24
Extremist language per month 3.72 0.53 3.72 2.18; 5.17

Table 5   Model fit indices of the stationary, linear and breakpoint model for each of the four forum-level 
outcome measures

The integer in brackets after the breakpoint model indicates the number of regime shifts in the model. 
The best model fit is highlighted in bold
AIC Akaike’s information criterion, BIC Bayesian information criterion, MEA mean absolute error, 
RMSE root mean square error

Outcome measure Model Evaluation metric

AIC BIC MAE RMSE

Forum activity (number of posts) Stationary model 3088.85 3094.98 3207.95 4201.70
Linear model 3029.02 3038.39 2821.48 3456.99
Breakpoint model (5) 2814.08 2835.25 1278.11 1706.29

Number of words per post Stationary model 1045.71 1051.84 5.37 6.54
Linear model 994.55 1003.74 4.38 5.53
Breakpoint model (4) 917.95 936.32 3.24 4.25

Proportion posts with extremist 
language

Stationary model − 766.05 − 759.92 0.0260 0.0212
Linear model − 834.57 − 825.38 0.0139 0.0169
Breakpoint model (4) − 1013.08 − 994.71 0.0073 0.0094

Average extremist language score 
per post

Stationary model 253.29 259.42 0.4483 0.5326
Linear model 252.95 262.14 0.4357 0.5286
Breakpoint model (3) 115.50 130.81 0.2510 0.3379
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shows that the descriptive statistics are in line with those of the sample after 
removal of short posts (except for the variables related to the absolute length of 
the posts).

Table 5 shows that the key conclusions about the nature of the evolution of the 
forum engagement and the use of language are consistent with the analyses run 
on the sample used in the main analysis.
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