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Abstract 

Proteins are vital components of living systems. They play many different roles, including 

serving as building blocks, molecular machines, enzymes, receptors, ion channels, sensors, 

transporters, and protein–protein interactions (PPIs) are a key part of their function. There are 

more than 645,000 reported disease-relevant PPIs in the human interactome but drugs have 

been developed for only 2% of these targets. The advances in PPI-focused drug discovery 

are highly dependent on the availability of structural data and accurate computational tools for 

analysis of this data. Quantum mechanical approaches are often too expensive 

computationally, but the fragment molecular orbital (FMO) method offers an excellent solution 

that combines accuracy, speed and the ability to reveal key interactions that would otherwise 

be hard to detect. FMO provides essential information for PPI drug discovery, namely 

identification of key interactions formed between residues of two proteins, including their 

strength (in kcal/mol) and their chemical nature (electrostatic or hydrophobic). In this chapter, 

we have demonstrated how three different FMO-based approaches (pair interaction energy 

analysis (PIE-analysis), subsystem analysis (SA) and analysis of protein residue networks 

(PRN)) have been applied to study PPI in three protein-protein complexes. 
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1. Introduction 

 

1.1. Living organisms rely on the specific recognition of pairs of proteins in practically every 

biological process [1-3], hence, the importance of understanding molecular 

recognition and analysis of protein-protein interactions (PPIs) cannot be overstated. 

Analyses of experimentally determined structures indicate that intermolecular 

recognition is facilitated by a myriad of noncovalent interactions that, together, 

promote specificity at different levels.  

 

1.2. There are more than 645,000 reported disease-relevant PPIs in the human 

interactome [4]. However, only 2% of these had been targeted with drugs by 2011. 

Most of the remaining disease relevant PPIs in protein complexes, such as 

transcription factors and many other signalling proteins, have been widely considered 

‘undruggable’ and remain elusive, underexplored and yet to be fully understood [4-6]. 

Modulating disease-relevant protein-protein interactions using small-molecule 

inhibitors remains a challenging task owing to their highly dynamic and expansive 

interfacial areas (flat, featureless and relatively large). However, advances in PPI-

focused drug discovery technology have been reported and a few drugs are already 

on the market, with some potential drug-like candidates already in clinical trials [7].  

 

1.3. Technological progress has played a central role in the identification of small-molecule 

modulators of PPIs that have to date reached clinical production [7]. The use of 

structural biology to determine ‘hotspots’ in PPIs’ binding interfaces has been an 

important strategy in discovering small-molecule modulators [4, 5]. Despite the large 

sizes of PPI interfaces, only a small subset of amino acid residues that comprise the 

hotspot contributes most of the binding free energy. These ‘hotspot’ regions are 

potential targets for drug discovery [4]. An experimental way of identifying these 

hotspots in PPIs has been the combination of alanine-scanning mutagenesis and X-
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ray crystallography [8]. However even with the availability of high-resolution crystal 

structures, “visual inspection” and the force field-based molecular mechanics (MM) 

calculations typically used for structural exploration cannot explain the full complexity 

of the intramolecular interactions [9]. Recently, several notable reports have been 

published [9-12] that emphasize the crucial role of ‘underappreciated’ or non-obvious 

intramolecular interactions involved in biomolecular recognition. These interactions 

include CH/[13, 14], halogen/[15], cation/[16] and non-classical hydrogen bonds 

[17], features that are often not properly parameterized in the currently available force 

fields (FF) [11].  Furthermore, hydrophobic interactions, vital for receptor stability[18], 

still have no reliable non-QM predictive method for their quantification [9, 19].  

 

1.1. Quantum mechanical (QM) methods have always been considered to be a reliable 

approach for the exploration of molecular interactions.[20, 21] However, despite their 

many advantages, traditional QM approaches are generally not feasible for large 

biological systems like GPCRs, due to their high computational cost [22]. We therefore 

have employed the fragment molecular orbital (FMO) QM approach [14, 21, 23, 24] in 

the current study.  

 

1.2. The fragment molecular orbital method [14, 21, 23] offers a considerable 

computational speed-up over traditional QM methods [25].  By performing QM 

calculations on fragments, one can make the computational cost scaling with respect 

to system size nearly linear. 

 

1.3. A specific advantage of FMO is that it provides a quantitative breakdown of the 

interactions formed between pairs of fragments (residues), including their strength (in 

kcal/mol) and chemical nature (electrostatic or hydrophobic) [14]. FMO offers an 
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excellent solution that combines accuracy, speed and the ability to reveal key 

interactions that would be hard to detect otherwise [24]. 

 

1.4. The pair interaction energy (PIE, see Method section 2.1) between any two fragments 

calculated by FMO can be expressed as the sum of several energy terms such as 

electrostatic, exchange-repulsion, charge transfer, dispersion, and solvent screening 

accomplished in the pair interaction energy decomposition analysis (PIEDA) [26, 27]. 

The electrostatic and charge transfer terms are predominant in salt-bridge, hydrogen 

bond and polar interactions, whilst the dispersion term generally corresponds to 

interactions which are predominantly hydrophobic in nature. A strong electrostatic 

interaction is compensated for by the solvent screening, so that the sum of these two 

terms is often comparable to the dispersion interaction. The role of hydrophobic 

interactions is integral for biomolecular recognition but there is still no reliable 

predictive method for its quantification [9].  The exchange-repulsion term is a non-

electrostatic QM term which quantifies the Pauli repulsion between electrons [22]. 

FMO is an extensively validated method for the structural exploration [28] of large 

biological systems.  

 

1.5. As described in the literature [29] and as can be observed from Figure 1, protein 

interfaces are characterized by complementarity of the shape and the chemical 

character of the interacting surfaces. FMO provides detail analysis of the interactions 

formed by the residues located on these interfaces.  

  

1.6. In this chapter, we demonstrate how FMO can be applied to characterise the strength 

and chemical nature of protein-protein interactions. We applied three different FMO-

based approaches (pair interaction energy analysis (PIE-analysis), subsystem 

analysis (SA) and analysis of protein residue networks (PRN))  to explore PPIs 
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between 3 protein complexes (Figure 1): Trypisin/Inhibitor (PDB code 1AVW [30]), 

Barnase/Barstar (PDB code 1BRS [31]) and Subtilisin/Eglin-C (PDB code 2SEC [32]).  

 

<Figure 1a here> 

<Figure 1b here> 

<Figure 1c here> 

 

Figure 1. Overall architecture of the three tested systems: for trypsin-soy-bean inhibitor (PDB 

code 1AVW [30]) (A), barnase-barstar (PDB code 1BRS [31]) (B) and subtilisin/eglin-C (PDB 

code 2SEC [32]) (C). Left side: overall architecture of the protein-protein complex when 

structure of each protein represented as transparent complexes and its backbone as a ribbon. 

Right side: section through the protein’s surfaces illustrating interface shape complementarity. 

 

2.0 Methods  

 

2.1 Pair interaction energy analysis (PIE-analysis) 

 

2.1.1 For analysis of PPI, we used FMO as implemented [33] in the general 

atomic and molecular electronic structure system (GAMESS) [34]. In 

FMO calculations, a large biological system is partitioned into fragments 

[14, 21]. Each residue is a fragment, and the interaction energies can 

be sorted out so that they correspond to actual amino acid residues, not 

to residue fragments. The detailed description of the FMO methodology 

can be found in chapter 4 of this book and in the other published reports 

[14, 21, 26]. To speed up the PPI calculations we truncated the proteins 
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to retain only residues located on protein-protein interface using 

‘Contacts’ module of MOE v.2018.01 (Computational chemistry group). 

Only those residues of one protein positioned within a radius of ≤ 4.5 Å 

from a residues of the second protein were defined as interface 

residues and included in our calculations. 

 

2.1.2 We used the MP2 method (second order Møller-Plesset perturbation 

theory [35]) with the 6-31G* basis set as a compromise between speed 

and accuracy. To describe solvent, the conductor polarizable 

continuum solvent model (C-PCM) was used [36].  

 

2.1.3 In PIEDA/MP2, the pair interaction energy IJE  or PIE between two 

fragments I and J is divided into the electrostatic (ES), exchange-

repulsion (EX), charge transfer and mix terms (CT+mix), dispersion and 

remainder correlation (DI+RC) and solvent screening (SOLV) [27][37] 

as shown in Equation 1: 

 
SOLVRCDImixCTEXES

IJIJIJIJIJIJ EEEEEE  

 (1)
 

 

2.1.4 From these components one can define the pair interaction character 

(PIC) describing the chemical nature of a given interaction. In this work, 

PIC is defined differentiating between electrostatics and dispersion as:  

 

RCDISOLVES

SOLVES






IJIJIJ

IJIJ

IJ
EEE

EE
f   (2) 
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2.1.5 Because RCDI IJE  is usually dominated by dispersion, 
IJf  is equal to 1 

and 0 for purely electrostatic and dispersive interactions, respectively. 

The remaining two components, mixCTEX  IJIJ EE , describing 

exchange-repulsion and charge transfer, typically have an opposite 

sign, and partially cancel each other [26], although the sum may still be 

substantial for very short contacts, representing the important non-

electrostatic physical effect of short-distance repulsion. Here, for the 

sake of differentiating between electrostatics and dispersion, the two 

terms mixCTEX  IJIJ EE  were not considered in the definition of PIC. 

 

2.1.6 These PIE maps in Figure 2 were made automatically using a Python 

script developed in this work. This functionality will be included into 

future releases of the ProGA (Protein Graph Analyser) package Protein 

Graph Analyser since 2016. Freely available upon e-mail request at 

sladek.vladimir@savba.sk]. This toolkit is intended for the analysis of 

protein residue networks based on distances or pair interaction 

energies. Based on previous reports [14], we considered any interaction 

with an absolute PIE ≥3.0 kcal/mol to be significant [24]. 

 

2.2 Subsystem analysis (SA) 

 

2.2.1 To analyse the binding directly, the subsystem analysis [38] was 

applied to the same truncated models as in the analysis of PIEs. It 

provides a complete integrated picture, in which interaction energies 

are added to the desolvation penalty, protein polarization energy and 

deformation energy. In this work, the repulsive deformation energy 

describing the energy cost of deforming isolated protein structures 

file://///comp_chem_home/aheifetz/GPCRs/Paper-Writing-GPCR/QM-book/Chapters-in-preparation/Chapter13-Analysis-protein-protein-interactions-with-FMO/4/sladek.vladimir@savba.sk
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during the complex formation was not considered. The binding energies 

in solution E  in SA are divided into fragment contributions as: 

 

      



2protein 

1

bind
1protein 

1

bind2protein 1protein complex
I

I

I

I EEEEEE

 (3)

 

 

2.2.2 Here, 
bind

IE  includes a sum over J of fragment-fragment interaction 

energies IJE  between the two proteins (divided by 2 to avoid double 

counting), and partial fragment energies. The latter incorporates the 

effect of the mutual polarization (of one protein by another) and 

desolvation (the loss of the solute-solvent energy because of the 

complexation). The effect of the intra-protein charge transfer is included 

in the partial fragment energies, whereas the effect of the inter-protein 

charge transfer is incorporated in inter-protein IJE . Further details can 

be found in chapter 4 of this book. 

 

2.3 Analysis of protein residue networks (PRN) 

 

2.3.1 The interface picture described above is an important but simplified 

model of PPI. For a more comprehensive analysis one has to consider 

whole proteins. In doing so, it is very useful to use the topological 

analysis of protein residue networks. 

 

2.3.2 Protein-protein interactions are not limited to interfaces. In reality, 

proteins and protein-protein complexes are dynamic systems 

undergoing constant small conformational fluctuations. The formation 

of a protein-protein complex is usually a multistep process. It is often 



10 
 

the case that the initial binding area is relatively small and will not be 

identical to the binding hotspot as identified in the final complex. In 

contrast, upon initial binding some conformational, potentially long-

reaching allosteric, changes are likely to take place. These, together 

with the mutual attraction cause a desolvatation of the binding hotspots 

and the arrangement of the interacting proteins into the final binding 

pose. One can think of these conformational changes as an initially 

localised structural (and energetic) perturbation that is subsequently 

propagated throughout the protein.  

 

2.3.3 The formation of a protein-protein complex can be facilitated if certain 

domains containing the final binding hotspot residues are pre-oriented 

to fit the surface of the binding partner. It is shown below that ‘hubs’ are 

responsible for this local stability. This process involves whole proteins 

and not just the final interface, hence, hub identification should also take 

into account all PIEs within the proteins. 

  

2.3.4 Protein residue networks (PRN) are a relatively new topic. In 1999, 

Kannan and Vishveshwara [39] developed an approach for identifying 

side-chain clusters in proteins by graph spectral methods. Since then 

the network theoretic analysis was applied to PRNs mainly for 

identification of important residues [40]. In the past, distance-based 

PRNs (D-PRN) were predominantly used, and the use of pair interaction 

energy (PIE) as a criterion for elucidating the residue contact is a 

relatively recent phenomenon [41]. The studies of PRN topology and 

related properties of proteins that have been conducted both for 

particular cases and generalised for proteins as a class of molecules 

[42] have focused primarily on D-PRN models.  
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2.3.5 Recently, a detailed analysis of PIE-based networks, PIE-PRN, was 

recently developed [43]. It was shown that the topology of these energy-

based PRNs is in some regards quite different to that obtained from the 

distance-based D-PRN, particularly in regard to the small-world 

character of the network.  

 

2.3.6 Global and/or local efficiencies do not reveal anything about the hubs 

in the PRN. In contrast, the efficiency centrality, a parameter quantifying 

the contribution of each residue to the global efficiency, has been found 

to be useful for identification of hubs that maintain the tertiary structure 

of the protein [44, 45].  

 

2.3.7 In this chapter PIE-PRN is used to demonstrate that not only are 

residues in direct contact with another protein at the interface important, 

but also that residues embedded deeper within the protein may be 

crucial for quantifying PPI. 

 

2.3.8 In PIE-PRN one building block of the network (usually called node or 

vertex) corresponds to one fragment as defined in the FMO calculation. 

Hence, the PIEs IJE  form FMO define the relationship (i.e. the 

connection) of the residues I and J. The total interaction energy for 

fragment I is defined as: 





2 1and proteins

1

tot

2

1

J

IJI EE                          (4) 

(where 1/2 is added to avoid double counting). The sum in 
tot

IE  

includes both inter- and intra-protein PIEs, thus the picture offered by 

total PIEs does not necessarily agree with the binding hotspot picture, 
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based on inter-protein PIEs only. In eq 4, index I runs over all residue 

fragments in both proteins (like index J). 

 

2.3.9  As mentioned in paragraph 2.1.6, we used the criterion that the 

absolute PIE between residues is ≥3.0 kcal/mol in order for this 

interaction to be represented in the network. Within a network model of 

the protein it is possible to find a connection between two residues even 

if they do not interact directly with each other. In such a case, the 

connection will include some intermediate residues forming a path.  

2.3.10 If two residues I, J interact directly, then the path length I↔J is one. 

However, if in order to reach residue J from I one has to pass through 

residue K, then the path has length 2 (I↔K↔J). Although I and J do not 

directly interact, but both interact with K.  The distance between two 

residues I, J, called the shortest path length IJd  in network terms, is in 

the PIR-PRN model the sum of all reciprocal values of PIEs of residues 

included in the path. In the above example, IKE  and KJE . The FMO 

results predict whether residues I and J interact directly. The network 

model predicts whether there is possible long-range, or allosteric, 

interaction/influence between the protein residues I and J. 

 

2.3.11 It is useful to have a measure of how well a network is internally 

connected. The definition of the global efficiency by Latora and 

Marchiori [46] fits this purpose.  

 

11
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G IJ
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Herein N   is the number of residues in the network. The global 

efficiency is usually normalised between zero and one and it quantifies 

how efficiently messages can pass through the network. The closer the 

number is to one, the more efficient is the communication across the 

network. In other words, the protein or PPI complex is more prone to 

allosteric effects. 

 

2.3.12 Additionally, one can define the local efficiency locE . This metric reveals 

to what extent the system is fault tolerant or, in other words, resilient to 

removal of residue interactions. Consider for each residue I a subset of 

the network consisting only of the direct contacts J of the I-th residue 

(i.e. only those residues, to which I has the path length equal to one, 

hence I is not in the subset.). The efficiencies for these subsets IE , 

allow the definition of the local efficiency of the whole network locE . IE

is calculated via equation 5, where one uses N equal to the number of 

residues in the subset. 

 

loc

1
I

I

E E
N

         (6) 

 

PIE-PRN networks with larger local efficiency values are more fault 

tolerant to local residue removal. One can think of this as either a 

deletion of a residue from the sequence or its replacement (by e.g 

mutation) by a residue that has different interactions. 

 

2.3.13 A small world network is usually used as a term describing a network in 

which paths between any random pair of I and J do not include many 
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intermediate connections. In other words, the paths are short and the 

distances are small. For the purpose of this work one can anticipate, 

that a PIE-PRN with a large GE   may be considered a small world 

network [44]. 

 

2.3.14 Lastly, the efficiency centrality [45, 46] is defined. This metric 

characterises each residue in the residue network by how much it 

contributes to the small world character of the PIE-PRN. It can be 

viewed as an index measuring how much the global efficiency changes, 

when the I-th residue is removed from the network ( '

,G IE ), compared to 

the efficiency with all residues included, GE   

'

,eff 1
G I

I

G

E
C

E
          (7) 

Larger values of ffe

IC  indicate that the node is important with respect to 

the global efficiency in the PRN. This metric s used to identify both 

binding hotspots and hubs in PIE-PRN. 
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3.0 Notes 

In this chapter, we demonstrated how three different FMO-based approaches (pair interaction 

energy analysis (PIE-analysis), subsystem analysis (SA) and analysis of protein residue 

networks (PRN))  can be applied to explore PPIs between 3 protein complexes: 

Trypsin/Inhibitor (PDB code 1AVW [30]), Barnase/Barstar (PDB code 1BRS [31]) and 

Subtilisin/Eglin-C (PDB code 2SEC [32]).  

 

3.1 Pair interaction energy analysis (PIE-analysis) 

3.1.1 PIE calculations (see Methods sections 2.1) provided a quantitative 

breakdown of the key interactions formed between residues of two 

proteins, including their strength (in kcal/mol) and chemical nature 

(electrostatic or hydrophobic). Typical raw FMO output as calculated for 

Trypsin/Inhibitor is shown in Table 1   

 

<Table 1 here> 

 

 

3.1.2 The raw data calculated by FMO as demonstrated in Table 1 can be 

converted to convenient PPI maps (see methods section 2.1.6) as 

shown in Figure 2.  

 

<Figure 2a here> 

<Figure 2b here> 

<Figure 2c here> 
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Figure 2. PPI maps derived from FMO calculations for trypsin-soy-bean inhibitor (PDB code 

1AVW [30]) (A), barnase-barstar (PDB code 1BRS [31]) (B) and subtilisin/eglin-C (PDB code 

2SEC [32]) (C) The line between a pair of circles indicates that the interaction energy 

0.3 IJE
 
kcal/mol, and the thickness of the line is proportional to IJE . The lines are 

coloured by their chemical character (PIC): dark blue (hydrophobic, driven by dispersion) and 

red (electrostatics).  The dashed line indicates repulsion ∆𝐸𝐼𝐽 ≥ 3.0 kcal/mol and non-dashed 

line represent attraction ∆𝐸𝐼𝐽 ≤ −3.0 kcal/mol. The residues in the first protein in each complex 

are on the bottom, and those of the second residues are in the top row.  

 

 

3.1.3 FMO detected that the proteins form a large number of interactions with 

each other (Figure 2), with some residues forming more than one 

interaction with residues of the other protein. For example, residue 

ARG563 of Trypsin inhibitor forms 7 interactions with the residues of 

Trypsin (Figure 2A), ASP39 of Barstar forms 3 interactions with the 

residues of Barnase (Figure 2B), and LEU59 of Eglin forms 4 

interactions with residues of Subtilisin, see Figure 2C and Figure 3. 

Such information is essential for structure-based PPI drug design. 

Overall, the above interactions are dominated by electrostatics, 

although a hydrophobic (dispersion) contribution is also noticeable.  

 

3.1.4 FMO also detected that backbone atoms play an important role in those 

PPIs that form a large number of backbone-backbone and backbone-

sidechain interactions. 

 

<Figure 3 here> 
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Figure 3: Example of interaction between Subtilisin and Eglin (PDB code 2SEC [32]) (A) 

Section through the proteins surfaces illustrating interface shape complementarity and four 

interactions formed between Leu59 of Eglin with four residues of Subtilisin. (B) Zoom figure 

when the key interactions detected by FMO shown as green dashed line. 

 

3.2 Subsystem analysis (SA) 

 

3.2.1 Subsystem analysis (SA) was used to analyse the PPI as described in 

Methods section 2.2. The results of this analysis are shown in Table 1. 

The values mean attraction, the top part of the list for each complex 

indicates potential hotspots, such as ASP39 for 1BRS. There is a good 

correlation between hotspots identified by FMO-PIEs in Figure 2, and 

potential hotspots in Table 1. However, the two are not identical; in the 

subsystem analysis large PIEs for charged and polar residues are 

corrected by the addition of partial fragment energies, and the scores 

are also conveniently evaluated fragment-wise. LEU59 in Eglin, for 

instance, has a substantial interaction energy with Subtilisin, however, 

its binding energy is repulsive due to the addition of contributions 

missing in the interaction energy.  

 

<Table 2 here> 

 

3.2.2 In addition to attractive hotspots, there are some repulsive spots, as PPI 

cannot please every residue in each protein, and there are points of 

dissent. ASN62 in 2SEC is an example of an unhappy fragment. There 

is more repulsion found in the binding energies than in the interaction 
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energies due to the desolvation and mutual polarization, both of which 

are usually repulsive when summed over all fragments (although 

individual fragment contributions may be attractive). In the above 

discussion, the protein polarization incorporated into the partial 

fragment energies means the repulsive destabilization component of 

the polarization according to the PIEDA picture, whereas the 

stabilization component of the polarization is a part of PIEs. 

 

3.3 Analysis of protein residue networks (PRN)  

 

3.3.1 As described in Methods section 2.3, one of the interesting properties 

of proteins is that they are adapted to perform relatively fast and precise 

“communication” across their structure, which is utilised in long-range 

conformational adaptations - the so-called allosteric effects. The 

concept of the global and local efficiency introduced by Latora and 

Marchiori [46] is useful in describing how well the protein is adapted to 

such long-range “communications”. The global efficiency  𝐸𝐺 is a value, 

usually normalised to be between zero and one, which tells how 

efficiently messages can pass through the network. The closer the 

number is to one, the more efficient is the communication across the 

network. As an example, in the subtilisin – eglin complex (PDB code 

2SEC [32]) the global efficiency is 0.82GE  , which is a fairly typical 

value for protein residue networks [43]. High global efficiency is 

characteristic for so-called small-world networks. Another typical 

feature is the presence of highly connected nodes, often called hubs, 

which facilitate efficient communication. The local efficiency of the 

network  is a value quantifying the resilience of the network to the loss 
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of its capacity for efficient communication (its global efficiency) if one 

removes the nodes (i.e., the residues). The local efficiency is normally 

defined as one number for the whole network and should be understood 

as some average topological property, i.e. it is not used for identification 

of the hubs. Again, in the subtilisin – eglin complex the value is about 

0.11 (see Methods section 2.3). From this one can deduce that potential 

removal of some residues, could break the ability of the protein for 

allosteric, long-range, communication and/or for formation of PPI 

complexes.  

 

3.3.2 The structure of proteins have characteristic features at several levels: 

the primary amino acid sequence, the secondary structure, including 

helices, loops and sheets which are the key structural units of proteins. 

These secondary structures are stabilised by side-chain interactions. 

Moreover, the relative position of these secondary structure units is also 

governed by side-chain interactions, creating a tertiary structure. 

Residues responsible for maintaining this tertiary structure may be 

considered hubs in the framework of PRN (see Method section 2.3). 

 

3.3.3 The difference between a hub and a hotspot is that a hotspot, in the 

context of PPI, is directly responsible for binding between the two 

proteins. In the binding energy picture, potential hotspots are identified 

based on integrated fragment energies including contributions from all 

residues, not just those at the interface. If PIEs are used as a guide, a 

hotspot is a residue in one of the proteins forming the PP complex 

strongly interacting with, potentially multiple, residues within the other 

protein in the complex. Hence, hotspots describe only immediate 

contacts. On the other hand, the network analysis enables one to 
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identify the hubs, the important central residues which do not 

necessarily mediate the binding. but are indispensable in maintaining 

the stability of the binding hotspot neighbourhood. 

 

3.3.4 To summarise, potential hotspot residues are typically located within a 

secondary structure moiety, e.g. a loop. The position and orientation of 

the loop can be stabilised by a hub. To identify the hubs, the whole 

network of pair interactions both within and between proteins is 

considered (Figure 4). Hubs, therefore, describe residues that can take 

part in the inter-protein energy transfer, but are more responsible for 

intra-protein redistribution of the energy. The hotspot view is simpler as 

it is, in some sense “one-dimensional” (see the row of interactions in 

Figure 2 or values in Table 1). The hub view is “two-dimensional”, as 

demonstrated in Figure 5.  

 

<Figure 4 here> 

 

Figure 4. Structure of the complex of Subtilisin and Eglin (PDB code 2SEC [32]). (A) Eglin is 

in green, Subtilisin is blue. (B) Colour heat map based on the total interaction energy (see 

Method section 2.3, Equation 4) of each residue, 
tot

IE  (some potential hotspots are shown 

in the stick representation). Red and blue colours indicate strong and weak binding, 

respectively. (C) Colour heat maps based on efficiency centraility eff

IC ; red and blue colours 

represent high and low ranking, respectively. Some domain hubs identified by the efficiency 

centrality in PIE-PRN are shown in the stick representation. 

 

 

3.3.5 Asp60 is an example of a potential hotspot with a highly attractive total 

interaction (denoted in Figure 4B, in red). Other examples are ARG62 

and ARG67 of Eglin. These three residues are also identified as 
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hotspots in Figure 2C. However, ARG65 is not a hotspot, despite having 

a very strong total attractive interaction – might it be a candidate for a 

domain hub? We answer this below. 

 

3.3.6 Because of the extra dimensionality, topological plots can be more 

difficult to interpret visually, as they reflect the complexity of the protein 

residue network. Global network values are characteristic for the whole 

protein network. Examples of such values are the global and local 

efficiencies. These can be useful for comparisons between networks / 

proteins. On the other hand, “centralities” are properties that are 

determined for each node (residue) and can be used to compare the 

contribution of individual residues to the topology of the protein. 

 

3.3.7 It was found recently that the efficiency centrality eff

IC  correlates well 

with the total interaction energy 
tot

IE [44, 45]. Additionally, residues 

ranking highly in eff

IC  tend to mediate contact with the second protein 

[43]. From this, it follows that they are important in the spreading of 

conformational perturbations and that in the equilibrated state they 

often maintain favourable positions of the binding hotspots. Residues 

with high efficiency centrality are residues that are responsible for the 

inter-protein energy transfer and intra-protein redistribution of the 

energy – they are the hubs. Figure 5 displays the PIE-PRN of the 

Subtilisin – Eglin complex 

 

<Figure 5 here> 
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Figure 5. The PIE-PRN of the complex of Subtilisin (blue) and Eglin (green) (PDB code 

2SEC [32]). Nodes with IJE
 
>3.0 kcal/mol were connected (the sign of IJE  is not used 

in PRN). The line thickness is proportional to IJE . The bottom-left scheme highlights the 

cluster in which some residues are binding hotspots (ASP60, LEU61, ARG62) and ARG65 

(a hub, but not a hotspot). 

 

3.3.8 An example of a residue with a high efficiency centrality is ARG65 of 

Eglin in the Subtilisin – Eglin complex. ARG65 is not a binding hotspot; 

it has no direct contact to Subtilisin residues, yet Figure 4 shows that it 

has a large 
tot

IE  value. A further investigation of the PIE-PRN reveals 

why it scores highly in the eff

IC  ranking, i.e. why it is a domain hub. 

ARG65 has strong interactions with two key binding hotspots, ASP60 

and LEU61. Furthermore, it interacts strongly with GLY84 which, in turn, 

interacts strongly with Arg62, another hotspot. The interaction with 

ARG67 is indirect, but takes place over a strongly interacting path of 

two additional nodes. Hence, ARG65 is in close contact with four 

hotspots and can be considered crucial for the stability of this small 

cluster of hotspots. Figure 4C shows that there are more such hubs 

(coloured red, orange or green depending on their ranking). Several of 

them are, however, quite distant from the binding hotspot and, 

presumably, are likely responsible for maintaining the stability of these 

distant secondary structure units. Most frequently, the strong stabilising 

interactions are electrostatic in nature.  

 

4.0 Conclusions  
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4.1 In this chapter, we described how three different FMO-based approaches (FMO-

PPI) can be applied for PPI analysis of protein-protein complexes. The results 

produced by these methods demonstrated significant correlations in results but 

differences were also observed.  

 

4.2 Further improvement of the predictive power of FMO-PPI can be achieved if the 

conformational averaging in molecular dynamics [47] would be take into account 

temperature and the possible multiple minima on the energy surface. 

 

4.3 In this stage the further development and optimisation of these methods require 

experimental validation where it will be cleared when and how to apply each of 

these pioneering approaches in structure-based PPI drug design. 
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 Table 1. Typical raw FMO output for PIE analysis, calculated for Trypisin/Inhibitor (PDB 

code 1AVW [30]) when F.name1 are residues Trypsin inhibitor and F.name2 are residues of 

Trypsin. In bold we marked potential hotspot. PIEtotal (total PIE as calculated by Equation 

1), PIEes (electrostatic term), PIEex (exchange repulsion term), PIEct (charge-transfer term), 

PIEdisp (dispersion), PIEsolv (solvation term) and PIC (pair interaction character as 

calculated by equation 2)  

F.name1 F.name2 PIEtotal PIEes PIEex PIEct PIEdisp PIEsolv PIC 

 ASP501 LYS60 -15.16 -53.91 8.37 -3.72 -4.56 38.65 0.77 

 TYR562 HIS57 -6.41 -5.53 7.15 -2.36 -8.45 2.77 0.25 

 TYR562 GLY96 -13.39 -19.99 9.25 -2.88 -3.59 3.83 0.82 

 TYR562 LEU99 -3.22 -1.03 5.50 -2.73 -4.97 0.01 0.17 

 TYR562 TRP215 -7.16 -4.06 6.69 -4.32 -6.25 0.78 0.34 

PRO561 GLY216 -8.30 -13.65 3.47 0.70 -2.40 3.58 0.81 

 ARG563 ASP189 -35.17 -134.46 28.62 -10.57 -7.49 88.73 0.86 

 ARG563 SER190 -6.71 -17.25 2.58 -1.42 -3.24 12.63 0.59 

 ARG563 GLN192 -4.42 -7.90 6.11 -2.65 -5.95 5.97 0.25 

 ARG563 SER195 -11.34 -16.36 8.23 -2.34 -7.59 6.71 0.56 

 ARG563 SER214 -9.06 -13.80 4.89 -1.87 -3.78 5.50 0.69 

 ARG563 GLY219 -10.63 -31.43 11.52 -3.29 -5.55 18.13 0.71 

 ARG563 GLY193 -8.43 -17.75 12.11 -3.19 -3.45 3.85 0.80 

 ARG565 HIS40 -11.96 -28.45 7.78 -3.85 -5.28 17.84 0.67 

 ARG565 PHE41 -6.86 -10.35 2.88 -0.52 -2.85 3.98 0.69 

 ARG565 TYR151 -7.29 -3.08 3.53 -2.24 -6.27 0.76 0.27 

 HIS571 HIS57 -7.89 -14.20 4.38 -1.64 -2.66 6.23 0.75 

 PRO572 GLY96 -4.90 -4.11 2.43 -1.39 -3.69 1.86 0.38 

 TRP617 ASN97 -3.32 -5.79 0.52 -0.90 -1.34 4.20 0.54 
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Table 2. Potential hotspots in PPI using subsystem analysis (score is equal to bind

IE , in 

kcal/mol, and only values  0.3bind  IE  are shown). 

fragment protein score fragment protein score fragment protein score 

1BRSa 1AVWb 2SECc 

ASP39 2 -18.2 ILE564 2 -11.8 GLY63 1 -10.2 

ARG59 1 -11.5 ASP189 1 -10.6 ASP60 2 -6.3 

ASN84 1 -9.4 TYR562 2 -7.6 ARG62 2 -5.4 

GLU60 1 -8.8 CYS220 1 -5.7 THR58 2 -3.9 

ASP35 2 -8.5 PHE41 1 -5.6 TYR104 1 -3.8 

HIS102 1 -7.6 TRP215 1 -5.5 LEU126 1 -3.6 

GLU76 2 -7.6 CYS58 1 -3.2 PRO56 2 4.9 

ARG83 1 -7.4 VAL227 1 4.0 ASN62 1 5.9 

ARG87 1 -7.2 CYS636 2 4.2    

TYR103 1 -6.1       

TYR29 2 -5.9       

THR42 2 -4.4       

ASN58 1 -3.3       

ASN33 2 -3.2       

LYS27 1 -3.0       

SER38 1 3.1       

GLY43 2 4.2       

a 1 is barnase, 2 is barstar 

b 1 is trypsin, 2 is trypsin inhibitor 

c 1 is subtilisin, 2 is eglin 

 


