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I leave Sisyphus at the foot of the mountain. One always finds one’s burden again.

But Sisyphus teaches the higher fidelity that negates the gods and raises rocks. He

too concludes that all is well. This universe henceforth without a master seems to

him neither sterile nor futile. Each atom of that stone, each mineral flake of that

night-filled mountain, in itself, forms a world. The struggle itself toward the heights

is enough to fill a man’s heart. One must imagine Sisyphus happy.

—Albert Camus, The Myth of Sisyphus
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Abstract

Matter-wave interferometry has many possible uses, ranging from tests of funda-

mental physics to applications in sensing. In order to achieve this interferometry,

quantum superpositions of spatially-separated components need to be generated.

There are several possible methods to accomplish this using Rydberg atoms; this

thesis presents the experimental investigation of two of these. Both of these methods

use inhomogeneous electric fields to spatially split beams of Rydberg atoms.

In the first method, field distributions were generated above two-dimensional

electrode structures and used to transversely split beams of helium Rydberg atoms

into pairs of components spatially separated by up to 15.6 mm. Effects of amplitude

modulation of the electric fields of this beam splitter were shown to cause particle

losses through transitions into unconfined Rydberg-Stark states. This led to further

studies of the depolarisation of Rydberg-Stark states in radio-frequency electric

fields. Through this work it is shown that both ‘resonant’ and ‘non-resonant’

broadband modulation with amplitudes on the order of 10 mV·cm−1 are sufficient to

cause significant depolarisation of initially prepared quantum states on a timescale

of 5 µs in a static offset electric field of 0.43 V·cm−1.

In a second class of experiments, matter-wave interferometry has been per-

formed with helium atoms in high Rydberg states. In this work a series of mi-

crowave and electric field gradient pulses were used to create a spatial separation

between two components of a coherent superposition of states, while ensuring that
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the momenta of these components were equal at the end of the process to enable

matter-wave interference to be observed. For the Rydberg states used, the spatial

extent of the Rydberg electron wavefunction was ∼ 320 nm and displacements of

up to 150 pm were observed between the pairs of matter-wave components at the

end of the interferometry sequences.
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Impact statement

In this thesis the experimental demonstration of a chip-based beam splitter, a study

of radio-frequency depolarisation and a scheme for matter-wave interferometry

with atoms in highly excited Rydberg states are presented. The beam splitter was

designed to integrate with the type of architectures used in hybrid cavity quantum

electrodynamics experiments and can be used to distribute samples of atoms to

spatially-separated interaction regions. In addition, it is foreseen to exploit it in

collision studies including atoms and molecules in high Rydberg states to allow

reference intensity measurements. It is also a valuable addition to the set of tools

available for Rydberg-atom optics experiments.

The results of the studies of radio-frequency depolarisation of Rydberg-Stark

states are of importance not only in the operation of Rydberg-atom beam splitters,

but Rydberg-Stark deceleration and trapping experiments in general. State chang-

ing and particle losses that arise from these depolarisation processes are generally

undesirable in all experiments with electrostatically trapped Rydberg atoms and

molecules. As such, the results presented are of interest in the development of hy-

brid approaches to quantum optics and quantum information processing with cold

trapped Rydberg atoms; studies of ion-molecule reactions at low temperatures with

Rydberg molecules; and precision tests of fundamental physics with positronium

atoms.

Because of the short de Broglie wavelengths of massive particles, e.g., electrons,
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atoms and molecules, matter-wave interferometry involving these samples is ideally

suited for applications in quantum sensing. The Rydberg-atom interferometry

scheme presented in this thesis is of particular relevance in situations where light-

pulse interferometry cannot be applied. With an appropriate selection of states, this

scheme could be developed to create new types of electrometers and gravimeters.
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Chapter 1

Rydberg states and their

applications

A Rydberg state of an atom or molecule is one in which an electron has been excited

to an orbital with a very high principal quantum number, n. For each quantum state

of an ion core there is an associated infinite series of Rydberg states which converge

on the corresponding ionisation limit. For hydrogenic systems the energy levels in

this series are given by the Rydberg formula [1]

En` = Eion −
hcRM

(n − δ`)2 , (1.1)

where Eion is the ground state ionisation energy, RM is the Rydberg constant cor-

rected for the reduced mass of the atom or molecule, h is the Planck constant, c is

the speed of light in vacuum and δ` is a quantum defect, where ` is the electron or-

bital angular momentum quantum number. Figure 1.1 shows these Rydberg energy

levels for typical atoms and molecules.

Atoms and molecules in Rydberg states can possess extreme properties. Firstly,

the classical orbits of the Rydberg electrons can be very large as their radius is

proportional to n2, e.g., the classical orbit radius for an electron in an orbital with
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Fig. 1 Rydberg states of atoms and molecules. Schematic diagram of series of Rydberg states in the
hydrogen atom (H), in other non-hydrogenic atoms (X), and in molecules (AB)

for molecules with a stable ion core, provided the Rydberg electron possesses sufficient
orbital angular momentum (typically if ℓ ≥ 4) predissociation cannot occur directly, and
long-lived states with characteristic properties similar to those of Rydberg states in the H
atom result.
In non-hydrogenic atoms and in molecules, low-ℓ Rydberg states generally posses

non-zero quantum defects, i.e. δℓ > 0. These arise because the Rydberg electron pen-
etrates the non-spherically symmetric, incompletely screened, ion core to which it is
bound. As a result these states, for which ℓ ! 4, are more tightly bound than higher-ℓ
states with the same values of n, for which δℓ ≃ 0 [see Eq. (1) and Fig. 1]. Consequently,
for each value of n Rydberg states with ℓ ≥ 4 can, to a good approximation, be considered
degenerate in energy in the same way that all states in the H atom, or other hydrogenic
atoms (e.g., D, T, He+, Li2+, H and Ps), are.
The ℓ-degeneracy of hydrogenic Rydberg states leads to linear Stark energy shifts, EStark,

in an electric field, F⃗ [4]. These linear Stark shifts can be expressed in the form

EStark = −µ⃗elec · F⃗ , (2)

and are therefore a consequence of each state possessing an electric dipole moment, µ⃗elec.
For each value of n, the maximum induced electric dipole moment µmax ≃ (3/2) n2e a0,
where e is the electron charge and a0 is the Bohr radius corrected for the reduced mass
and the charge of the ion core [5]. These electric dipole moments exceed 1000 D for
n > 16, and make states with high values of n particularly sensitive to electric fields [6].
Furthermore, in the presence of inhomogeneous fields forces, f⃗ , can be exerted on atoms
or molecules in such states where

Figure 1.1: Rydberg series in hydrogen, other atoms and molecules. From Refer-

ence [2].

n = 50 is n2a0 ' 130 nm, where a0 is the Bohr radius. This leads to large static electric

dipole moments, e.g., the maximum induced electric dipole moment for n = 50 is

approximately (3/2)n2ea0 ' 9531 D, where e is the electron charge. Secondly, they

can be long lived with fluorescence lifetimes proportional to n3, e.g., the lifetime

of the 1s50p 3P levels in helium (He) are ' 150 µs while the lifetime of the |50c〉

circular state (the state for which, for any value of n, the values of ` and m`, the

azimuthal quantum number, are maximal, i.e., |nc〉 = |n, ` = n − 1,m` = n − 1〉) in

He is 28.6 ms [2]. These properties make atoms in high Rydberg states well suited

for applications in experiments in many different areas of physics and in many of

these the preparation and manipulation of superpositions of Rydberg states has

proved to be extremely fruitful.
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1.1 Quantum information processing

The large electric dipole moments associated with atoms in Rydberg states allow

them to strongly interact with other atoms via two mechanisms. The first mecha-

nism arises from the van der Waals interaction and leads to what is known as the

Rydberg blockade. When an atom is excited to a Rydberg state the diffuse electron

charge distribution associated with the Rydberg electron wavefunction can be po-

larised easily as a result of the presence of another nearby atom. This polarisation

causes the energy levels to shift. If this shift is greater than ~Ω, where Ω is the Rabi

frequency associated with the ground-state to Rydberg-state transition, a second

atom cannot be excited by the same pulse that excited the first. This effect was

first observed in large clouds of atoms. It was then later demonstrated for a pair of

single atoms in two experiments in 2009. In one of these Urban et al. [3] showed

that the excitation of one rubidium atom to a Rydberg state with n = 79 suppressed

the excitation of a second atom located 10 µm away by over 80%. In the second

experiment by Gaetan et al. [4] an enhancement in the single atom excitation rate

was observed when two atoms (separated by 3.6 µm) were probed demonstrating

the preparation of an entangled state of the two atoms. The collective increase in

the observed Rabi frequency in these experiments can be seen in Figure 1.2.

The second interaction mechanism between atoms in Rydberg states is the reso-

nant electric dipole-dipole interaction which allows for entanglement and manipu-

lation of pairs or ensembles of Rydberg atoms over much larger distances. Together,

this and the shorter range van der Waals interaction make Rydberg atoms an at-

tractive choice for quantum simulation [5] and in the implementation of quantum

gates for information processing.

Aside from their strong interactions with other atoms and molecules, Rydberg

atoms can also interact with and couple strongly to electromagnetic fields. This

has caused Rydberg atoms to become invaluable tools in the investigation and ex-
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In a first experiment, we placed the two traps at a distance of

18±0.5 µmand repeated the excitation sequence 100 times, starting
each time with newly trapped atoms. We measured for each atom
whether it was lost or recaptured at the end of each sequence and
calculated the probability to excite it in the Rydberg state, which is
equal to the probability to lose it. When only one of the two traps is
filled, the excitation probability exhibits Rabi oscillations between
the ground state and the Rydberg state, as shown in Fig. 3a. A fit
to the data yields a two-photon Rabi frequency ⌦ ⇡ 2⇡⇥ 7MHz,
which is in agreement with the measured waists and powers of
the lasers. The decay of the fringe amplitude is explained by
frequency fluctuations (⇠1MHz) as well as shot-to-shot intensity
fluctuations of the lasers (⇠5%), which results in a jitter in the two-
photon resonance frequency.We attribute themaximum excitation
probability of ⇠80% to this decay and to the imperfect optical
pumping of the atoms in the Zeeman state |5s1/2,F =2,MF =2i.

We then repeated the sequence with two atoms trapped at
the same time and measured the probability to excite the two
atoms with the same laser pulse. The results are represented in
Fig. 3a by the triangles. We compared this probability with the
probability to excite simultaneously two non-interacting atoms,
which should be equal to the product of the probabilities to excite
each atom independently, measured previously. The blue circles in
Fig. 3a represent this product, calculated from the data for each
independent atom. The agreement between the two curves shows
that the two atoms, when separated by 18 µm, behave independently
and therefore have a negligible interaction. This result agrees with
the theory because the blockade becomes effective at a distance
between the atoms for which the interaction shift 1E is equal
to the linewidth of the excitation pulse, of the order of the Rabi
frequency ⌦ . For our particular choice of the Rydberg state,
this yields R⇡ 8 µm.

In a second step, we repeated the previous experiment but
with a distance between the traps of 3.6± 0.5 µm, which is in a
regime where blockade is expected. Once again we measured the
probability to excite one atom when the other one is absent and got
the one-atom Rabi oscillations. When two atoms were trapped, we
measured the probability to excite the two atoms simultaneously, as
shown in Fig. 3b by the triangles. The simultaneous excitation of the
two atoms is greatly suppressed with respect to the case where the
atoms are far apart. This suppression is the signature of the blockade
regime. The fact that the probability of simultaneous excitation of
the two atoms is not completely cancelled may be explained by the
existence of extra potential curves coming from imperfect control
of the atomic state and leading to smaller interaction energies20.
This imperfect control can be due to stray electric fields, imperfect
polarizations of the lasers and random positions of the atoms in
their trap (see last paragraph) meaning that the inter-nuclear axis is
not always perfectly aligned with the quantization axis.

We now come to the direct observation of collective one-atom
excitation in the blockade regime, that is, with two atoms separated
by R= 3.6 µm. Figure 4 shows the probability to excite only one
of the two atoms as a function of the duration of the excitation
pulse, together with the probability to excite only one atom when
the other dipole trap is empty. The two probabilities oscillate with
different frequencies, the ratio of which is 1.38± 0.03 (the error
corresponds to one standard deviation). This value is compatible
with the ratio

p
2 that we expect in the blockade regime. As

explained at the beginning of this letter, the oscillation of the
probability to excite only one atom at a frequency

p
2⌦ is the

signature that the two-atom system oscillates between the state
|g ,g i and the entangled state | +i= (1/

p
2)(eik·ra |r,g i+eik·rb |g ,ri),

where k= kR +kB is the sum of the wave vectors of the two lasers
involved in the two-photon transition.

Finally, we analyse the influence of the atoms’ motion on this
entangled state. We measured a temperature of the atoms in their
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Figure 4 | Excitation of one atom versus collective excitation of two

atoms separated by 3.6µm. The circles represent the probability to excite
atom a when atom b is absent (same curve as in Fig. 3b). A fit to the data
yields a frequency of this Rabi oscillation⌦/2⇡= 7.0±0.2 MHz. The error
comes from the fit and corresponds to one standard deviation. The squares
represent the probability to excite only one atom when the two atoms are
trapped and are exposed to the same excitation pulse. The fit gives an
oscillation frequency⌦ 0/2⇡= 9.7±0.2 MHz. The ratio of the oscillation
frequencies is 1.38±0.03, close to the value

p
2 expected for the collective

oscillation of two atoms between |g,gi and | +i.

trap of 70 µK (ref. 23). This leads to amplitudes of the motion
of ±800 nm in the longitudinal (y) direction (trap frequency
16 kHz) and ±200 nm in the radial (x and z) direction of the
traps (frequency 77 kHz). As the fastest oscillation period is 13 µs
and the excitation time is of the order of a hundred nanoseconds,
the motion of the atoms is frozen during the excitation. The
temperature results only in a dispersion of the positions of the atoms
from shot to shot. Therefore, the relative phase � = k · (ra � rb)
between the two components of the superposition is constant
during the excitation, but varies randomly from shot to shot over
more than 2⇡. This creates an effective decoherence mechanism
for the state | +i, which would prevent the direct observation
of the entanglement. However, this fluctuating phase can be
erased in the following way: one first couples one hyperfine
ground state |0i to a Rydberg state |ri, producing the state
| +i = (1/

p
2)(|r,0i+ ei� |0,ri) as described in this letter. Then a

second pulse, applied before the atomsmove, couples |ri to a second
hyperfine ground state |1i. If the wave vectors of the two excitations
are the same, the phase during the second step cancels the phase
of the first excitation. The resulting entangled state is therefore
(1/

p
2)(|1,0i+|0,1i), which involves long-lived atomic qubits24,25.

In conclusion, the results presented here indicate that we control
the physical mechanism needed to deterministically entangle
two atoms on fast timescales, compatible with sub-microsecond
operation of a quantum gate1. Combined with our abilities to
manipulate the state of a single atom24, to keep and to transport
its quantum state25, our system is well adapted to applications of the
Rydberg blockade in quantum-information processing.

Received 23 September 2008; accepted 11 December 2008;
published online 11 January 2009
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Figure 1.2: Collective excitation of two single atoms. The red circles show the

probability of finding an atom in an excited Rydberg state as a function of excitation

pulse length if there are no other atoms located nearby. The blue squares show

the probability of finding one atom in the excited Rydberg state when two ground

state atoms are initially present. The observed enhancement of the excitation rate

corresponds to the entanglement of the atoms. From Reference [4].

15



If the atomic frequency is detuned from the cavity mode by d/2p
with jdj$ V0, emission and absorption of photons by the probe
atoms are suppressed owing to the adiabatic variation of V(z) when
the atom crosses the gaussian cavity mode (see Methods). The atom–
field coupling results in shifts of the atomic and cavity frequencies9.
The atomic shift depends on the field intensity and thus provides
QND information on the photon number n. Following a proposal
made in refs 14 and 15, our aim is to read this information by an
interferometric method and to monitor the jumps of n between 0 and
1 under the effect of thermal fluctuations and relaxation in the cavity.

Before entering C, the atoms are prepared in a superposition of e
and g by a classical resonant field in the auxiliary cavity R1 (see Fig. 1).
During the atom–cavity interaction, this superposition accumulates
a phase W(n,d). The atomic coherence at the exit of C is probed by
subjecting the atoms to a second classical resonant field in R2, before
detecting them in the state-selective counter D. The combination of
R1, R2 and D is a Ramsey interferometer. The probability of detecting
the atom in g is a sine function of the relative phase of the fields in R1

and R2. This phase is adjusted so that the atom is ideally found in g if
C is empty (n 5 0). The detuning d/2p is set at 67 kHz, corresponding
to W(1,d) 2 W(0,d) 5 p. As a result, the atom is found in e if n 5 1. As
long as the probability of finding more than one photon remains
negligible, e thus codes for the one-photon state, j1æ, and g for the
vacuum, j0æ. The probability of finding two photons in a thermal
field at T 5 0.8 K is only 0.3%, and may be neglected in a first
approximation.

We first monitor the field fluctuations in C. Figure 2a (top trace)
shows a 2.5 s sequence of 2,241 detection events, recording the birth,
life and death of a single photon. At first, atoms are predominantly
detected in g, showing that C is in j0æ. A sudden change from g to e
in the detection sequence at t 5 1.054 s reveals a jump of the field
intensity, that is, the creation of a thermal photon, which disappears

at t9 5 1.530 s. This photon has survived 0.476 s (3.7 cavity lifetimes),
corresponding to a propagation of about 143,000 km between the
cavity mirrors.

The inset in Fig. 2a zooms into the detection sequence between
times t1 5 0.87 s and t2 5 1.20 s, and displays more clearly the indi-
vidual detection events. Imperfections reduce the contrast of the
Ramsey fringes to 78%. There is a pgj1 5 13% probability of detecting
an atom in g if n 5 1, and a pej0 5 9% probability of finding it in e
if n 5 0. Such misleading detection events, not correlated to real
photon number jumps, are conspicuous in Fig. 2a and in its inset.
To reduce their influence on the inferred n value, we apply a simple
error correction scheme. For each atom, n is determined by a major-
ity vote involving this atom and the previous seven atoms (see
Methods). The probabilities for erroneous n 5 0 (n 5 1) photon
number assignments are reduced below 1.4 3 1023 (2.5 3 1024)
respectively per detected atom. The average duration of this mea-
surement is 7.8 3 1023 s, that is, Tc/17. The bottom trace in Fig. 2a
shows the evolution of the reconstructed photon number. Another
field trajectory is presented in Fig. 2b. It displays two single-photon
events separated by a 2.069 s time interval during which C remains in
vacuum. By probing the field non-destructively in real time, we real-
ize a kind of ‘Maxwell demon’, sorting out the time intervals during
which the thermal fluctuations are vanishing.

Analysing 560 trajectories, we find an average photon number
n0 5 0.063 6 0.005, slightly larger than nt 5 0.049 6 0.004, the thermo-
dynamic value at the cavity mirror temperature, 0.80 6 0.02 K.
Attributing the excess photon noise entirely to a residual heating of
the field by the atomic beam yields an upper bound to the emission
rate per atom of 1024. This demonstrates the efficient suppression of
atomic emission due to the adiabatic variation of the atom–field
coupling. This suppression is a key feature that makes possible many
repetitions of the QND measurement. Methods based on resonant
phase shifts have much larger emission rates, in the 1021 range per
atom3. Non-resonant methods in which the detector is permanently
coupled to the cavity12 have error rates of the order of V0

2/d 2, and
would require much larger d/V0 ratios to be compatible with the
observation of field quantum jumps.

In a second experiment, we monitor the decay of a single-photon
Fock state prepared at the beginning of each sequence. We initialize
the field in j0æ by first absorbing thermal photons with ,10 atoms
prepared in g and tuned to resonance with the cavity mode (residual
photon number ,0.003 6 0.003). We then send into the cavity a
single atom in e, also resonant with C. Its interaction time is adjusted
so that it undergoes half a Rabi oscillation, exits in g and leaves C in
j1æ. The QND probe atoms are then sent across C. Figure 3a shows a
typical single photon trajectory (signal inferred by the majority vote)
and Fig. 3b–d presents the averages of 5, 15 and 904 such trajectories.
The staircase-like feature of single events is progressively smoothed
out into an exponential decay, typical of the evolution of a quantum
average.

We have neglected so far the probability of finding two photons in
C. This is justified, to a good approximation, by the low n0 value. A
precise statistical analysis reveals, however, the small probability of
two-photon events, which vanishes only at 0 K. When C is in j1æ, it
decays towards j0æ with the rate (1 1 n0)/Tc. This rate combines
spontaneous (1/Tc) and thermally stimulated (n0/Tc) photon
annihilation. Thermal fluctuations can also drive C into the two-
photon state j2æ at the rate 2n0/Tc (the factor of 2 is the square of
the photon creation operator matrix element between j1æ and j2æ).
The total escape rate from j1æ is thus (1 1 3n0)/Tc, a fraction 2n0/
(1 1 3n0) < 0.10 of the quantum jumps out of j1æ being actually
jumps towards j2æ.

In this experiment, the detection does not distinguish between j2æ
and j0æ. The incremental phase shift W(2,d) 2 W(1,d) is 0.88p for
d/2p5 67 kHz . The probability of detecting an atom in g when C
is in j2æ is ideally [1 2 cos(0.88p)]/2 5 0.96, indistinguishable from 1
within the experimental errors. Since the probability for n . 2 is
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Figure 2 | Birth, life and death of a photon. a, QND detection of a single
photon. Red and blue bars show the raw signal, a sequence of atoms detected
in e or g, respectively (upper trace). The inset zooms into the region where
the statistics of the detection events suddenly change, revealing the quantum
jump from | 0æ to | 1æ. The photon number inferred by a majority vote over
eight consecutive atoms is shown in the lower trace, revealing the birth, life
and death of an exceptionally long lived photon. b, Similar signals showing
two successive single photons, separated by a long time interval with cavity
in vacuum.
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Figure 1.3: "Birth, life and death of a photon". (a) A time sequence of quantum non-

demolition measurements of an initially empty cavity, indicated by the repeated

detection of atoms in the Rydberg state
∣∣∣g〉, into which a photon enters after ∼1 s.

This is indicated by the detection of atoms in state |e〉. (b) Observation of two

successive photons in the cavity. From Reference [6].

ploitation of the interaction between matter and light, particularly in the microwave

region of the electromagnetic spectrum.

In work for which Serge Haroche (along with David Wineland) would later be

awarded a Nobel prize, Rydberg atoms were employed to allow non-destructive

observation of “the birth, life and death of a photon" in a cavity. In this experi-

ment [6] a high quality factor microwave cavity was tuned to be near resonant with

the transition between two circular Rydberg states of rubidium, i.e., states with
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principal quantum numbers n = 50 and n = 51 labelled g and e, respectively, and

probed using a Ramsey interferometry scheme. At a rate of 900 Hz, a series of

single rubidium atoms were each prepared in a superposition of e and g using a

combination of laser and microwave fields and travelled through the cavity before

being interrogated by another microwave field and, subsequently, their final state

measured. As the atoms travelled through the cavity the superposition state accu-

mulated a phase shift that was dependent on the number of photons present and

the detuning of the cavity. The detuning, and hence the phase shift, were adjusted

such that the atoms were found in g when probed if no photons were present in

the cavity, and e if a photon was present. This technique allowed a single photon to

be measured multiple times since its state was not changed by the atoms passing

through the cavity. Figure 1.3 shows the results of this experiment demonstrating

the observation of the entire lifetimes of single photons in the cavity.

For Rydberg states with n & 20, the transitions for which ∆n = ±1 fall in

the range of millimetre and microwave radiation; this, along with their strong

dipole-dipole interactions that allow for the production of entangled states and their

long lifetimes, makes Rydberg atoms excellent candidates for hybrid approaches to

quantum information processing. In one such approach, atoms in Rydberg states

would be coupled to solid-state qubits via microwave resonators [7].

With such applications in hybrid quantum information processing in mind,

Hogan et al. [8] demonstrated coherent coupling of ensembles of He atoms in Ry-

dberg states to microwave fields propagating in coplanar microwave waveguides.

The atoms in these experiments were initially excited to np Rydberg states with

n = 31 − 35 and travelled over the waveguide within 1 mm of the surface. Mi-

crowave pulses were then applied to the waveguide with frequencies appropriate

to drive np → ns transitions for a range of powers and pulse durations before

state-selective electric-field ionisation allowed the final states of the atoms to be de-
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experimental data are displayed with error bars indicating
the standard deviation from the mean of six measurements.
At early times, population is transferred from the initially
excited 33p state to the 33s state. Rabi oscillations are then
observed in the fraction of atoms in the 33s state. At later
times, the contrast of the oscillations reduces because of
ensemble dephasing and decoherence. Increasing the mi-
crowave power from 4 to 10 !W gives a corresponding
increase in the observed oscillation frequency.

This coherent population transfer between the 33p and
33s states was simulated in an extension of the procedure
described above. Since each atom experiences a different
microwave field (E!) and a different stray electric field
(F from Fig. 3), individual Rabi oscillation frequencies,
!33p33s ¼ D33p33sðFÞE!=@, were determined. The fraction
of the total ensemble of Rydberg atoms in the 33s state was
then calculated by summing the contribution of each atom
in the simulation. Because of the stray electric field each
atom also experiences a different detuning ".
Consequently, the single-atom oscillation frequency be-

comes !0
33p33s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"2 þ !2

33p33s

q
and the contrast of the

corresponding Rabi oscillations is reduced by a factor
ð!33p33s=!

0
33p33sÞ2. Across the ensemble, the oscillations

therefore dephase with time.
Under the experimental conditions, T1 is dominated by

the fluorescence lifetime of the 33p state and is >1 !s.
The motion of the atoms (% 1:7 mm!s& 1) above the PCB
between regions of different microwave field and stray
electric field gives rise to a time dependence of !33p33s

and ". This results in a decoherence time of % 250 ns,
which was determined from the experimental data, and led
to the simulated black curves in Fig. 5. In changing the
microwave power from 4 !W in Fig. 5(a) to 10 !W in
Fig. 5(b) the microwave field strength increases by a factor
of 1.6. Best agreement was found between the simulations
and the experimental data with a factor of 1:4 ' 0:1. The
discrepancy is attributed to the limited precision with
which the spatial distribution of the stray electric fields
emanating from the surface of the PCB are modeled.

The coherent coupling of Rydberg atoms to microwave
circuits demonstrated here opens up the possibility of

exploiting hybrid atomic–solid-state systems of this kind
in cavity QED and quantum information processing, in-
cluding surface-based, nondestructive Rydberg-atom
detection. It is planned, in the next generations of experi-
ments, to replace the normal metallic coplanar waveguide
used in this work with a superconducting one and then to
use a coplanar microwave resonator on a single-crystal
substrate. The method of measuring stray electric fields
presented here will be employed to select optimal materials
for these devices. Further collimation combined with elec-
trostatic guiding, and deceleration [4,26] of the Rydberg-
atom beam will permit more precise control over the
atom-surface distance and reduce decoherence caused by
motion. In this way, the limit of single-atom–single-photon
coupling will be approached.
We thank H. Schmutz, S. Marx, Ch. Gross, and P.

Allmendinger for help and discussions. This work is sup-
ported by the NCCR QSIT of the Swiss National Science
Foundation, and the ERC under Projects No. 228286 and
No. 240328. S. F. thanks the Austrian Science Foundation
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FIG. 5 (color online). Fraction of Rydberg atoms in the 33s
state as a function of microwave pulse duration for output
powers of the microwave source of (a) 4 !W and (b) 10 !W.
The solid black lines are the results of numerical simulations.
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Figure 1.4: Rabi oscillations in the population of the 33s state demonstrating cou-

pling between Rydberg atoms and the microwave field propagating in a coplanar

waveguide for source powers of (a) 4 µW and, (b) 10 µW . From Reference [8].

termined. The corresponding results of these measurements for states with n = 33

can be seen in Figure 1.4. In this figure Rabi oscillations in the 33s state population

are observed as the atoms couple to, and are driven by, the microwave field at two

different powers.

It is with the aim of integrating Rydberg atoms with quantum electrodynamics

(QED) architectures based on microwave circuits of this type that many of the

techniques and devices described in Chapter 2 for manipulating the motion of

atoms and molecules in Rydberg states, along with the beam splitter presented in

Chapter 4, have been developed.

1.2 Quantum sensing

The extreme sensitivity of Rydberg state to static electric and magnetic fields

and electromagnetic radiation at microwave/millimetre wave frequencies make

them natural candidates when designing experiments and devising experimen-

tal schemes to measure these fields. Many such experiments have been performed

utilising Rydberg states in different ways. One early example of this is the work

carried out by Osterwalder and Merkt [9] that employed krypton atoms in high
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Rydberg states and allowed both homogeneous and inhomogeneous weak electric

field to be measured by exploiting the Stark effect (see Chapter 2). In 2016 Ander-

son et al. [10] used an electromagnetically induced transparency scheme involving

Rydberg states in rubidium to perform direct optical readout of the time-varying

electric fields in high-power microwaves.

More recently, Ramsey interferometry of circular Rydberg states has been utilised

to realise high-sensitivity magnetometers [11]. Whereas previous related atomic

magnetometers were limited by the magnetic moments of the ground states of the

atoms used, which never exceed 10 µB [12], circular Rydberg states allowed for

significantly greater magnetic moments of ±(n − 1)µB. In this work Dietsche et

al. [11] employed a series of laser, microwave and radio-frequency pulses to first

create an equal superposition of the |n = 52,m` = 0〉 and |n = 52,m` = +2〉 states in

rubidium. Then, from these, they prepared the two n = 52 circular Rydberg states

with maximum and opposite magnetic moments, i.e., |52c+
〉 ≡ |n = 52,m` = +51〉

and |52c−〉 ≡ |n = 52,m` = −51〉, while maintaining the superposition. The large

difference in magnetic moments between these states make the superposition ex-

tremely sensitive to magnetic fields which cause a particular phase accumulation.

After returning the circular states to the initially prepared |n = 52,m` = 0〉 and

|n = 52,m = +2〉 basis states the atoms were probed to complete a Ramsey inter-

ferometry sequence. Scanning the phase of the Ramsey interferometry pulses and

applying state-selective detection allowed the phase shift of the superposition to be

measured and subsequently the magnetic field to be determined. Figure 1.5 shows

the phase shift resulting from exposure to magnetic fields and measurements of

weak magnetic fields with strengths of between 16 and 100 nT. The methods of

matter-wave interferometry presented in Chapters 6 and 7 of this thesis represent

a new approach to quantum sensing. They add to the existing methods for the

precise determination of electric field distributions, and are particularly suited to
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We assess the sensitivity with the classical Fisher information, 
F , deduced from measurement of the final populations at mid-
fringe (φ =  Φ +  π /2; for the highest sensitivity see Methods). We 
infer, for τ =  τ2, a Cramér–Rao limit for the single-atom sensitiv-
ity of 13.2(2) nT. This corresponds to the sensitivity that we would 
obtain with an ideal measurement on N ≈   1,800 independent atoms 
using a transition with one μB magnetic moment difference24. This 
number N would reach 10,000 in an ideal experiment with a fringe 
contrast of unity. It scales, moreover, as the square of the principal  
quantum number.

Our scheme could be improved considerably. Modulating the 
envelope of the RF pulses should enable higher preparation and 
readout efficiencies28. Using slow and eventually trapped Rydberg 
atoms29 will overcome the limitation due to transit through the 
MW mode structure. The magnetic field sensitivity would then be 

limited by the intrinsic spontaneous emission lifetime of the CSS 
(30 ms). This would reach 700 fT Hz− 1/2, beating the best single-
particle (single-ion) magnetometers, with 4 pT Hz− 1/2 sensitivity20,25. 
Spontaneous emission inhibition30 could even lead to much longer 
interrogation times, of the order of seconds29, leading to unprec-
edented sensitivities. Finally the method is not limited to n ≈   50 and 
could be transposed to manifolds with higher n values. There is thus 
a bright future for local probes of the magnetic fields based on cir-
cular state quantum superpositions.
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spurious high-m levels. To estimate this contamination, we record (black 
line) the ionization signal after transferring ∣ ⟩+C52  into ∣ ⟩+C49 . The 
difference between the blue and black curves (blue shaded zone) gives the 
background-free contribution of the ∣ ⟩+C52  population. Note that this is 
a lower estimate due to the finite efficiency of the probe pulse. The small 
peaks for low fields correspond to spurious populations of low-m levels. 
b, Test of CSS coherence. The black (red) points show the final probability 
of detecting the atom in the ∣ ⟩+52 ; 2  ∣ ⟩( 52 ; 0 )  state after closing the 
interferometer. Errors bars indicate the statistical variance. Lines are sine 
fits. The difference in the amplitudes of the fringes is due to the limited 
detection efficiency of ∣ ⟩52 ; 0  (see Methods).
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Figure 1.5: High sensitivity magnetometry with circular Rydberg states. (a) Phase

shifts observed due to weak magnetic fields for interrogation times of 7.2 (top

panel) and 19.9 µs (bottom panel). In both plots the red and blue traces differ in

magnetic field by the same increment of 16 nT showing larger phase accumulation

for longer exposure times. (b) Measured phase shift of interference signal as a

function of magnetic field for interrogation times of 7.2 (black squares) and 19.9 µs

(red circles). Taken from Reference [11].

20



the measurement of electric field gradients.

1.3 Precision tests of fundamental physics

Aside from the application of atoms in Rydberg states discussed above, they may

also be utilised for precision tests of fundamental physics. For example, experi-

ments carried out by Liu et al. [13] in 2010 employed high precision measurements

of frequency intervals between Rydberg states of the hydrogen molecule to de-

termine its ionisation and dissociation energies, achieving an improvement in the

determination of these quantities over previous experimental results by more than

one order of magnitude. These measurements allow stringent tests of calculations

of molecular structure and bound state QED in molecules. Further developments

in this work may allow a new approach to the determination of the proton charge

radius and aid in the resolution of the ‘proton radius’ puzzle [14].

Following the recent developments in the production of cold, neutral antimatter,

new experiments to test the weak equivalence principle are being proposed and

undertaken [16]. Two main candidates for these types of tests are antihydrogen

and positronium (Ps), an atom comprised of an electron and its anti-particle, the

positron. Since antihydrogen is synthesised in Rydberg states and the lifetime of

Ps is only 142 ns unless it is excited to Rydberg states [15], techniques developed

to manipulate atoms in Rydberg states, such as those described here, may be of

particular importance in these experiments. Figure 1.6 shows the enhancement of

the lifetime of Ps through excitation to Rydberg states. It can be seen from these

measurements that the Ps lifetime can be increased by two orders of magnitude by

exciting to the n = 15 Rydberg state.

Ps also allows an alternative approach to addressing the ‘proton radius’ puzzle

and measuring the Rydberg constant. As the energy levels in ‘ordinary’ matter

are dependent on both the Rydberg constant and the charge radius of the proton,
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FIG. 10. TOF spectra for Ps atoms in Rydberg states with values
of n = 10–20 measured 1.2 m from the excitation region using NaI
detectors. The points represent the above-background event rate in
each 500-ns time bin. Data were recorded for all states with values of
n from 10 to 20, but only alternate spectra are shown. The total signal
rate over the time window 2–18 µs is indicated in the top-left corner
of each spectrum.

states are expected to be approximately equally populated and
the n = 20 lifetime is already much longer than the flight
time, we expect these effects to be negligible in the present
measurements.

As previously reported with regard to the photoexcitation of
Ps to states with n = 2, singlet-triplet mixing in the presence
of weak magnetic fields can be significantly affected by the
addition of electric fields [67]. The increased sensitivity of
highly excited Rydberg states to electric fields can further
enhance this effect. Although direct annihilation of excited
states with ℓ ! 1 is strongly suppressed, this is not the case
for the singlet s states with ℓ = 0. Because the Ps atoms
photoexcited in the experiments described here are initially
in their triplet ground state, direct singlet-s annihilation in the

Rydberg states can only occur following singlet-triplet mixing
induced by the electric and magnetic fields in the experimental
apparatus. If this mixing does occur, the maximal singlet-s
contribution to any excited state would lead to it possessing
1/(2n) singlet-ns character. This would result in a lower bound
on the average lifetime in the experiments (including both
fluorescence and direct annihilation) of 1.7, 8.6, and 27 µs,
at n = 10, 15, and 20, respectively, compared to 2.2, 11,
and 35 µs with no direct annihilation. There may therefore
be some contribution to our measured lifetimes from direct
annihilation. However, as these numbers assume complete
mixing, we expect that the actual contributions would be
significantly less.

The triplet Rydberg states prepared in the experiments
can by depopulated by transitions driven by blackbody
radiation. In the room-temperature environment in which the
experiments were performed, the time scales for "n = 1
blackbody transitions between ℓ-mixed Rydberg states of Ps
are approximately 20, 50, and 70 µs for initial states with
n = 10, 15, and 20, respectively. Such "n = 1 transitions give
the greatest contribution to the rates of blackbody depopulation
of the initially prepared states. Although these time scales
indicate that blackbody transitions are likely to occur in the
experiments, they also suggest that they will not dominate or
significantly modify the rates of decay by fluorescence.

If the only significant loss mechanism of Rydberg states
is fluorescence and the Rydberg Ps velocity distributions are
constant for all values of n, it is possible to make a quantitative
estimate of the fluorescence lifetimes using the TOF data. To
do so it is assumed that the measured distribution for n = 20 is

FIG. 11. The overall mean lifetime for all n states measured,
obtained using the procedure described in the text. The dark shaded
region indicates the range of τ obtained for different values of τ20

as shown in the legend, with an error indicated by the light shaded
region. Also shown are the calculated lifetimes averaged over all m

states [τn(calc.)].

062513-7

Figure 1.6: Measured and calculated lifetimes of Rydberg states of Ps with values

of n between 10 and 19. From Reference [15].
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through the Lamb shift, any spectroscopic attempt to determine either of these

values is inextricably limited by the known precision of the other. Since Ps contains

no protons, this problem could be avoided and spectroscopy could allow for a

new precision measurement of the Rydberg constant which could then in turn be

applied in proton charge radius measurement experiments. Rydberg Ps atoms

are also of interest in measurements of antimatter gravity and tests of the weak

equivalence principle for particles containing antimatter. The methods of Rydberg

atom interferometry presented in Chapters 6 and 7 of this thesis are particularly

suited to gravity measurements with Ps atoms, providing an alternative to already

proposed free-fall studies that could be performed over shorter distances and time

scales.
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Chapter 2

Theoretical background

2.1 Rydberg atoms and molecules in electric fields

The Hamiltonian for a single electron atom under the influence of an external electric

field ~F = (0, 0,Fz), directed along the z-axis can be expressed as

H0 = −
~2

2me
∇

2
−

e2

4πε0r
+ eFzz, (2.1)

where ~ = h/2π, me is the electron mass, ε0 is the permittivity of free space and

r is the distance of the electron from the proton. The operator associated with the

interaction with the electric field in this expression couples states for which ∆` = ±1

and ∆m` = 0. The result of this is that a manifold of `-mixed Stark states can be

associated with each value of the principle quantum number, n. In hydrogenic

systems these states are characterised by the index k = n1 − n2, where n1 and n2 are

the parabolic quantum numbers obtained by solving the Schrödinger equation for

a Coulomb potential in parabolic coordinates. For each value of n, the values of k

range from −(n − |m`| − 1) to +(n − |m`| − 1) in steps of two. Each of the resulting

Stark states possesses a static electric dipole moment of

~µelec = −(3/2)nkea0. (2.2)
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In the presence of an electric field the energy shift of each of these states is

EStark = −~µelec · ~F (2.3)

where ~F is the electric field vector.

The electric dipole moments associated with these states arise as a result of the

localisation of the electron charge with respect to the ion core. The mixed-` character

of the wavefunctions of the Stark states gives rise to interferences that result in the

corresponding charge localisation and electric dipole moments.

In an inhomogeneous electric field, atoms in these states with non-zero electric

dipole moments will experience a force

~f = −∇EStark

= ∇(~µelec · ~F ).
(2.4)

If the state’s electric dipole moment is aligned parallel to the electric field, the

force will be directed towards regions of high field. Because of this, these states

are called high-field-seeking (HFS) Rydberg-Stark states. Conversely, if the state’s

electric dipole moment is aligned anti-parallel to the electric field the atoms will

experience a force towards regions of low field strength and are therefore called

low-field-seeking (LFS) Rydberg-Stark states. Figure 2.1(a) is a Stark map which

shows the dependence of the energies of hydrogenic Rydberg-Stark states on elec-

tric field strength for values of n between 7 and 14. Electron probability density

distributions corresponding to four of the Rydberg-Stark states with n = 8 can be

seen in Figure 2.1(b). The forces experienced by atoms in these states in inhomoge-

neous electric fields are central to the operation of Rydberg-Stark decelerators and

traps for atoms and molecules in high Rydberg states, and for the beam splitters

and interferometers described here.
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Fig. 6 The Stark effect in Rydberg states of the H atom. a Dependence of the energies ofm = 0 Stark states
with values of n from 7 to 14 on the strength of the electric field. b Electron probability density in a plane
containing the electric field axis for n = 8 Stark states with k = −7,−1,+1 and+7. After [90]

for the k = +7 Stark state in Fig. 6(b) indicates clearly that the electric dipole moment
(214 D) of this state is oriented antiparallel to F⃗ giving rise to the positive Stark energy
shift of this state in Fig. 6(a). In the same way the negative Stark shift of the k = −7 state
results from the orientation of its electric dipole moment parallel to F⃗ . As can be seen in
Fig. 6(b) the states with low values of |k| in the middle of the Stark manifold have approx-
imately equal distributions of electron charge on either side of the ion core and therefore
small electric dipolemoments (31 D) andweak linear Stark shifts. Typically Rydberg-Stark
deceleration experiments have been performed following photoexcitation of outer Stark
states with values of n between 15 and 60, and electric dipole moments between 500 D
and 13500 D.

Electric field ionisation of hydrogenic Rydberg states

In manipulating the translational motion of atoms or molecules in hydrogenic Rydberg-
Stark states using inhomogeneous electric fields, the maximal fields that can be employed
are limited by the ionisation electric fields of the states in which the samples are prepared.
The Stark contribution,HS, to the Hamiltonian in Eq. (4) gives rise to a saddle point in the
potential experienced by the Rydberg electron. If the energy of this saddle point lies below
the energy of the excited Rydberg state, electric field ionisation will occur. This ionisation
field depends strongly on the value of n, and also on the value of k. The outermost state
with a negative Stark energy shift [e.g., the k = −7 state in Fig. 6(a)] typically ionises in
fields equal to or larger than the classical ionisation field, Fclass, for which the energy of
the Stark saddle point coincides with the energy of the Stark state in the field [18]

Fclass =
F0
9n4 , (6)

Figure 2.1: (a) Stark map with an extreme HFS state shown in red and an extreme

LFS state shown in blue. (b) Electron probability densities corresponding to the

four values of k with n = 8 indicated. From Reference [2].

2.2 Rydberg-Stark deceleration

2.2.1 Time-independent electric fields

The forces experienced by atoms in LFS and HFS Rydberg states in inhomogeneous

electric fields can be exploited to control their motion. The first experimental

demonstration of this was reported by Townsend et al. in 2000 [17]. This experiment

was analogous to the classic Stern-Gerlach experiment in which the quantisation

of angular momentum was first demonstrated [18]. A diagram of the apparatus

used by Townsend et al. can be seen in Figure 2.2(a). It consisted of two cylindrical

electrodes arranged parallel to each other with a potential of +500 V applied to

one and -500 V to the other. This configuration resulted in the generation of a

time-independent inhomogeneous electric field with a region of high field between

the two electrodes that decreased in strength with increasing vertical position. A
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Figure 2.2: (a) Rydberg Stern-Gerlach experiment. (b) Stark map showing selected

Rydberg-Stark states in krypton, and (c) final vertical position of atoms in the states

labelled in (b) after deflection. States A, B and C are HFS states, whilst states D, E

and F are LFS states. From Reference [17].
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beam of krypton travelled parallel to, and above, the electrodes and the atoms were

photoexcited to a specific Rydberg-Stark state by intersecting the atomic beam with

two laser beams in the electric field. The excited atoms then experienced a force

due to the inhomogeneous electric field. The magnitude and direction of this force

depended on the electric dipole moment of the Stark state excited. The effect of

this force on the beam of atoms was monitored by imaging the signal from the

excited atoms recorded when they impinged upon a microchannel plate (MCP)

detector. Experiments were performed for a number of Rydberg-Stark states with

both positive and negative Stark shifts and the results can be seen in Figure 2.2(b) and

(c). Figure 2.2(b) shows the range of Rydberg-Stark states used in the experiments

and Figure 2.2(c) displays the final vertical position of the atoms in those states at

the detector. It can be seen that atoms in the HFS states A and B were deflected

downwards towards the electrodes where the field strength was highest. Atoms

in the LFS states E and F were deflected upwards away from the electrodes and

towards the area of low field strength. The centre Stark states C and D have small

electric dipole moments and thus atoms prepared in these states experienced little

force and their positions remained relatively unchanged.

Following this, experiments performed by Procter et al. in 2003 [19] and Ya-

makita et al. in 2004 [20] using hydrogen molecules utilised time-independent

inhomogeneous electric fields to demonstrate the first longitudinal acceleration

and deceleration of Rydberg molecules. Figure 2.3 shows the results of the latter

experiment in which H2 molecules in HFS Rydberg-Stark states were accelerated

resulting in a shorter time of flight compared to LFS states which were decelerated

and experienced a longer time of flight to a detector at a fixed distance from the

Rydberg state photoexcitation position.
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Figure 2.3: Time-of-flight distributions showing acceleration/deceleration of H2

molecules in HFS (bottom curve) and LFS (top curve) Rydberg-Stark states. From

Reference [20].

2.2.2 Time-dependent electric fields

The use of time-dependent electric fields enabled Vliegen et al. to exert greater

control over the motion of atoms in Rydberg-Stark states in order to focus [21] and

reflect [22] beams of argon and hydrogen atoms, respectively, before Hogan and

Merkt demonstrated the first three-dimensional electrostatic trap [23] for samples in

such states. The apparatus used in this experiment consisted of a three-dimensional

configuration of six electrodes to which time-dependent voltages were applied. A

schematic diagram of the electrode structure can be seen in Figure 2.4(a). Depending

on the potentials applied to the electrodes, fields that controlled the motion of

Rydberg-Stark states in three different ways could be generated. In the first phase

of the experiment, exponentially decaying potentials applied to electrodes 1 and

2 decelerated samples of hydrogen atoms in LFS states while ensuring they never

entered a field large enough to ionise them. Once the atoms were decelerated to

zero mean velocity in the laboratory-fixed frame of reference they were trapped
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Fig. 17 Time-dependent deceleration and trapping potentials. Time dependence of the electric potentials
applied to electrodes 1–4 in Fig. 16(a). a Ionisation pulses applied to electrodes 1 and 2 to detect the trapped
Rydberg atoms. b Exponentially decaying deceleration potentials applied to electrodes 3 and 4. The horizontal
axis represents the time after photoexcitation

Under the conditions in which the trap was operated this motion of the ensemble had a
period of ∼ 100 µs. This can be seen in the experimental data in Fig. 20(a) which were
recorded at time intervals of 5 µs. At early times, the cloud of trapped atoms fills the
trap in the x-dimension. As the atoms are forced toward the centre of the trap, the spatial
spread of the ions impinging on theMCP detector reduces until it reaches its minimal size
60−70µs after excitation. A similar behaviour is seen in the calculated images, validating
the interpretation of the experimental data.

Fig. 18 Acceleration and relative position of atoms during deceleration and trap loading. a Acceleration, and
(b) relative longitudinal position in the z dimension with respect to the final position of the trap minimum, of
H atoms in the |n, k⟩ = |30, 25⟩ state for which the time-dependence of the deceleration potentials was
optimised. The origin of the horizontal axis is the activation time of the deceleration potentialsFigure 2.4: Deceleration and trapping of hydrogen atoms using time-dependent

electric fields. (a) Electrode structure, and (b) calculated mean longitudinal position

of the decelerated atoms, relative to the position of the trap minimum in the z

dimension, as a function of time. From Reference [23].

by applying potentials to all six electrodes to create a three-dimensional trap. The

velocity spread of the atoms was ±50 m·s−1. Finally the trapped atoms were ionised

upon the application of large positive potentials to electrodes 1 and 2. The resulting

ions were then detected at an MCP detector. The calculated mean longitudinal

position of the decelerated atoms in these experiments can be seen in Figure 2.4(b).

Seiler et al. extended this work on three-dimensional trapping of hydrogen

atoms by demonstrating trapping of atoms in Rydberg states [24] off the atomic

beam axis in order to reduce losses due to collisions with the carrier gasses in the

supersonic beams used in these types of experiments. Figure 2.5 shows the location

of eight electrodes used for decelerating and trapping in this work and the electric

fields generated at each stage of the deceleration process implemented to load the

atoms into the off-axis trap. Figure 2.5(a) indicates the initial and final electric field

distribution, an incoming ensemble of atoms and a trapped one. The atoms were
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Fig. 22 Electric field distributions in the off-axis decelerator and trap. Electric field distributions in the yz
plane of the off-axis trap (a) at the time of photoexcitation and after completion of the trapping process, (b)
in the initial phase of on-axis deceleration, (c) during the 90° deflection process, and (d) in the final
deceleration phase. The lines of constant electric field range in (a) from 10 to 100 V/cm in steps of 10 V/cm,
and (b–d) from 20 to 200 V/cm in steps of 20 V/cm. The red shaded circles indicate the center of the Rydberg
atom cloud at each time. From [105]

electrodes 2 and 7 with the resulting H+ ions collected on aMCP detector [see Fig. 21(a)].
The results of measurements of this kind for a range of time delays between photoexcita-
tion and pulsed electric field ionisation are presented in Fig. 19 (filled black circles). The
data in this figure, all recorded following deceleration and trapping of H atoms initially
prepared in low-field-seeing n = 30 Rydberg-Stark states, permits a direct comparison
to be made between the decay of atoms from the on-axis trap with that from the off-axis
trap. In these data sets, the decay rates from the two traps are identical at times beyond
170 µs with the difference at early times evidence for collisional losses of ∼ 40% from
the on-axis trap induced by the trailing component of atomic beam. This rapid decay of
atoms from the trap at early times is suppressed by trapping off-axis.
Although the rates of decay of electrostatically trapped atoms at later times in Fig. 19

are on the same order of magnitude as those associated with fluorescence from the ini-
tially prepared Rydberg-Stark states, no dependence of the decay rate on the value of n
was observed in this work. This suggested that decay channels other than fluorescence
must play a role in the experiments. Because of the sensitivity of the trapped Rydberg
atoms to room temperature blackbody radiation, these additional decay channels were
attributed to transitions driven by blackbody radiation. However, contributions from
Rydberg-Rydberg interactions could also not be excluded at early times.
The effect of the blackbody temperature of the surroundings of the off-axis trap on the

rate of decay of H atoms confined within it can be seen in Fig. 23(a). As the blackbody

(e)

Figure 2.5: (a-d) Electrode structure and time dependent electric field distribu-

tions for deceleration and off-axis trapping of hydrogen atoms. (e) Signal from the

trapped atoms recorded for increasing trapping times at three different tempera-

tures, as indicated. From Reference [24].

decelerated [Figure 2.5(b)], deflected by 90◦ [Figure 2.5(c)] and decelerated again

[Figure 2.5(d)] before ending up trapped as shown in Figure 2.5(a). These trapping

experiments allowed the possibility of investigating effects of collisions and excited

state decay processes on timescales that were previously inaccessible. Figure 2.5(e)

shows the decay of the population of trapped atoms in trap environments at three

different temperatures: 300 K, 125 K and 11 K. The longer trapping times at lower

temperature are a consequence of the reduced effects of blackbody transitions, in

particular, blackbody photoionisation.
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2.3 Chip-based devices for manipulating atoms and molecules

with electric fields

The next development in manipulating the motion of atoms and molecules in high

Rydberg-Stark states was to extend what had been done with three-dimensional

electrode configurations to two-dimensional ones, i.e., chip-based devices. Chip-

based devices have numerous advantages over three-dimensional structures. The

first is that they are generally easier to scale to include more deceleration stages

to decelerate heavier samples. This is an advantage in itself but it also leads to

another advantage: the smaller the devices, the larger the field gradients that can

be produced with a given set of low potentials, allowing for greater forces to be

exerted during deceleration and trapping.

The first demonstration of a chip-based Stark decelerator was reported by Meek

et al. [25] in 2009. Instead of using samples in Rydberg states, these experiments

used ground state polar molecules, which also possess LFS states and can be decel-

erated by exploiting the Stark effect. The electric dipole moments of these ground

state molecules are, however, only on the order of 1 D so ∼ 1/1000 of those of Ryd-

berg states. This decelerator relied on the superposition of electric fields created by

time-varying voltages applied to sets of electrodes on the chip to generate moving

electric field minima. When two dipolar fields with different length scales and op-

posite directions are superimposed, a minimum of electric field strength is created.

This forms a trap for samples in LFS states. An array of electric field minima is

generated using a set of voltages with each electrode connected to others which are

multiples of seven away. This results in an electric field distribution that repeats

every seven electrodes.

Figure 2.6 shows the calculated electric field distribution in this type of chip

decelerator for polar ground state molecules for three different sets of potentials
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applied to the electrodes. In panels (a)-(c), times are chosen to represent times ta, tb

and tc such that ω(tb − ta) = ω(tc − tb) = π/6. If the electrodes are numbered 1-6, the

voltage at the nth electrode, for odd n, in panel (a), is given by−V0[1+cos(ωta +φn)]

where V0 = 60V, and (ωta + φn) = 120◦, 240◦ and 0◦ for n=1, 3 and 5, respectively.

For even n the voltage on each electrode is given by V0[1 + cos(ωta + φn)] where

(ωta + φn) = 0◦, 120◦ and 240◦ for n=2, 4 and 6, respectively. The potential on any

given electrode is equal in magnitude but opposite in sign to the potential on the

electrode three positions away.

The calculated fields in Figure 2.6 show that the resulting minima, or traps,

can be positioned exactly between two electrodes (a), three quarters of the distance

between one electrode and the next (b), or directly above an electrode (c). By

applying appropriate potentials, the minima can be generated at any z-position

whilst keeping the y-position constant. This allows the traps to move smoothly

above the chip surface if appropriate time-dependent potentials are applied. The

speed at which the traps move above the surface is governed by the frequency, ω, at

which the potentials applied to the electrodes oscillate in time. Once an ensemble

of atoms are confined in the moving traps in this device, they can be accelerated by

increasing ω, or decelerated by decreasing it.

Figure 2.7(a) shows the chip decelerator structure used in these experiments. It

consisted of an array of 1254 10-µm-wide, 100-nm-high gold electrodes on a glass

substrate with a centre-to-centre separation of 40 µm. They were connected, via

nickel wires, to square pads by which the six different time-dependent potentials

were applied. The length of the electrode array was 50.16 mm. The experimental

setup is show in Figure 2.7(b). The chip decelerator was mounted on a manipulator

that allowed for adjustment of the height of the front and back of the chip with a

precision of better than 10 µm and allowed the structure to be tilted with a precision

of better than 0.01◦.
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Figure 2.6: Calculated electric field distributions for three different sets of potentials

applied to the electrodes of a chip-based Stark decelerator for polar molecules

showing how traps can be generated at any z position above the chip. See text for

details. From Reference [25].
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(c)

Figure 2.7: (a) and (b) chip design and experimental setup used by Meek et al. [25]

to demonstrate deceleration of CO in a chip-based Stark decelerator. (c) Results of

experiments showing guiding and deceleration to five different final speeds. From

Reference [25]
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To demonstrate the operation of this device, a pulsed beam of ground state

CO molecules was produced by expanding a mixture of CO and argon through

a solenoid valve to a vacuum. The valve body was cooled to 102 K to set the

mean velocity of the CO molecules to 360±20 m·s−1. Before passing through a

skimmer, the CO molecules, which have no ground state electric dipole moment,

were prepared in an LFS metastable state by direct laser excitation from the N′′ = 1

rotational level in ground state. At a distance ∼19 cm downstream from the laser

excitation point, the molecules passed through a slit and then travelled closely

above the microstructured electrode array over its full 5 cm length. When the

molecules arrived above the electrode array, the potentials were switched on. This

occurred 530 µs after laser excitation. The position of the excitation laser was

188 mm from the first electrode of the decelerator so the molecules, travelling at

the mean velocity of 360 m·s−1, had already passed over 3mm of the decelerator

before it was activated. Molecules travelling at 355 m·s−1 had just reached the first

electrode. A small fraction of the molecules found themselves in the electric field

minima while the majority were deflected by the strong electric field gradient that

was present everywhere else. When the electric field minima were moved at the

appropriate initial velocity, by allowing the decelerator potentials to oscillate in

time, the CO molecules were confined in the moving traps for the entire time the

potentials were applied. When the molecules approached the end of the electrode

array, the potentials were switched off again. The exact period of time for which the

potentials were kept on depended on the amount of acceleration imposed but it was

always chosen such that it corresponded to a total travel distance of the molecules

guided or decelerated above the chip of 46 mm. The molecules that had been stably

transported over this distance could pass through an exit slit and then fly freely

to a gold surface 6 cm downstream. As the metastable CO molecules had 6 eV

of internal energy, they generated free electrons upon impacting the gold surface.
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These electrons were subsequently detected using an MCP detector.

Figure 2.7(c) shows the measured arrival time distributions of the metastable

CO molecules at this detection region for six different values of applied acceleration.

The inset shows the measured arrival time distribution when no potentials were

applied to the electrodes. It shows that the velocity distribution of the CO molecules

in the beam was centred on 360 m·s−1. Once the molecules reached the decelerator

and the waveforms were switched on, those that were not initially trapped in one

of the moving traps were deflected away from the surface. Even molecules that

were initially in a trap but had too large a velocity soon found their way out and

then were pushed away from the surface. In the guiding case, when the waveforms

remained at 3.0 MHz for the entire time that the molecules were above the chip,

the molecules in the wells were transported to the end of the chip without their

velocities changing significantly. The resulting time of flight spectrum exhibits a

broad background, on top of which can be seen an intense, narrow peak centred

at 0.83 ms, i.e., the time that it takes molecules travelling at 360 m·s−1 to travel the

29.8 cm distance from the excitation zone to the detector. The broad background

was caused by metastable CO molecules with trajectories that were not influenced

by the electric fields of the decelerator.

The other five arrival time distributions shown in the main panel of Figure 2.7(c)

were recorded when the frequency of the decelerator waveforms was reduced

linearly from 3.0 MHz to a final value of 2.8 MHz (336 m·s−1), 2.6 MHz (312 m·s−1),

2.4 MHz (288 m·s−1), 2.2 MHz (264 m·s−1) and 2.0 MHz (240 m·s−1). The last of these

measurements corresponds to a deceleration with a magnitude of a = 0.78 µm ·µs−2.

It is seen that the narrow peak in arrival times that results from the CO molecules

that are captured in the potential wells comes at even later times, in agreement

with the expected arrival times. The broad background, however, remains constant

regardless of the applied potential, showing that it represents molecules that do not
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Fig. 27 A surface-electrode Rydberg-Stark decelerator. a Schematic diagram of a surface-electrode-based
Rydberg-Stark decelerator and surrounding photoexcitation and electric field ionisation regions. b Oscillating
potentials applied to the 11 electrodes of the decelerator in (a) for the deceleration of H atoms from vi = 760 m/s
to vf = 300 m/s. From [136]

distribution experienced by the atoms in the accelerated frame of reference has a sig-
nificant effect at all times throughout the acceleration/deceleration process. As in other
chip-based Stark decelerators [129, 131] this effect of the acceleration of the moving trap,
a⃗trap, is most readily seen in themoving frame of reference associated with a single electric
field minimum of the decelerator. The transformation from the laboratory-fixed frame of
reference to this moving frame is achieved by adding the pseudo potential

Vpseudo = m a⃗trap · s⃗, (24)

where m is the mass of the atom or molecule being decelerated, and s⃗ is the displace-
ment from this local field minimum. Potential energy distributions associated with such
an electric field minimum in this moving frame of reference of the surface-electrode
Rydberg-Stark decelerator are presented in Fig. 29 for accelerations of 0, −5 × 105,
−5 × 106 and −5 × 107 m/s2. In this figure, the contour lines are spaced by E/kB =
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Figure 2.8: (a) Experimental setup, and (b) time dependent potentials used for

deceleration and trapping of hydrogen Rydberg atoms in a chip-based Rydberg-

Stark decelerator.(c) Time-of-flight distributions recorded after electrostatic trap-

ping times of 10, 20 and 40 µs. From Reference [8].

interact with the electric fields. It is seen that the number of molecules trapped in

the potential wells decreases for increasing acceleration. This is to be expected as

the volume and the depth of the potential wells effectively reduce with increasing

accelerations.

Building on this work, Hogan et al. [8] demonstrated the first deceleration of

atoms in Rydberg states, in this case H atoms, using two-dimensional chip-based

electrode structures. Owing to the much larger electric dipole moments of the

Rydberg-Stark states used in this work compared to those of polar CO molecules,
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combined with the lower mass of the atoms used, the chip dimensions could be

scaled up and the device could be operated using lower electric potentials allowing

much larger samples of atoms to be trapped and decelerated. A diagram of the

chip structure used for these experiments can be seen in Figure 2.8(a). It consisted

of 11 0.5-mm-wide electrodes with a centre-to-centre separation of 1 mm. The chip

was operated in the same way as the decelerator for polar molecules; by applying

six different oscillating potentials to electrodes 1-6 and repeating the sequence from

electrode 7 onwards they created a series of travelling traps above the chip, with

each pair separated along the axis of the atomic beam by 3 mm. The speed that

the traps moved at was proportional to the frequency of the oscillating potentials

applied. Figure 2.8(b) shows the potentials that were applied to the 11 electrodes

in order to decelerate hydrogen atoms in LFS states from 760 m·s−1 to 300 m·s−1.

These states were prepared by photoexcitation using a resonance-enhanced two-

colour two-photon excitation scheme from the 1 2S ground state via the 2 2P state

in a homogenous electric field of 33 V·cm−1. After travelling over the length of

the decelerator the atoms were detected by pulsed electric field ionisation with

the resulting ions collected on an MCP detector. This chip-based Rydberg-Stark

decelerator was used to accelerate and decelerate samples of Rydberg atoms to

velocities between 1200 m·s−1 and 200 m·s−1 before demonstrating electrostatic

trapping. In the trapping experiments, the samples were fully decelerated to zero

velocity and trapped above the surface of the chip by holding the potentials applied

to the electrodes at a constant value. After trapping times of 10, 20 and 40 µs the

samples were re-accelerated and detected. Results of these experiments are shown

in Figure 2.8(c). It can be seen that the difference in arrival times of the three samples

exactly matches the difference in trapping times. These data also show a reduction

in signal intensity with increasing trapping time. This was identified to be a result

of collisions with the trailing parts of the pulsed supersonic beam.
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Figure 2.9: (a) Experimental setup, and (b-d) results of experiments to demonstrate

off-axis deflection and guiding of H2 Rydberg molecules by Allmendinger et al.

From Reference [26].

To avoid collisional losses Allmendinger et al. [26] subsequently used a curved

chip to achieve off-axis deceleration and deflection of hydrogen Rydberg molecules.

As can be seen in Figure 2.9(a), the chip consisted of a 50-mm array of 50 electrodes,

the first 4 mm and last 3.5 mm of which were planar while the middle 42.5 mm sec-

tion formed the arc of a circle in the xz plane with radius 244 mm. This corresponds

to a deflection of 10◦ from the initial axis of propagation of the molecular beam.

In these experiments a pulsed beam of molecular hydrogen was collimated and

then passed between two electrodes where the molecules were photoexcited to LFS

states in a homogeneous electric field of 75 V·cm−1. After passing over the chip, the

molecules were imaged directly using an MCP detector to determine their position

in the xy plane. Figure 2.9(b) shows images recorded following deflection/guiding

at a constant longitudinal speed of 1290 m·s−1 for waveform amplitudes of 80, 60

and 40 V applied to the chip electrodes. The sharp regions of signal in the bottom

portion of the images correspond to the guided and deflected ensemble of atoms

and show that for higher voltages, a higher proportion of molecules are guided

40



because of the stronger forces exerted on them. Using trajectory simulations, it was

calculated that the deflection efficiency of the device was 20% when operated at 80 V

and 10% when operated at 40 V. This effect is mirrored by the signal arising from

the unguided portion of the beam at the top of each image; fewer guided molecules

results in more signal in the undeflected beam. The double peak structure in the y

dimension in the undeflected component can be attributed to the finite transverse

phase-space acceptance of the deflector. Molecules that are initially close to the

centre of the chip had a higher chance of being trapped by the guide and deflected

downwards, which decreased the signal in the middle of the unguided portion of

the beam. In these experiments, simultaneous deflection and deceleration of H2

was also demonstrated.

2.4 Transmission-line guides, decelerators and traps

All of the chip-based Rydberg-Stark deceleration devices described so far exhibit

strong particle confinement in two dimensions, the vertical (deflection) and lon-

gitudinal (acceleration and deceleration) directions, but the samples were more

weakly confined in the horizontal direction. To manipulate atoms and molecules

in Rydberg-Stark states in these types of decelerators with improved efficiency,

devices were developed that were capable of generating strong traps in all three

dimensions. To this end, in 2013 Lancuba and Hogan began a series of experiments

using chip-based devices for Rydberg-Stark deceleration based on the geometry

of coplanar electrical transmission-lines [27, 28, 29]. This geometry also allows

integration with chip-based microwave circuits.

The first experiment performed as part of this work involved the demonstration

of an electrostatic transmission-line guide for He atoms in Rydberg-Stark states [27].

This guide was used to generate two-dimensional traps in the horizontal and vertical

directions to control the transverse motion of atoms in LFS states. A schematic
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FIG. 1. (Color online) Schematic diagram of the experimental
setup (not to scale). Note that part of the plane metal plate positioned
above the electrical transmission line in the y dimension to form the
electrostatic guide has been removed for clarity.

the relevant quantum defects for the triplet Rydberg states
of He are δp = 0.068 352, δd = 0.002 888, δf = 0.000 438,
δg = 0.000 125, and δh = 0.000 047 [27].

Following photoexcitation, the beams of helium Rydberg
atoms travel through a 3-mm-diameter hole in the center of E2
and toward the part of the apparatus containing the surface-
based electrostatic guide. A schematic diagram of a surface-
based, coplanar electrical transmission line upon which the
geometries of the electrostatic guides are based is displayed in
Fig. 3(a). By positioning a parallel plane metal electrode above
the surface of the transmission line [Fig. 3(b)], an electric field
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FIG. 2. (Color online) Stark map of the |m| = 1 triplet Rydberg
states of He for values of n in the range 51–53. The vertical dashed
blue line indicates the field of 0.6 V/cm in which photoexcitation
was performed in the experiments described.
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FIG. 3. (Color online) (a) Curved surface-based electrical trans-
mission line. (b) Geometry in which a metallic plate is placed
above the surface of the transmission line to permit the generation
of an electric field distribution appropriate for guiding samples in
Rydberg states. (c) Electric field distribution in the xy plane in the
region between the transmission line and metallic plate depicted
in (b). The electric field distribution corresponds to that generated
when Vp = Vc = −10 V and Vg1 = Vg2 = 0 V. Contours of equal
electric field strength are displayed in increments of 5 V/cm starting
at 5 V/cm.

minimum can be generated above the center conductor of the
transmission line. This is achieved by applying equal, nonzero,
electric potentials to the center conductor, Vc, and this plane
electrode, Vp, while the outer ground planes of the transmission
line, Vg1 and Vg2, are set to 0 V. The electric field distribution,
in the xy plane, surrounding a surface-based transmission line
with a center conductor of width 1 mm, which is separated
from the outer ground planes on either side by a distance of
1 mm, and a parallel plane electrode at a distance of 5.6 mm
above the surface of the transmission line in the y dimension,
is depicted in Fig. 3(c). In the calculation of this electric field
distribution Vp = Vc = −10 V and Vg1 = Vg2 = 0 V. In this
figure, contours of equal electric field strength are displayed
in increments of 5 V/cm beginning at 5 V/cm. The design of
this transmission-line guide, although not identical, has some
similarities to electrostatic guides developed by Xia et al. [28],
for velocity selection of beams of polar molecules, in which a
conducting wire is positioned between a pair of parallel-plate
electrodes.

The electric field distribution displayed in Fig. 3(c) is
designed to efficiently guide atoms in Rydberg-Stark states
that are shifted to higher energy with increasing electric field
strength, i.e., atoms in “low-field-seeking states.” As they
travel along the electrostatic guide, atoms in these states
continually experience forces directed toward the electric field
minimum located 1.7 mm above the surface of the transmission
line in the y dimension. Under conditions corresponding to
those in Fig. 3(c) the guide has a depth in the xz plane of
E/e ≃ 0.37 meV (or E/kB ≃ 4 K, where kB is the Boltzmann
constant) for the outermost n = 52 Rydberg-Stark states of He.
It is worth noting that an equivalent electric field distribution
can be generated by applying the nonzero electric potentials of
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Figure 2.10: (a) and (b) transmission-line guide design, (c) electric field distribution

and (d-i) experimental data demonstrating the operation of the guide with Rydberg

He atoms. From Reference [27].

diagram of the chip structure used in these experiments is displayed in Figure 2.10. It

consisted of a curved 1 mm wide centre conductor electrode separated from ground

planes on either side by 1 mm [Figure 2.10(a)] with a plane metal plate electrode

situated parallel to, and 5.6mm above, the surface of the chip [Figure 2.10(b)].

Equal electric potentials were applied to the centre conductor electrode and the

upper metal plate and with the ground planes set to 0 V, the four electrodes created

a quadrupole trap in the x (transverse) and y (vertical) dimensions as can be seen

in Figure 2.10(c).

In these experiments a pulsed supersonic beam of metastable He atoms was

generated in a dc electric discharge at the exit of a pulsed valve. After passing

through a skimmer, the atoms were photoexcited from the metastable 1s2s 3S1 level

to Rydberg states with n = 52 via the 1s3p 3P2 intermediate state in a homogeneous
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electric field of 0.6 V·cm−1. In this excitation process selected LFS Rydberg-Stark

states were prepared. The atoms then travelled through the device, to which a

range of deflection potentials were applied, before detection by pulsed electric field

ionisation. After being ionised, the resulting He+ ions were accelerated in the x

direction to an MCP detector. By measuring the time between the application of the

ionisation pulse and the subsequent arrival of the ions at the detector, time-of-flight

distributions could be obtained that revealed changes in the relative position of the

guided atoms in the x dimension at the time of ionisation. These time-of-flight dis-

tributions can be seen in Figure 2.10(d-i) for a range of guiding potentials, Vg, using

two guides with different radii of curvature, and hence end point displacements,

∆x. It can be seen from the data that increasing the guiding potential from Vg = 0

to -32 V [Figure 2.10(d-h)] resulted in longer mean flight times of the He+ ions to

the MCP directly reflecting an increased displacement in the x dimension of the

atoms at the time of ionisation. This mean time-of-flight increased further when

the experiment was repeated using a guide with a greater end point displacement

of 5.0 mm [Figure 2.10(i)].

To generate fully three-dimensional traps using this transmission-line electrode

geometry, Lancuba and Hogan subsequently divided the centre conductor into

discrete, individually addressable, segments to realise a transmission-line deceler-

ator [28], the design of which can be seen in Figure 2.11(a). A series of 1 mm ×

1 mm centre conductor electrodes in this device were again separated from two

ground planes by 1 mm with an upper plate electrode 4.5 mm above. By applying

potentials to each electrode, labelled with the index i = 1, 2, ...., according to the

expression

Vi = V0 cos[−(i − 1)φ], (2.5)

where V0 is the potential applied to electrode 1 and φ = 5/2 is the phase shift

from one electrode to the next, and with a fixed potential of −V0/2 applied to the
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FIG. 1. (Color online) (a) Schematic diagram of the transmission-line decelerator. Electric field distributions in (b) the xy plane, and (c)
the zy plane, for V0 = +120 V, and Vu = −V0/2. The color scale in the lower right of the figure is common to (b) and (c).

an electrostatic transmission-line guide [23], includes a 2D
surface-based array of metallic electrodes, and a parallel plane
metal plate. The 2D electrode array, located 4.5 mm below
the upper plate, is composed of a segmented center conductor
surrounded on either side by two extended ground planes.
The insulating gap between the center conductor and each
ground plane is 1 mm wide. The segments of the center
conductor are square, with sides of length 1 mm, and a
center-to-center spacing dcc = 2 mm. The electrode array
used in the experiments described here was fabricated by
chemical etching. Electrical contact was made to the individual
decelerator segments via small holes drilled through each to
an array of miniature sockets located beneath the substrate.
The center conductor of this device contained 45 segments,
and the array had a total length of 90 mm in the z dimension,
and a width of 70 mm in the x dimension.

With equal, nonzero electric potentials applied to one single
segment of the center conductor and the upper plate, while all
other electrodes including the ground planes are set to 0 V, a
single stationary three-dimensional electric field minimum is
generated above this active segment. The resulting electric field
distribution is analogous to that generated in two dimensions
in an electrostatic transmission-line guide [23], and forms
the basic field distribution around which the decelerator is
designed. By applying an appropriate set of potentials to
the complete 2D array of decelerator segments and upper
plate, a periodic array of similar electric field minima can
be generated within the device. The spatial periodicity of this
array of electric field minima is dependent upon the number
of electric potentials, and therefore decelerator segments,
contributing to each. Exploiting larger numbers of segments
leads to increasingly harmonic traps with reduced variations in
the trap width with position along the decelerator axis. In the
decelerator described here, a set of five electric potentials are
employed to achieve an appropriate compromise between the
total number of unique potentials that must be generated, and
any undesirable position dependence of the trap widths. These
five potentials are applied to consecutive decelerator segments

and repeated periodically along the center conductor. The
magnitude of the potential applied to each electrode, labeled
with an index i = 1,2, . . . , can be expressed as

Vi = V0 cos[−(i − 1) φ], (1)

where V0 is the amplitude of the potential applied to electrode
1, and φ = 2 π/5 is the phase shift from one decelerator
segment to the next. With a dc potential Vu applied to the upper
plate, such that Vu = −V0/2, a set of electric field minima
is generated with a spatial periodicity of 5 dcc. Electric field
distributions calculated using this configuration of potentials,
with V0 = +120 V, and a phase shift of π/5, to position
the electric field minima above electrodes i = 4,9, . . . , are
displayed in Figs. 1(b) and 1(c). In these figures, each electric
field minimum represents a trap for atoms in low-field-seeking
Rydberg-Stark states. Close to each trap minimum the electric
field gradient is ∼650 V/cm2, and the lowest saddle point
of each trap occurs in the y dimension at a field strength of
∼110 V/cm. The maximum usable value of V0 is set by the
onset of electric field ionization of the trapped Rydberg atoms
and is therefore n dependent. For the Rydberg-Stark states
with n = 52 used in the experiments reported here, complete
diabatic electric field ionization occurs at ∼140 V/cm [29].
By operating the decelerator with V0 = +120 V, the fields
experienced by the atoms as they travel through the decelerator
are maintained below this value, limiting particle loss by direct
field ionization.

To convey samples of trapped Rydberg atoms through
the decelerator, it is necessary to vary the positions of the
electric traps in time. This is achieved by introducing a time
dependence to the potential in Eq. (1). To realize a continuous
motion of the array of traps in the positive z dimension, the
potential applied to the decelerator electrodes is chosen to
oscillate at an angular frequency ω, such that

Vi(t) = V0 cos[ω t − (i − 1) φ]. (2)
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upper plate electrode, the electric field distributions seen in Figure 2.11(b) and (c)

were generated. As can be seen, electric field minima formed in both the xy and

yz planes, resulting in fully three dimensional traps capable of confining atoms in

LFS Rydberg-Stark states in the transverse, longitudinal and vertical directions. By

introducing a time dependence to the electric potentials of the form

Vi(t) = V0 cos[ωt − (i − 1)φ], (2.6)

whereω is the frequency of the oscillation of the potential applied to each electrode,

the traps could be caused to travel smoothly above the surface of the chip. The

speed with which the traps moved was given by

vtrap = 5dccω/(2π), (2.7)

where dcc is the centre-to-centre separation of the conductor electrodes. The depen-

dence of the speed of the traps on the frequency of the oscillating potentials was

exploited to accelerate and decelerate He atoms.
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He atoms in LFS Rydberg-Stark states were loaded into the travelling traps

of this device by switching on the electric potentials when the atoms were at the

appropriate position above the electrode structure. The frequency at which these

potentials then oscillated was calculated to initially match the speed of the trap with

the speed of the incoming atoms, 1950 m·s−1. Once trapped, the atoms were either

guided, by keeping the oscillation frequency constant, accelerated, by chirping the

frequency up over time, or decelerated, by chirping the frequency down over time,

before detection by pulsed electric field ionisation and collection of the resulting

ions on an MCP detector, as before. By measuring the total time of flight of the

atoms through the device between photoexcitation and detection, the speeds to

which the atoms were accelerated or decelerated could be calculated. The time-

of-flight distributions for several different accelerations and decelerations are seen

in Figure 2.11(d). These results show accelerations of at = +2.0 × 107 and −1.15 ×

107 m·s−2 to speeds of 2700 m·s−1 and 1350 m·s−1, respectively.

The last test for these transmission-line Rydberg-Stark deceleration devices was

to demonstrate full deceleration to zero velocity in the laboratory-fixed frame of

reference. This was achieved by Lancuba and Hogan in 2016 [29]. In the corre-

sponding experiments, a similar setup to the previous two was used but in situ

detection of the Rydberg atoms was implemented. In this scheme, He atoms were

prepared in the same way and decelerated above the segmented centre conductor

of the transmission-line, however, once the atoms were above a preselected centre

conductor electrode, a large pulsed potential was applied to the ground planes, to

ionise the atoms and accelerate the resulting ions through an aperture in the upper

plate electrode to an MCP detector. A diagram depicting this scheme can be seen

in Figure 2.12.

By applying a constant acceleration of at = −1.279× 107 m·s−2, atoms were fully

decelerated to zero mean velocity in the laboratory-fixed frame of reference and
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where ω is the angular oscillation frequency of the potentials,
and 2 5f p= is the phase shift from one centre-conductor
segment to the next. For all experiments described here the
amplitude of the oscillating potentials was selected to be
V 150 V0 = , and the time-independent potential on the upper-
plate electrode, Vu, was set to V V 2u 0= - . With this
configuration of electrical potentials the tangential speed, vt,
at which the traps moved through the curved decelerator was

v
d5
2

2t
cc ( )w
p

=

and could be controlled by adjusting ω. To accelerate or
decelerate the traps, and in doing so accelerate or decelerate
the bunches of atoms confined within them, a time-
dependence was introduced to this angular oscillation
frequency. For a selected initial speed v 0t ( ), and a constant
tangential acceleration at, the resulting time-dependent
angular frequency, t( )w , was

t
a
d

t0
5

, 3t

cc
( ) ( ) ( )w w

p
= +

where v d0 2 0 5t cc( ) ( ) ( )w p= . The time-dependent poten-
tials used in the experiments were generated at low voltage
using a set of arbitrary waveform generators and amplified by

a factor of50 before being applied to the decelerator
electrodes.

3. Results

The operation of this transmission-line decelerator with in situ
detection was investigated by measuring the times of flight of
the helium Rydberg atoms from their position of photo-
excitation to the detection apertures A1 or A2 (see
figure 1(a)). For the bunches of Rydberg atoms with mean
initial longitudinal speeds of 2000 m s−1 that were prepared in
the experiments, the intensity maxima of the corresponding
time-of-flight distributions were recorded 80.5μs after pho-
toexcitation when the device was off.

To determine the optimal time after photoexcitation to
activate the oscillating decelerator potentials, int , the detection
time of flight was set to 80.5μs, and the signal associated
with atoms guided through the decelerator at a constant speed
of 2000 m s−1, while confined in a single travelling trap, was
recorded while the activation time of the decelerator was
adjusted. The results of this measurement are presented in
figure 2. From this data is can be seen that intensity maxima

Figure 1. Schematic diagram of the experimental apparatus (not to scale). (a) Top-view of the photoexcitation region and transmission-line
decelerator in the xz-plane with the ion extraction apertures A1 and A2 in the upper-plate electrode indicated (see text for details). (b)
Expanded side-view of the in situ detection region with the MCP detector located above the aperture A2 in the upper-plate electrode.

3

J. Phys. B: At. Mol. Opt. Phys. 49 (2016) 074006 P Lancuba and S D Hogan

(c)

(d)

Figure 2.12: (a) and (b) experimental setup for trapping and in situ detection of

He atoms in a transmission-line Rydberg-Stark decelerator. Time-of-flight distri-

butions showing (c) the decay of trapped atoms, and (d) deceleration of atoms to

270 m·s−1. From Reference [29].
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trapped directly beneath the detection aperture. Figure 2.12(a) shows the signal

measured when the ionising pulse was applied over a range of times. At early

times, no atoms reached the ionisation region and no signal was detected. As

the front of the ensemble of decelerated atoms approached the detection position

the signal increased up to a time of 156 µs, after which all of the trapped atoms

were detected. The measurements after 156 µs represent the in situ detection of

the decay of the trapped atoms. From this data, a decay time constant of 25 µs

was determined, which can be seen as a red dashed curve in Figure 2.12(c). This

comparatively short decay time was attributed to effects of blackbody radiation and

collisions between the background gas and the trapped atoms. For comparison, a

time-of-flight spectrum corresponding to a deceleration to 270 m·s−1 can be seen in

Figure 2.12(d).

2.5 Beam splitters

In recent years, devices have been developed that use inhomogeneous electric

fields to split beams of electrons [31] and ground state polar molecules [30, 32];

their designs can be seen in Figure 2.13. The molecular beam splitter demonstrated

by Gordon and Osterwalder [Figure 2.13(a)] was a three-dimensional configuration

of electrodes made by 3D printing and electroplating, while the beam splitters for

electrons [Figure 2.13(b)] and molecules [Figure 2.13(c)] developed by Hammer et

al. [31] and Deng et al. [32], respectively, were both chip-based and composed

of two-dimensional electrode structures. The electron beam splitter consisted of

three long electrodes that gradually changed shape along with position and were

surrounded by ground planes, whereas the molecular beam splitter was made

by embedding a Y-shaped wire in an insulating substrate. Both of these designs

generated electric fields in a distribution that transformed from a quadrupole to

a hexapole with increasing longitudinal position thus splitting the particle beams
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transversally into two spatially separated components. The Rydberg atom beam

splitter described in Chapter 4 of this thesis complements these other electric beam

splitter for electrons and polar ground-state molecules.
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Chapter 3

Experimental methods

The experiments presented in the following chapters, while each slightly different

in nature, have much of their experimental setup and methods in common, namely

the production of pulsed supersonic beams of metastable He, the photoexcitation of

these atoms to Rydberg states and the detection of the Rydberg states by pulsed elec-

tric field ionisation. For the sake of brevity, these common elements are described

in this chapter while the specific elements unique to each individual experiment are

then presented in the relevant chapters.

As can be seen in Figure 3.1, all of the experiments reported here were performed

in an apparatus composed of two connected vacuum chambers: the source chamber

and the experiment chamber, operated at pressures of approximately 10−7 and

10−8 mbar, respectively.

3.1 Pulsed supersonic beams of metastable helium atoms

Pulsed supersonic beams of helium atoms in the metastable 1s2s 3S1 level (lifetime

∼ 7870 s [34]) were generated at the exit of a valve connected to a reservoir of He

gas, maintained at a pressure of 5 bar. Upon pulsing the opening of the valve,
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Figure 3.1: Schematic diagram (not to scale) of the general apparatus used in

the experiments presented here showing the source chamber where the pulsed

supersonic beam of metastable He was generated, the experiment chamber where

the atoms were photoexcited, manipulated and detected and the laser system used

for photoexcitation. The typical distance between the exit of the pulsed valve and

the location of ionisation of the atoms in the experiments described here was∼0.5 m.

The y dimension is the vertical dimension in the laboratory frame-of-reference.
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a source operated at 365 K. From Reference [33]

adiabatic expansion of the high pressure He gas into the vacuum chamber led to the

creation of a high velocity (typically 1900-2000 m·s−1 depending on the operating

temperature of the valve) supersonic beam with low velocity spread (∼ ±100 m·s−1).

To populate the metastable 1s2s 3S1 level used as the ground state in these

experiments a discharge was struck at the exit of the pulsed valve between an

anode situated ∼ 1 mm from the grounded baseplate of the valve, which acted as

a cathode. A voltage of +255 V was applied to the anode and the discharge was

seeded by electrons produced by a heated tungsten filament ∼ 15 mm downstream

from the exit of the valve. Collisions and the recombination of the plasma caused

by the discharge populated the metastable 1s2s 3S1 level.

This beam then passed through a skimmer to select the densest, coldest portion

of the beam. A schematic diagram of this process can be seen in Figure 3.2. After

travelling through the skimmer, a pair of metal plates were used to generate a strong

static electric field (∼ 200 V·cm−1) transverse to the direction of propagation of the

beam to deflect ions that remained from the discharge.
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3.2 Photoexcitation to Rydberg states

After passing through the skimmer and ion deflection plates, the atoms entered

the excitation region of the apparatus. This region contained two focussed co-

propagating continuous-wave laser beams that passed between two metal elec-

trodes, labelled E1 and E2 in Figure 3.1. These electrodes could be used to cancel

stray electric fields at the position where the atoms were excited. They could also be

used to generate electric fields to lift the level degeneracy and allow the excitation

of individual Rydberg-Stark states. Both lasers used were tunable diode lasers that

emitted light in the infrared region of the electromagnetic spectrum. To imple-

ment the excitation scheme one of these lasers was frequency doubled to produce

light in the ultraviolet region. Tuning this ultraviolet radiation to a wavelength

of 388.9751 nm and the second, infrared, laser over the range of wavelengths from

787.902 – 786.433 nm allowed Rydberg-Stark individual states with 45 ≤ n ≤ 60 to be

prepared using the 1s2s 3S1→ 1s3p 3P2→ 1sns/1snd two-colour two-photon excita-

tion scheme as shown in Figure 3.3. The wavelengths of these lasers were stabilised

using a wavemeter that was calibrated to a HeNe laser, both shown in Figure 3.1.

Since these lasers operated continuously, electric field pulses were generally used

in the experiments to bring the transition to a selected Rydberg-Stark state into res-

onance and excite only selected portions of the supersonic beams. The phase-space

properties of the excited cloud of Rydberg atoms were defined by the full-width-at-

half-maximum waists of the laser beams and the duration of the excitation electric

field pulses and typically resulted in a cylindrically shaped ensemble of Rydberg

atoms with sizes of 0.1, 0.1 and 5 mm and relative translational temperatures on the

order of 1, 1 and 500 mK in the x, y and z dimensions, respectively.
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787 nm

Figure 4.5: Energy levels of atomic helium. The 1s2s 3S1 −→ 1s3p 3P2 transition required radiation

of 388.975 nm while ir radiation at a wavelength of 787.059 nm was employed for the subsequent

transition to the high Rydberg states.

Figure 3.3: Energy level structure of the triplet states in He showing the excitation

scheme used to populate high-n Rydberg states. From Reference [33]
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3.3 Circular state preparation

Although several of the experiments reported here required the direct laser pho-

toexcitation of low angular momentum Rydberg states, the Rydberg-atom interfer-

ometry studies necessitated the preparation of circular Rydberg states for which

|nc〉 = |n, ` = n − 1,m` = n − 1〉. These states possess large electric dipole transition

moments for |∆n| = 1 transitions and allow for strong transitions between them.

They also have a low sensitivity to weak stray electric fields and electric field noise

which minimises decoherence when prepared in superpositions with each other.

The population of these states directly by laser photoexcitation from the 1s3p 3P2

level is limited by the selection rule that |∆m`| = 1 and therefore they cannot be

directly photoexcited. Presently, two methods exist for the preparation of circular

Rydberg states: the adiabatic microwave transfer method, in which a chirped mi-

crowave field incrementally increases the value of |m`| until the maximum value is

reached [35]; and the crossed fields method [36], in which a combination of magnetic

and time-dependent electric fields is used to transform states with low-` character

at the time of excitation into circular states.

In this crossed fields method, employed in the work described here, a weak

magnetic field is used to lift the degeneracy of the Rydberg states and a perpendicu-

lar electric field then provides the selected circular state, |c〉, with low-|m`| character

due to the mixing it induces. These fields cause |c〉 to evolve into the outermost stark

state, |c′〉, in a strong electric field, as shown in Figure 3.4(a) for the n = 55 circular

state in He. From Figure 3.4(b) it can be seen that near the Inglis-Teller limit, the

electric field for which the energy levels of an atom with principle quantum number

n first cross those of an atom with principle quantum number n + 1, where |c′〉 un-

dergoes an avoided crossing with the |56s′〉 state it gains enough |m`| = 0 character

to be directly photoexcited using the scheme presented in Section 3.1. Following

excitation at this position in the Stark map, the pure circular state, |c〉, is populated
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Figure 3.4: (a) Energy level structure of the n = 55 and surrounding triplet Rydberg

states in He in a weak magnetic field (Bz = 15.776 G) and a perpendicular electric

fields showing the evolution of the circular state |c〉 in the pure magnetic field

into |c′〉. (b) Energy level structure of the |c′〉 and |56s〉 states near the -Teller limit

where they undergo an avoided crossing. Experimentally recorded photoexcitation

spectra are overlaid with the calculated energy level structure in (b) showing an

enhancement in the strength of the transition to the |c′〉 state in fields just beyond

the avoided crossing. Adapted from Reference [36].
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adiabatically by slowly switching off the electric field.

3.4 Atom detection by pulsed electric field ionisation

In a static electric field the Coulomb potential experienced by an electron in an

atom is distorted and a saddle point is created on one side. This effect is shown in

Figure 3.5 for hydrogen. This allows the electron to tunnel through the resulting

barrier and ionise. Since electrons can only tunnel out in one direction, for atoms

in Rydberg-Stark states the localisation of the excited electron with respect to the

ion (as defined by the orientation of the electric field) leads to different ionisation

rates for different states. This is because an electronic wavefunction localised on

the opposite side of the ion to the saddle point must attain amplitude close to the
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barrier in the distorted Coulomb potential before it ionises. States with negative

Stark energy shifts (LFS states) have greater electron localisation on the side of the

ion closest to the saddle point and therefore have higher tunnelling rates in any

given field than states with positive Stark energy shifts (HFS states) where more

of the electron density is on the opposite side of the ion. In practical terms, if an

electric field is pulsed on for a duration of 10 ns to ionise an atom then an ionisation

rate of ∼ 108 s−1 is required for complete ionisation of a particular state. For each

Rydberg-Stark state this ionisation rate is achieved at a different field strength with

the outer HFS state requiring a field approximately twice as large as the outer LFS

state requires [38]. The classical ionisation field of the outermost HFS state for each

value of n, accounting for the stark shift is [39]

Fclass =
F0

9n4
, (3.1)

where F0 = 2hRM/ea0 is the atomic unit of electric field. The energy shifts of the

Stark states with n = 10 and m = 0 in hydrogen are displayed in Figure 3.6 as a

function of electric field strength. For each state, the curves presented have been

truncated at the field in which the ionisation rate exceeds 108 s−1.

As can be seen in Figure 3.1, the detection region of the experimental setup

used in the work described here consisted of two metal electrodes, E3 and E4, and

an MCP detector. Upon application of a large potential to E3, with E4 grounded,

Rydberg atoms located between these plates were ionised and the resulting ions or

electrons (dependent on the polarity of the ionisation potential) were accelerated

through the aperture in E3 to the MCP for collection. This setup has been used

in the following experiments to realise two different detection schemes. When all

atoms to be detected were in the same state and only the total population of Rydberg

states at a particular time was of interest an ionisation pulse with a short rise time

(∼ 30 ns) was used to ionise all Rydberg atoms present at the same time. Using this

scheme, if low ionisation fields were employed and He+ ions were detected, the
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ion time-of-flight distributions measured at the MCP contained information on the

spatial distribution of the atoms in the x-dimension at the time of ionisation which

could be resolved (as in Chapter 4). Since different Rydberg states ionise in electric

fields of different strengths, Rydberg-state-selective detection was also exploited in

a second mode of operation by applying a slowly rising ionisation potential (rising

to its maximum value over a time of ∼ 1 µs). In this situation, individual Rydberg

states were identified as the ionised electrons associated with each appeared at a

different time in the MCP signal. More detail on the calibration and implementation

of this quantum-state-selective detection scheme is provided in Chapter 5.
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Chapter 4

A Rydberg-atom beam splitter

The scientific content of this chapter has been published in

• J. Palmer and S. D. Hogan, “Experimental demonstration of a Rydberg-atom

beam splitter", Phys. Rev. A 95, 053413 (2017).

However, the text drawn from this article has been adapted to fit within the context

of this thesis.

4.1 Introduction

The methods of Rydberg-Stark deceleration described in Chapter 2 have been em-

ployed, e.g., to study effects of blackbody radiation on the evolution of Rydberg-

Stark states on time scales up to several milliseconds [24, 40], to characterise effects

of collision-induced m-changing arising from dipole-dipole interactions in ensem-

bles of Rydberg atoms [41], to identify classes of long-lived molecular Rydberg

states which are immune from fast pre-dissociation [42, 43], to study ion-molecule

reactions at low collision energies in merged beams [44, 45], and to exert control

over the translational motion of neutral beams of Ps atoms [15]. However, a range

of new experiments are now under development [2] in which these Rydberg atom
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optics elements will be exploited for studies of molecular collisions and decay

processes [46], for transport and confinement in hybrid approaches to quantum

information processing [47], and for investigations of the acceleration of particles

composed of antimatter in the gravitational field of Earth using Ps [48] and an-

tihydrogen [49] atoms. In several of these areas, methods for splitting beams of

Rydberg atoms into spatially separated components promise to be of great value,

(1) for the distribution of samples among spatially separated interaction regions, (2)

for reference intensity measurements in collision experiments, and (3) if prepared

at sufficiently low translational temperatures, for interferometry.

With applications of this kind in mind, the design and first experimental reali-

sation of a chip-based Rydberg atom beam splitter is described here. The operation

of this device relies upon the generation of tailored inhomogeneous electric field

distributions above two-dimensional arrays of metallic electrodes to guide and

then transversely split beams of Rydberg atoms in states with large electric dipole

moments into pairs of components. This device complements recently developed

chip-based electron beam splitters [31], and beam splitters for polar ground state

molecules composed of two-dimensional chip-based [32], and three dimensional

electrode structures [30] as discussed in Chapter 2. The chip-based design of this

device is particularly flexible and can be readily integrated with Rydberg-Stark

decelerators, traps and microwave circuits.

4.2 Beam splitter

A schematic diagram of the chip-based Rydberg atom beam splitter used in the

experiments presented here is shown in Figure 4.1(a). The design of this device is

based on the geometry of a coplanar microwave transmission line allowing it to

be integrated with two-dimensional microwave circuits [8] and transmission-line

guides [27], decelerators [28] and traps [29] for Rydberg atoms and molecules. The
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Figure 4.1: (a) Schematic diagram of a chip-based Rydberg atom beam splitter. (b)

Electric field distribution in the xz plane of the beam splitter at y = 1.4 mm for

Vg = 30 V (see text for details). The electric field strength indicated by the white

contour lines is displayed in intervals of 20 V·cm−1. These contour lines correspond

to potential energies in intervals of 5.80×10−23 J ≡ 2.92 cm−1 for an atom with an

electric dipole moment of 8700 D.
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beam splitter consists of a 90-mm-long two-dimensional electrode array composed

of a series of 1 mm × 1 mm square electrodes with a centre-to-centre separation

of 2 mm. A 1-mm-gap on either side of these electrodes separates them from the

adjacent ground planes. An upper plate electrode is positioned 4.7 mm above this

array. The split section of the electrode array is formed by the intersection of the

arcs of two circles with radii of curvature of 0.3 m. The device was fabricated by

chemically etching a layer of copper from on top of an FR-4 laminate substrate.

In the experiments the beam splitter was operated in an electrostatic mode.

For a potential Vg applied to each electrode of the segmented centre conductor of

the transmission-line and the upper plate electrode, a two-dimensional quadrupole

electric field distribution was generated in the xy plane above the individual arms

of the device [see Figure 4.1(a) for a definition of the coordinate system]. This

quadrupole field acted as a guide for atoms in LFS Rydberg-Stark states with pos-

itive Stark energy shifts. As can be seen in Figure 4.1(a), the guide gradually

splits into two spatially separated components with increasing longitudinal po-

sition above the electrode array reflecting the change in structure of the centre

conductor electrodes. The calculated electric field distribution at a height of y =

1.4 mm above the surface of the electrode array and in the region where the paths

diverge for Vg = 30 V is displayed in Figure 4.1(b). This position in the y dimension

represents the typical location of the electric field minimum above the electrode

array in the initial straight section of the beam splitter. The minimum rises slightly,

by∼300 µm, in the region where the centre-conductor electrodes widen before split-

ting. The spatial separation in the x dimension of the two arms of the beam splitter

at the end of the device is 13 mm. For the Rydberg-Stark states prepared in the

experiments with electric dipole moments of µelec = 8700 D, the depth of the guide

when Vg = 30 V was E = 2×10−22 J (E/kB ' 15 K).
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Figure 4.2: Schematic diagram of the experimental setup used in the realisation of

a chip-based Rydberg-atom beam splitter (not to scale). Rydberg state photoexci-

tation occurred between electrodes E1 and E2. The excited Rydberg atoms were

detected by pulsed electric field ionisation upon the application of a potential Vion

= +500 V to E3 with the resulting He+ ions accelerated through an aperture in E4

to the MCP detector.

4.3 Experiment

The location of the beam splitter within the experimental apparatus can be seen

in Figure 4.2. For this experiment the pulsed valve was cooled using liquid ni-

trogen resulting in a typical mean longitudinal velocity of the atomic beam of

vHe ' 1700 m·s−1. As described in Chapter 3, He atoms were photoexcited to

Rydberg states with n=52. The excitation occurred in the presence of a homoge-

neous electric field of 0.47 V·cm−1 generated by applying potentials of +500 mV

and -40 mV to E1 and E2 in Figure 4.2, respectively. This allowed the preparation

of selected hydrogenic Rydberg-Stark states with |m`| = 2. After excitation the

atoms passed through an aperture in E2 and entered the beam splitter which was

operated at a potential Vg. After travelling the length of the device, the atoms
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Figure 4.3: (a) He+ time of flight distributions recorded following pulsed electric

field ionisation in the detection region of the apparatus when Vg = 0 V (black

curve), 15 V (blue curve) and 22 V (red curve) as indicated. The inset axis shows

the calculated relative positions of the atoms in the x dimension at the time of

ionisation. (b) Calculated spatial distributions of Rydberg atoms in the x dimension

in the detection region at the time of ionisation. The data for Vg = 0 V (dashed

black curve) have been scaled by a factor of 0.45 as indicated.

were detected by pulsed electric field ionization upon the application of a pulsed

potential Vion = +500 V to the metallic plate labelled E3 in Figure 4.2. The resulting

He+ ions were then accelerated toward an MCP detector. By measuring the time

between the application of the ionisation potential and the arrival of the He+ ions

at the MCP, the distribution of atoms in the x dimension at the time of ionisation

could be spatially resolved.

4.4 Results

With the beam splitter turned off, i.e., when Vg = 0 V, the trajectories of the atoms

were unaffected as they travelled to the detection region along the axis of the
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apparatus (dashed horizontal line in Figure 4.2). After ionisation the He+ ions

arrived at the MCP with a mean time of flight of ∼475 ns. The corresponding

He+ time-of-flight distribution is displayed in Figure 4.3(a) (black curve). When

the beam splitter was activated the inhomogeneous electric field distribution split

the beam of atoms into two separated components labelled A and B in Figure 4.2.

Upon ionisation the He+ ions associated with component A had a reduced time of

flight to the MCP while those associated with component B had an increased time

of flight compared to the undisturbed beam. For the Rydberg-Stark states prepared

in the experiments these two spatially separated components of the beam caused a

broadening of the He+ time-of-flight distribution for potentials of Vg & 10 V. This

can also be seen in the data in Figure 4.3(a). When operated at Vg = 22 V almost

complete separation of the two split components of the beam is seen with peaks in

the He+ time-of-flight distribution at ∼425 ns and ∼525 ns.

The spatial separation of the split components of the Rydberg atom beam in Fig-

ure 4.3(a) was determined by comparing the relative flight times of the correspond-

ing He+ ions to the MCP detector with numerical calculations of the dependence

of the He+ time of flight on the position of ionisation of the Rydberg atoms. This

comparison resulted in the position scale included in the top part of Figure 4.3(a)

which indicates a separation of 8.5 mm between the two split components of the

beam when Vg = 22 V. Under these conditions, the atoms remain displaced from

the axis of each arm of the beam splitter when they reach the end of the device.

The atoms also have some velocity in the x dimension, meaning that the measured

separation at the detection region does not directly reflect their separation at the

exit of the beam splitter.
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4.5 Particle trajectory calculations

To obtain further insight into the Rydberg atom trajectories from their time of

photoexcitation to the time of electric field ionisation at the end of the beam splitter,

numerical simulations of particle trajectories through the complete apparatus were

performed.

In these calculations, atoms were individually initialised at the valve location

with a normal distribution of temperatures in the x, y and z dimensions, i.e., σvx =
√

2kTx/m, with a mean speed of 1700 m·s−1 in the z direction, and their flight

simulated over the 155 mm distance of travel to the excitation region (mean flight

time ∼ 91 µs). The atoms were then assessed to determine if they were within the

required spatial distribution, defined by the parameters of the photoexcitation laser

beams to be 0.4 and 0.1 mm full-width-at-half-maximum in the x and y dimensions,

respectively, with a length of 6 mm in the z dimension. This process was repeated

until an ensemble of 100,000 excited atoms had been generated. The corresponding

relative translational temperatures of the atoms after excitation were 1.7, 0.7 and

78 mK in the x, y and z dimensions, respectively.

A set of three dimensional arrays that contained the x, y and z components of

the normalised electric field vector with 1 V applied to each electrode and all of

the others set to 0 V were generated using SIMION. For each point in the arrays

between the excitation and detection regions (labelled with the indices i, j and k)

the total electric field was given at any time by

~Fi, j,k(t) =

∑
I

VI(t)Fi jkx,
∑

I

VI(t)Fi jky,
∑

I

VI(t)Fi jkz

 , (4.1)

where I is the electrode index, VI(t) is the potential applied to that electrode at that

time and Fi jkx, Fi jky and Fi jkz are the x, y and z components of the normalised field

vector at that point associated with electrode, I, respectively. This allowed for the

effects of time-dependent fields on the trajectories of the atoms to be simulated.
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These were then calculated in time steps of 1 ns. At each time step the electric field

gradient at the location of each atom was calculated by interpolating between the

three nearest points in each of the x, y and z dimensions of the electric field array.

The force on each atom was calculated according to

~f = ∇(~µelec · ~F) (4.2)

and Newton’s equations of motion were integrated using the leap frog method to

determine the new velocity of that atom. This was repeated until the atoms reached

the detection region where their x, y and z positions were recorded. These were

used to obtain the distributions in Figure 4.3(b).

The results of these simulations for Vg = 0, 15 and 22 V are displayed in Fig-

ure 4.3(b). For ease of comparison with the data in Figure 4.3(a) the calculated

spatial distribution for Vg = 0 V in Figure 4.3(b) has been scaled by 0.45. The calcu-

lated spatial distributions of Rydberg atoms in the detection region of the apparatus

show a similar dependence on Vg to the experimental data with a clear separation

between the two split components of the beam when Vg & 15 V. From the results

of these simulations, the reduction in signal with increasing values of Vg observed

in the experimental data in Figure 4.3(a) was identified to originate from vertical

deflection of the beam of atoms into the y dimension. The differences in the rel-

ative amplitudes of the experimentally measured He+ time-of-flight distributions

and calculated data are attributed to the effects of state-changing collisions with

background gas emanating from the beam-splitter substrate [29]. These collisions

do not strongly affect the signal amplitude when the beam splitter is inactive but

contribute to the loss of atoms when Vg > 0 V. The difference in the relative widths

of the experimental and calculated data, particularly when Vg = 0 V, are the result

of saturation of the MCP response under these conditions.

69



He+ time of flight (ns)

(a) (b)

0.0

0.2

0.4

0.6

0.8

1.0

In
te

gr
at

ed
 H

e+
 s

ig
na

l (
ar

b.
 u

ni
ts

)

V
g(

V
)

Figure 4.4: Normalised He+ time of flight distributions for a range of beam-splitter

operating potentials, Vg, for (a) an LFS Rydberg-Stark state with µelec = 8700 D,

and (b) a centre Stark state with µelec ' 0 D. The colour scale in (b) is common to

both panels.

4.6 Beam splitter characterisation

To fully characterise the operation of the beam splitter, further measurements were

made for a range of operating potentials, Vg. The results of these are shown in

Figure 4.4(a) with the intensity maximum in each data set normalised to unity. For

low potentials, i.e., when 0 V ≤ Vg ≤ 7 V, the He+ time-of-flight distributions are

seen to gradually narrow as Vg increases. This indicates that under these conditions

the initial straight section of the guide acts as a quadrupole lens that transversely
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focuses the atoms to the detection region. For higher potentials, i.e., Vg > 8 V,

the time-of-flight distributions broaden and begin to split into two components. A

clear spatially resolved splitting is seen when Vg > 20 V. For the largest potential

applied, Vg = 31 V, the splitting in the time-of-flight distribution corresponds to a

spatial separation of the two components of the beam in the x direction at the time

of ionisation of 15.6 mm. The slight asymmetry of the split components of the beam

arises because the ion flight times are not directly proportional to the position of

the atoms in the x dimension at the time of ionisation (see axis inset in Figure 4.3).

To demonstrate that the beam splitter only operates to split beams of atoms

in LFS Rydberg-Stark states the measurements were repeated following photoex-

citation of states in the centre of the Stark manifold with n=52 and electric dipole

moments of µelec ' 0 D. The resulting data are displayed in Figure 4.4(b). It can

be seen from these measurements that the atoms in these states are generally un-

affected by the electric fields of the beam splitter. However, when operated at

high potentials, e.g., Vg > 20 V, a small amount of broadening in the He+ time-

of-flight distributions is observed. This broadening is attributed to deflection of

atoms pumped into Stark states with non-zero static electric dipole moments by

blackbody radiation during their ∼45 µs flight through the device.

4.7 Particle losses

The sensitivity of the beam splitter to changes in the electric dipole moments of

the atoms during their trajectories through the device, as seen in Figure 4.4(b),

can be further exploited to identify processes that contribute to state-changing in

this and other Rydberg atom optics elements. In particular this sensitivity can

be used to investigate the effects of modulation of the electric fields of the beam

splitter by periodic driving or laboratory noise on the evolution of the trapped

or guided atoms. To observe these effects the atoms were prepared in the outer
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Figure 4.5: He+ time of flight distributions for Vg = 20 V with no amplitude

modulation (black curve) and with modulations of Vpp
mod = 56 and 280 mV (blue

and red curves, respectively) at 100 MHz .
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LFS Rydberg-Stark state and the beam splitter was operated at a potential of Vg =

20 V. A small amplitude modulation was applied to this potential at a frequency

of 100 MHz. The effect of this modulation with peak-to-peak amplitudes in the

range from Vpp
mod = 0 - 280 mV on the He+ time-of-flight distributions can be seen

in Figure 4.5. For these measurements vHe = 2000 m·s−1 and the centre black set

of data was recorded with Vpp
mod = 0 V as indicated. When Vpp

mod was increased

to 56 mV (blue data set), the amplitude of the signal from the split components

of the beam reduced. This observation suggests that the modulation of the depth

of the guide leads to heating of the atoms or state-changing into Stark states with

lower electric dipole moments that are less affected by the inhomogeneous electric

field. This effect becomes more exaggerated when Vpp
mod is increased to 280 mV.

The introduction of similar modulations to the electric potentials in the particle

trajectory simulations, to account for their effect on the Rydberg atom dynamics but

not state-changing, indicated no change in the efficiency of the beam splitter. This

suggests that the dominant loss mechanism associated with modulating the beam-

splitter potentials is state-changing collisions, which transfer population into Stark

states with dipole moments that are less favourable for guiding. In the absence of

this imposed modulation of Vg, electrical laboratory noise [50, 51] can also have a

similar detrimental effect on the efficiency with which this and other Rydberg atom

optics elements are operated. Such noise must also be considered in accounting for

contributions to m-changing which is of importance on longer time scales in these

experiments [41]. To see if heating of the atoms was also occurring, an experiment

could be performed to image the atom cloud as a function of time after exiting

the beam splitter to determine its temperature. This could be combined with an

experiment of the type described in Chapter 5 to gain a more complete description

of the loss mechanisms.
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4.8 Quantisation of motional states

For many applications of Rydberg-atom beam splitters, particularly in interferom-

etry with atoms or molecules, it will be necessary to ensure that the atoms are

confined in the lowest motional states of the devices. For the present configuration

of electric fields with Vg = 30 V and He atoms in states with electric dipole moments

of µelec = 8700 D, within an harmonic approximation the lowest motional states of

the guide are separated in energy by ∆Emot ' 2.18×10−28 J (∆Emot/kB ' 15 µK,

∆Emot/h ' 330 kHz). This trap frequency can be increased by increasing the electric

field gradients in the device by reducing the dimensions of the electrodes, or by

applying larger electrical potentials. For an operating potential of Vg = 5 kV and

the presented electrode configuration the energy separation between the lowest

motional states would become ∆Emot/kB ' 0.2 mK (∆Emot/h ' 4.3 MHz). Under

these conditions atoms in the lowest motional states (i.e., with motional quantum

number less than 10) would experience electric fields of ∼ 2 V·cm−1. They therefore

would not be affected by electric field ionisation. The transverse temperatures of

the Rydberg atoms in the beam used in the experiments reported here was < 1 mK.

This would suggest that with larger fields and careful matching of the phase-space

properties of the atomic beam to the beam splitter, only the lowest transverse mo-

tional states could be populated, offering intriguing new opportunities for Rydberg

atom interferometry which could also be exploited in experiments with Ps atoms.

4.9 Conclusion

The beam splitter described here, as well as having applications in hybrid cav-

ity QED experiments with Rydberg atoms and microwave circuits, to distribute

atoms among arrays of spatially separated coplanar superconducting microwave

resonators, and in allowing reference intensity measurements for low-energy col-
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lision studies, represents one route to performing Rydberg-atom interferometry.

However, as with other methods of atom interferometry, the requirements to access

the necessary quantised motional states are challenging to meet. For this reason

an approach to Rydberg-atom interferometry using inhomogeneous electric field

pulses in free space has also been pursued as discussed in Chapters 6 and 7.
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Chapter 5

Radio-frequency depolarisation of

Rydberg-Stark states

5.1 Introduction

In Rydberg-Stark deceleration and trapping experiments, the application of rapidly-

switching or continuously time-varying electric fields allows for efficient manipu-

lation of the translational motion of atoms and molecules [2], but can also lead to

non-adiabatic evolution of their quantum states [52]. As seen in the Rydberg-atom

beam splitter experiment described in Chapter 4, amplitude modulation of the elec-

tric fields in the device led to losses of atoms. Similar losses can also occur because

of effects of electric field noise. This process of state changing in time-varying fields

can occur in the presence of static offset fields and, more significantly, in fields near

zero.

To carry out a quantitative investigation of the mechanisms that give rise to the

particle losses in these settings, experiments were performed to study the depolar-

isation of selected hydrogenic n = 52 Rydberg-Stark states in He when atoms in

these states were subjected to amplitude-modulated electric fields with magnitudes
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Figure 5.1: Diagram showing the relative timings and amplitudes of the photoex-

citation, microwave, rf modulation and detection electric field ionisation pulses

used in these experiments. The time axis is not to scale.
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of ∼10 mV·cm−1, and frequencies of up to 120 MHz. The depolarisation of the

initially prepared states in these experiments was monitored as a function of both

modulation amplitude and frequency, and was seen to lead to population transfer

to a wide range nearby states.

The initial states were prepared using a three-photon optical-optical-microwave

triple-resonance method that allowed for the excitation of individual Rydberg-Stark

states. This was combined with a state-selective detection scheme using a slowly

rising ionisation electric field that allowed for high quantum state resolution of the

final state populations. Using the atoms as microscopic antennae, the microwave

spectra of transitions between Rydberg states was used to calibrate the frequency

dependent attenuation of the radio frequency (rf) modulation field amplitudes,

caused by imperfect impedance matching.

5.2 Experiment

To prepare selected Rydberg-Stark states in these experiments, the atoms were first

excited to the |53s′〉 level as described in Chapter 3. As shown in Figure 5.1, this

excitation was initiated by switching a homogenous electric field from a background

value of 0.43 V·cm−1 to 0.60 V·cm−1 for τex = 3 µs. This field was generated by

applying appropriate potentials to two parallel copper plates separated by 1.34 cm.

A microwave pulse was then applied with a frequency ranging between 30-34 GHz

and pulse lengths of τµw = 1 − 3 µs to prepare selected Rydberg-Stark states with

n=52. These transitions occurred in the 0.43 V·cm−1 homogeneous electric field.

This electric field was then disrupted by introducing amplitude modulations at

frequencies, νrf, between 0 and 120 MHz and amplitudes, Vrf, between 0 and 0.5 V

to one of the copper electrodes for times of up to τrf = 5 µs. The resulting rf

electric fields in the apparatus were determined to have amplitudes of∼10 mV·cm−1

by performing microwave spectroscopy using the Rydberg atoms as microscopic

78



antennae (see Section 5.3). The atoms were ionised by applying a slowly rising

potential up to a final value of 580 V (rise time 1.385 µs) to one of the electrodes,

generating fields of up to 420 V·cm−1, with the resulting electrons being accelerated

through an aperture to an MCP detector. Figure 5.1 shows the relative timings of the

photoexcitation, microwave, rf modulation and detection pulses. Three orthogonal

pairs of coils, through which currents were run, were used to cancel the Earth’s,

and stray, magnetic fields.

Figure 5.2 shows the Stark structure of the triplet Rydberg states in He around

n=52 for m=0. The dashed vertical line indicates the background electric field of

0.43 V·cm−1 used in the measurements performed here. The initial state for the

microwave transition is labelled A.

5.3 RF field calibration

The radio frequency electric fields applied to the excited atoms in the experiments

were attenuated by different amounts in transmission from the generator to the

interaction region. To calibrate this frequency-dependent field amplitude, the atoms

were employed as microscopic antennae. In this process the atoms were prepared

in the 55s state in a field of 0.58 V·cm−1 by direct laser photoexcitation before the

field was switched to 2.99 V·cm−1 to induce a large static electric dipole moment

of ∼ 10000 D. Amplitude modulations were then superimposed on this offset field

with a range of frequencies. Microwave spectra of the single photon |55s′〉 → |56s′〉

transition at 38.351 GHz were then recorded to probe the rf-field-induced sidebands

on the modulation-free spectral line. The applied modulation of the electric field

results in a set of sidebands on the transition at positive and negative detunings

equal to multiples of the modulation frequency. The intensity, Iq, of any sideband,
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Figure 5.2: Energy level structure of the triplet n = 52 Rydberg states in He with

m = 0 in fields up to 6 V·cm−1. The dashed red vertical line corresponds to the

background electric field maintained throughout the experiments while the initial

state prepared directly by laser photoexcitation is labelled A.
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Figure 5.3: Microwave spectra (black curves) of the |55s′〉 → |56s′〉 transition in an

electric field of 2.99 V·cm−1 modulated at a frequency of 10 MHz, with modulation

amplitudes at the rf source of (a) 101, (b) 56 and (c) 1 mV. The red lines are stick

spectra obtained from Eq. 5.1 with electric field amplitudes determined by fitting

to the experimental data. The detunings shown are from the resonant transition

frequency of 38.351 GHz.
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field strength and that expected for the voltage at the output of the rf source for
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number q, is given by [39]

Iq �

∣∣∣∣∣∣Jq

(
µelecFrf

~ωrf

)∣∣∣∣∣∣2 (5.1)

where Jq is the Bessel-Function, µelec is the mean induced electric dipole moment of

the two states, and Frf is the amplitude of the electric field modulation with angular

frequency ωrf.

Figure 5.3 shows microwave spectra (black lines) recorded for three different

modulation amplitudes of Vrf = 101, 56 and 1 mV for νrf = 10 MHz [Figure 5.3(a),

(b) and (c), respectively]. The measured relative intensities of these sidebands

were fit to Eq. 5.1 (red bars) to determine the field strength, Frf(meas), which was

then compared to the expected unattenuated field strength, Frf(source), to obtain the

attenuation at this frequency. This process was repeated for a range modulation
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frequencies between 20 and 110 MHz, with the results presented in Figure 5.4. It

can be seen from the data in this figure that for frequencies close to 35 and 70 MHz

the attenuation was minimal. As the frequency was increased above 80 MHz, so

did the attenuation.

5.4 State-selective detection

In these experiments, slowly rising pulsed electric fields were used to ionise and

detect the Rydberg atoms. The time at which the electrons were detected on the MCP

was directly correlated with the electric field at the time of ionisation. Consequently,

the states populated before ionisation could be identified in the ionisation process.

Figure 5.5(a) demonstrates how this state-selective detection scheme was calibrated.

Each hydrogenic n=52 Rydberg-Stark state, with Stark indices k=-49,-47...47,49,

was individually prepared using the optical-optical-microwave triple-resonance

method described in Section 5.2 and ionised using the same slowly rising ionisation

electric field. The resulting electron signal recorded for each state can be seen in the

figure. For states up to k '+37, a clear ionisation signal can be identified. Because

of the reduced signal measured for states with k > 0, states with k < 0 were selected

for the main studies described here. The red curve overlaid on the experimental

data in Figure 5.5(a) represents the calculated ionisation field for the corresponding

hydrogen-like Rydberg-Stark states in He in which the ionisation rate of each state

= 108 s−1. The tunnel ionisation rates, Γnn1n2m, of these states can be determined

using the semi-empirical expression evaluated by Damburg and Kolosov [38]:

Γnn1n2m =
Eh

~

(4C)2n2+m+1

n3n2!(n2 + m)!
exp

[
−

2
3

C −
1
4

n3 ea0F
Eh

×

(
34n2

2 + 34n2m + 46n2 + 7m2 + 23m +
53
3

)]
,

(5.2)

where

C =
1

ea0
√

Eh

(−2Enn1n2m)3/2

F
, (5.3)
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( a )

( b )

Figure 5.5: (a) Rydberg-Stark-state-selective detection by pulsed electric field ioni-

sation. The colour map shows the measured ionisation signal for each Stark state.

The red curve represents the calculated ionisation field for which the ionisation

rate for each state is 108 s−1. (b) Microwave spectrum of transitions from the |53s′〉

state to all Stark states with n = 52 indicating all of the transition frequencies used

in the preparation of the states when recording the data in (a).
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Eh = 2hcRM is the Hartree energy and Enn1n2m is the energy of the state, with respect

to the field-free ionisation limit, in the presence of the electric field.

In addition to the primary Stark state dependent ionisation signal, that closely

follows the calculated curve, two further features can be seen in this data. The

‘echo’ that appears at fields 10 - 40 V·cm−1 higher than the primary ionisation peak

for each state is caused by secondary electrons generated following the acceleration

of the He+ ions into the electrode to which the negative ionisation potential was

applied for field ionisation. These secondary electrons were accelerated to the MCP

by the ionisation field, arriving after the field-ionised electrons. The feature at

∼ 95 V·cm−1 in all of the traces in Figure 5.5(a) has a similar origin. However, in

this case, secondary electrons are generated following the ionisation of the |53s〉

state. These electrons are present in the background trace that was subtracted from

all data sets. A corresponding microwave spectrum recorded by integrating the

electron signal for the |53s〉 state is shown in Figure 5.5(b). This demonstrates the

excellent quantum state resolution that allowed for precise initial state preparation

in the experiment.

5.5 Results

To investigate the frequency dependent depolarisation of the Rydberg-Stark states,

a selected initial Stark state, k0, was prepared before applying the rf modulation as a

fixed amplitude modulation of the applied electric potential of 32 mV over a range

of frequencies between 10 and 110 MHz for a duration of 5 µs. Figure 5.6 shows the

results of these tests for k0 = −45 in which the remaining population in the initially

prepared state after the modulation pulse had been applied was monitored. The

data in this figure have been corrected to account for the variations in the rf field

strength determined from Figure 5.4. It can be seen in Figure 5.6 that for certain

modulation frequencies, population loss from the initial state occurs.
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Figure 5.6: RF spectrum showing frequency dependent depolarisation of the k0 =

−45 Rydberg-Stark states. The most efficient depolarisation occurs at frequencies

of around 30, 60 and 70 MHz.

To determine the range of Stark states over which the population was distributed

in the depolarisation process identified in the data in Figure 5.6, a second measure-

ment was made for the same time duration, but with νrf = 70 MHz. In this study

the populations of a range of Stark states were monitored as the amplitude of the rf

modulation was adjusted. Figure 5.7 shows the normalised populations of states for

which ∆k = 0,+10,+20,+30 and +40 when these experiment were performed with

k0 = −45. The small recorded initial populations in states other than the k0 state at

0 mV·cm−1 (∆k = +10,+20) are a result of the limited resolution of the state-selective

detection process. These data are normalised to the maximum signal measured in

the initial state. The rise in population observed in the initially prepared state for

low amplitude modulations, without any corresponding change in population of

other states, suggests that some of the atoms prepared initially were in states which

ionise in a way that was not monitored in the detection process, i.e., by adiabatic

electric field ionisation. These states require larger electric fields to ionise than

those applied in the detection scheme. The low field strength modulation therefore
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Figure 5.7: Rydberg-Stark state population transfer resulting from rf modulation
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population in states for which ∆k = 0,+10,+20,+30 and +40. The modulation

amplitude has been corrected for the measured frequency dependent attenuation

in the apparatus.
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caused more atoms to ionise in a way that could be observed, i.e., diabatically. Af-

ter this initial increase in the signal observed the k0 state population decreases with

higher rf amplitudes and the population of the other states increases. The states

closer to the initial state become populated at lower rf modulation amplitudes than

those further away. For example, the state for which ∆k = +10 attains population

for modulation amplitudes of ∼8 mV·cm−1 whereas it requires ∼12 mV·cm−1 be-

fore the state for which ∆k = +40 state becomes populated. The data in Figure 5.7

demonstrate that the depolarisation of the initially prepared state is caused by

transitions ’spreading population out’ through neighbouring states. Monte Carlo

simulations performed that accounted for ∆k = ±2 transitions, i.e., from one Stark

state to a neighbouring one with the same value of |m`|, exhibited the same general

trends, however, they did not provide a good quantitative fit and suggest that more

complex population transfer dynamics occurred in the experiments. This can be

explained fully by Floquet analysis which allows for a more complete treatment of

the perturbation of the atom by the oscillating field. The analysis transforms the

time-dependent problem with periodic driving into a time-independent problem in

a basis containing the field free atomic energy levels and the photon number states

at the frequency of the driving field [50].

The rf modulation frequency of νrf=70 MHz was chosen for the measurements

in Figure 5.7 because the rf attenuation is low, while still being close to resonant

with the calculated energy separation between the Stark states. The depolarisation

of the Rydberg-Stark states seen in Figure 5.7 is therefore referred to as ‘near-

resonant’ depolarisation. Further data were recorded to investigate broadband

depolarisation such as that which may be induced by electric field noise. The

corresponding measurement procedure was similar to that used to study ‘near-

resonant’ depolarisation, but instead of the frequency of the noise being set to

70 MHz, broadband white noise covering a range of frequencies from 0 to 120 MHz
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bandwidth rf modulation at frequencies ranging from 0 to 120 MHz for the ini-

tially populated state k0 = −45. The individual panels indicate the population in

states for which ∆k = 0,+10,+20,+30 and +40. The modulation amplitude has
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was generated. The results of these measurements for k0 = −45 are shown in

Figure 5.8. Again these data are normalised to the maximum signal intensity of the

initially prepared state, and the rf modulation amplitude corrected to account for

the average attenuation over the frequency range from 0 to 120 MHz arising from

the imperfect impedance matching. These results lack the rise in population of the

initially prepared state at low powers exhibited in the resonant case, indicating that

the contribution from m`-changing is not as significant. At high powers population

is still transferred away from the initially prepared state, however, it occurs less

efficiently than in the resonant case with a smaller drop in population of the initially

prepared state and only the |∆k| = 10 transitions occurring at∼15 mV·cm−1 whereas,

in the resonant cases, the state changes for which |∆k| = 40 had occurred at this

modulation amplitude.

5.6 Conclusion

The experiments presented here demonstrate that both narrow bandwidth near-

resonant and broadband electric field modulation can lead to significant depolarisa-

tion of Rydberg-Stark states. In the broadband case, which mimics effects of electric

field noise in Rydberg-Stark deceleration and trapping experiments, modulation

amplitudes on the order of 10 mV·cm−1 were sufficient to cause depolarisation on a

timescale of 5µs in a field of 0.43 V·cm−1, in which the intervals between Stark-states

with the same value of m` were ∼ 70 MHz. This observation highlights the impor-

tance of minimising electric field noise in Rydberg-Stark deceleration experiments.

Near-resonant depolarisation of the Rydberg-Stark states showed an enhancement

when the modulation frequency corresponded to the energy of an allowed transi-

tion between Stark states. This suggests that care must be taken not to introduce

modulations at such frequencies into experiments, e.g., in the form of oscillating

trapping potentials, which are typically in the rf-frequency range [53, 54]. In ad-
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dition to particle losses in Rydberg-Stark deceleration and trapping experiments,

experiments that rely on state-selective detection could produce misleading results

if the states depolarise because of effects of rf noise before detection.
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Chapter 6

Matter-wave interferometry

The scientific content of Section 6.4 in this chapter has been published in

• Palmer, J. E., & Hogan, S. D., “Electric Rydberg-Atom Interferometry", Phys.

Rev. Lett. 122, 250404 (2019).

• Palmer, J. E., & Hogan, S. D., “Matter-wave interferometry with atoms in high

Rydberg states", Mol. Phys. 117, 3108-3119 (2019).

However, the parts of the text drawn from these articles has been adapted to fit

within the context of this thesis.

6.1 Methods

At present, the most widely used techniques for matter-wave (or de Broglie wave)

interferometry exploit either photon recoil in atomic transitions, or solid-state or

optical diffraction gratings. In 1991, four seminal interferometry experiments were

performed in which two of these methods were demonstrated for the first time.

In an experiment analogous to Young’s double slit experiment, Carnal and

Mlynek [55] formed a beam of metastable He atoms in the 1s2s 3S1 level with a long
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transverse coherence length by passing the atoms through a 2-µm-wide slit in a gold

film before directing it towards a grating structure formed of two 1-µm-wide slits

separated by 8 µm. The spatial distributions of the atoms resulting from the matter-

wave interference between the two components of the beam transmitted through

this pair of slits were measured using both a single slit, identical to the source slit,

and a grating with a period coincident with the period of the interference pattern.

At the same time another experiment, performed by Keith et al. [56], used

three identical 0.4-µm-period gratings in a setup where atoms transmitted through

two gratings formed an interference pattern at the position of the third. This third

grating then acted as a mask to sample the interference pattern. These experiments

were carried out with ground-state sodium atoms and resulted in an interferometry

scheme in which the interfering trajectories were not only separated in position but

also in momentum.

In the third experiment also performed at this time, Riehle et al. [57] utilised

a light-pulse interferometry scheme proposed earlier by Bordé [58] to observe the

Sagnac effect, a phase shift of a matter-wave ,or electromagnetic-wave, induced by

rotation. This scheme relied on the use of two counter-propagating lasers to induce

four separate Ramsey transitions to coherently split and recombine matter-wave

components generated by photon recoil upon absorption. The refinement of this

method has lead to extremely precise measurements of, e.g., gravity gradients.

Finally in the same year, another light-pulse atom interferometer was also

demonstrated. In this work, Kasevich and Chu [59] coherently split and recombined

sodium atom matter-waves using a two-photon Raman transition between two hy-

perfine ground states. The full interferometry scheme consisted of a π/2 − π − π/2

sequence of Raman pulses and relied on the atomic recoil that occurred during each

of these manipulations. Starting with a wavepacket of momentum p and an internal

state |1〉, the firstπ/2 pulse yielded a superposition of the states
∣∣∣1, p〉 and

∣∣∣2, p + 2~k
〉
,
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Before entering the vacuum can, the Raman beams
were expanded to an —2-cm 1/e diameter. Wave-front
curvature was measured interferometrically to better than
X/10 in the central 0.5 cm of each beam. The vacuum-
can windows were measured to be Hat to at least the same
degree over this area. The beams were centered on the
trapping region and parallel to g to better than 2 mrad.
The three rf frequencies for the tr/2, tr, and tt/2 Raman

pulses were generated by mixing one of three —60-MHz
synthesizers with the 1.64-GHz output of an HP8665A
synthesizer. The 1.64-GHz carrier and 1.58-GHz side-
band were removed with an rf filter, leaving only the
1.71-GHz sideband to drive the electro-optic modulator.
All synthesizers were referenced to timing signals from a
SRS FS700 LORAN-C receiver which has a short-term
stability of 1 part in 10 ''. The relative phases of the
low-frequency synthesizers were synchronized by adjust-
ing the phase of one of the oscillators so that the initial
phase difference Ap =p~ —2pq+p3 was constant, where
t/t;(t) =ru;t+p, is the phase of the ith oscillator. Phase
noise of one of the low-frequency oscillators produced a
20 uncertainty in Ap .
The interferometer signal was derived from the mea-

surement of the Raman transition from the F=1, mF =0
state to the F=2, mF =0 state. Atoms excited into the
F=2 state were resonantly ionized and the ions were
detected by a microchannel plate as shown in Fig. 2. A
bias magnetic field of -85 mG was applied along the
propagation axis of the light to remove the degeneracy
between field-sensitive my=+ 1 ~1 transitions and
the field-insensitive mf =0 0 transition. Since the—600-kHz Doppler width of the atomic fountain (due to
a spread Avt, „„,,;„=20cm/sec) was much larger than the—120-kHz splitting between the field-sensitive and field-
insensitive transitions, the field-sensitive transitions were
also excited by the tr/2 and tr pulses. Atoms making the
field-insensitive transition were distinguished from those
in the field-sensitive state by their time of Aight to the

detection region. A horizontally propagating 15-nsec
pulse of 355-nm light apertured to a 4 mm (vertical) X8
mm (horizontal) rectangle intersected a vertically propa-
gating 1-psec pulse of light resonant with the F=2 3
transition. The resonant beam (1/e diameter=5 mm)
copropagating with one of the Raman beams created an
approximately cylindrical detection region that ionized
only those atoms whose trajectories were near the center
of the Raman beams.
Figure 3 shows a scan of cu /2tr versus ionization sig-

nal for the tr/2-tr-tr/2 sequence. The pulses were separat-
ed by 10 msec, and the time required to drive a z pulse
was 65 psec with a 2.5-GHz detuning of the carrier from
the optical resonance. The polarizations of the Raman
beams were crossed linear. Each data point represents 40
fountain launches at a rate of 1 launch/sec. The 25-Hz
linewidth corresponds to a Doppler resolutions d, v/c =Av/
(v~+ v2) of 7.5 pm/sec.
The fringe contrast would be 100% if the pulse length

Bt of the Raman tr/2 and tr pulses were sufficiently short
to address all of the atoms in the velocity distribution of
the atomic fountain, i.e., if (I/8t)/(v~+ v2) &&Avt, „„$ /c.
For the conditions in Fig. 3, the expected fringe contrast
was decreased to 27% because some of the atoms in the
velocity distribution were partially out of resonance with
the driving laser pulses. Consequently, these atoms were
excited but did not see the full tr/2 and tr pulses. The ex-
pected fringe contrast after background subtraction was
observed for 1-ms delay times between pulses as shown in
Fig. 4(a). However, the fringe contrast in Fig. 3 is 12%
and a "best run" with a 40-msec delay between pulses
gave a 7% contrast [Fig. 4(b)]. We suspect movement of
the reference "inertial" frame and wave-front instabilities
in the Raman beams to be the dominant sources of the
loss of contrast at the longer delay times. With improved
engineering, we believe that it should be possible to ap-
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FIG. 3. Interferometer fringes from a frequency scan of the
Raman laser beams when the time between pulses is 10 msec.
The solid line is a nonlinear least-squares fit to the data. The
linewidth of the resonance is determined by the time between
the tr/2 and tr pulses, and is not a free parameter.
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FIG. 4. Interference fringes for (a) At =1 msec and (b)

h, t =40 msec pulse delay times. Phase is scanned by shifting
the phase of the rf sideband used for the final tr/2 pulse by the
indicated amount. The heavy lines are nonlinear least-squares
fits of sine functions to the data. In the case of the 40-msec de-
lay time, the maximum wave-packet separation is 2.4 mm, and
the velocity fringes have a width of 1.8 pm/sec.
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Figure 6.1: Interference fringes observed following the implementation of a stim-

ulated Raman transition light-pulse interferometry scheme. From Reference [59].

where 2~k is the momentum imparted to the atom by the absorbed photons. After

a time ∆t, the wavepackets were spatially separated by 2~k∆t/M, where M is the

mass of the atom. The π pulse then induced the transitions
∣∣∣1, p〉→ ∣∣∣2, p + 2~k

〉
and∣∣∣2, p + 2~k

〉
→

∣∣∣1, p〉 and after another time interval ∆t, the wavepackets recombined.

The final π/2 Raman pulse projected the superposition of internal atomic energy

levels at the end of the sequence onto the basis states, |1〉 and |2〉 . By adjusting the

phase of this pulse, atoms could be transferred into either state. An interference pat-

tern obtained by varying the frequency of the Raman pulses in the experiment can

be seen in Figure 6.1. Ultimately in this work, a measurement of g was performed

to a precision of 3 × 10−6g.

In 2003, a refined version of the atom interferometry technique of Kasevich

and Chu allowed Peters et al. [60] to perform the most precise measurements of

gravity to date. When an atom interacts with the Raman beams used to perform
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High-precision gravity measurements using atom interferometry

floor. For data taken by sitting on the slope of a fringe
(thin line in Figure 22a) the increase of the noise around

is probably caused by drifts (mostly PMT dark
current) in the detection system.

The method of taking data by fitting full
interferometer fringes is not vulnerable to such drifts
and therefore better suited for long-term measurements.
However, since data points at the extrema of a
fringe provide no phase information, and because of
experimental overhead, this method has slightly lower
resolution at short times.

The thick line in Figure 22a is for one of our
multi-day gravity datasets which was acquired in this
way and corrected for tides using a model that includes
ocean-loading effects (see Section 4.3). The increase in
noise around is probably due to residual
tidal effects. A diurnal ( period) component
with an amplitude of 4.5 µGal (compare Figure 24)
would explain the peak at .

The high-frequency noise, which affects every
single launch in the same way, shows very little
dependence on the time between pulses and is
also not very different for Doppler-sensitive and
Doppler-insensitive modes. The only times we have
seen substantially lower noise levels are when we
either replaced our frequency-multiplier chain with a
microwave synthesizer (HP-8665-A) for a short time
between pulses ( ) or used much longer pulse
lengths (up to , only possible in Doppler-free
mode). However, the microwave synthesizer does not
significantly improve the noise for the 160 ms pulse
separation Doppler-sensitive fringes that we use for our
gravity measurements.

4.2.8 Summary

Table 3 summarizes the effects of the various noise
sources. We are able to account for most of the observed
noise. At present, the noise is 19 parts in for each
launch of 1.3 s, more than a factor of 100 away from
the atom shot-noise limit.

Table 3. Known noise sources and their estimated
effect on a gravity measurement with
between interferometer pulses of lengths π µ and

π µ . The noise terms assume the interferometer
fringe contrast to be 100 %. For our observed contrast of

66 %, the amplitude noise terms (the first two) should
be multiplied by .

Noise source /µGal

Atom shot noise ( atoms) 1700 0.16
Detection noise 300 0.9
Loran-C frequency stability 95 3.0
Raman laser intensity noise 75 3.5
Residual vibrations and rotations 55 5
Background fluctuations 40 7
High-frequency phase noise 25 11
Overall known noise sources 18 15

Observed noise 14 19

4.3 Long-term gravity data

To perform useful measurements any gravimeter has to
be able to operate continuously over extended periods of
time. Gravity data taken over a 9-day period (Figure 23)
show a complicated time dependence caused mainly by
tidal forces. Although these tidal effects are often an
object of study themselves, they are considered to be
a predictable perturbation in the context of absolute
gravity measurements and can be accounted for with
semi-empirical tide models.

Since the tidal effects are large compared with
the instrumental resolution and targeted accuracy, it
is essential to model them properly. At first glance
the theoretical curve in Figure 23 seems to match the
experimental data extremely well. However, detailed
examination of the data in Figure 24 makes clear that
standard tide models, even if they include the Earth’s
elastic response to tidal forces, are inadequate at this
level of precision.

Figure 23. Gravity data taken over a period of 9 days. The
data points are spaced approximately 1 min apart and each
corresponds to one of the interferometer fringes shown in
Figure 19. The data clearly show the complex variations in
caused (mostly) by tides. The solid line is a single parameter
(vertical offset) fitted using a theoretical model of the gravity
tides at our measurement site (Stanford, California).

The obvious discrepancy between the standard tide
model and the experimental data can be attributed to a
phenomenon known as ocean loading [35, 36]. Ocean
loading is caused by the redistribution of the water in
the oceans in response to tidal forces. When more water
is present at a certain location, its mass will increase
the pressure on the ocean floor and depress it slightly,
typically by a few centimetres. This depression of our
local tectonic plate, not direct gravitational attraction
by the water, is the cause of the periodic residuals
in Figure 24b. We can remove most of these periodic
residuals by including an ocean-loading model [37, 38].

4.4 Comparison with classical gravimeter

We have compared the value of measured by our atom
interferometer against one obtained by a gravimeter

Metrologia, 2001, 38, 25-61 43

Figure 6.2: Variations in local gravity, mainly caused by tidal effects, over the course

of 9 days as measured by a refined version of the Kasevich-Chu interferometry

scheme. From Reference [60].

the interferometry it acquires a phase shift. In the absence of gravity the trajecto-

ries of the resulting atomic wavepackets are all straight lines and the symmetry of

the interferometer paths results a phase difference ∆φ = 0. A gravitational field

breaks this symmetry as any individual atom will fall three times as far during

transit in the second half of the interferometer than in the first half. This leads

to a phase shift in the observed interference pattern that is proportional to gravi-

tational acceleration, i.e., ∆φ = keff gT2, where keff is the effective wavenumber of

the two counter-propagating Raman beams. Further analysis of the interferometer,

to account for gravity gradients, allowed a measurement of g with a precision of

∆g/g = 1× 10−10 after a one day integration time. Figure 6.2 shows the variation in

local gravity over the course of 9 days measured using this method.

The first demonstration of matter-wave interferometry using an optical diffrac-

tion grating was reported in in 1995. In this experiment, performed by Rasel et al.

[61], a similar setup to the three-grating scheme described above was employed,
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however, the material gratings were replaced by standing light waves with a wave-

length of 811 nm. This experiment represents a hybrid of the material-grating and

light-pulse interferometers developed previously. In a scenario where the standing

light waves are formed of two counter-propagating waves, each atomic wavepacket

is coherently split by absorbing a photon from one of these waves and emitting it into

the other, acquiring the same ∆2~k momentum difference that the Kasevich-Chu–

Raman-transition interferometry scheme described above relies upon. However, in

this approach to atom interferometry the laser radiation does not have to be reso-

nant with an atomic transition for this to occur and therefore, as with solid-state

grating interferometers, its operation is not dependent on specific internal atomic

states.

6.2 Transmission of Rydberg atoms through a diffraction

grating

When considering the possibility of implementing matter-wave interferometers for

atoms in high Rydberg states, i.e., a Rydberg-atom interferometer, the possibility of

using diffraction gratings has been considered. The transmission of Rydberg atoms

through a material grating was studied by Fabre et al. [62] in 1983 in the context

of measuring atomic dimensions. In the experiment, the transmission of sodium

atoms photoexcited to Rydberg states, with values of n up to∼ 65, through a grating

with a slit width of 2 µm was tested. It was found that the fraction of the excited

atoms that passed through the grating scaled with n2. This is consistent with a

model in which the Rydberg atoms are viewed as spheres of diameter 3/2(aon2)

which are destroyed when they come into contact with the metal edge of a slit.

This can be seen in Figure 6.3 for an atomic beam that is at normal incidence to the

grating plane (crosses) and at an angle of 20◦ (circles). The rotation of 20◦ effectively
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T 

n2 

Figure 3. Plot of experimental transmission T as a function of n2. Crosses correspond to 
the foil perpendicular to the atomic beam, full circles to a foil tilted by an angle of 20”. 
The broken curves currespond to the prediction of a simple ‘hard-sphere’ model. 

come into contact with the metal edge of a slit. The theoretical transmission factor 
Tth is then very easy to estimate. In order for an atom to survive, its ‘centre’ has to 
cross the slit plane at a distance larger than kaon2/2 from either edge, i.e. at a distance 
from the slit axis smaller than dmin = ( I  - kaon2)/2. The fraction of atoms transmitted 
in a section s of the beam and obeying this condition is Tth = 2dmi,/Z = 1 - kaon2/Z. 
The broken curves of figure 3 correspond to such a model with k = 9. Note the doubling 
of the slope of the T variation when the apparent slit width is halved. Note also for 
each case the cut-off value n:, corresponding to kaon: = Z and kaon: = Z/2 respectively. 

The above ‘hard sphere’ picture can be-at least qualitatively-justified by the 
simple following description of the atom-metal ionisation mechanism. In very excited 
atoms, the outer valence electron has a very low characteristic evolution frequency 
(corresponding to the Bohr frequency between nearby levels or, classically speaking, 
to the revolution frequency of the Rydberg electron around the atomic core, of the 
order of lolo Hz for iz - 60). This frequency is negligible compared with the characteris- 
tic oscillation frequencies of the electrons in the metal (the plasma frequency is of the 
order of 3 X 1014 Hz in gold), but large compared with the inverse of the time of flight 
of the atom through the 3 p m  thick slits (lo9 s-l). These orders of magnitude-typical 
of Rydberg atoms-simplify the calculations of the atom-metal interaction (see for 
example Lennard-Jones 1932, Bardeen 1940, Zaremba and Kohn 1976, Bruch and 
Watanabe 1977) since they justify an adiabatic approximation in which the metal 
electrons are supposed to adjust themselves to the instantaneous position of the atomic 
electron and core charges. In this case, the effect of the metal on the atom is adequately 
described by the electrostatic image model. For the sake of simplicity, we will further- 
more neglect the metal surface curvature and assimilate the inner wall of the slit closest 
to the atom to an infinite plane. Let C and E be the respective location of the core 
and atomic electron, C’ and E’ the position of their images (with opposite charges) 
in this plane. The forces acting on the atomic core and electron derive from the potential 

where q is the electron charge. The four terms in Vo represent the respective 

Figure 6.3: Transmission of Rydberg states through a grating with 2-µm-wide slits

as a function of n2 for an incident atom beam that is normal to the grating plane

(crosses), and at an angle of 20◦ (circles). From Reference [62].
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halves the slit width, as can be seen in the doubling of the slope, dT/dn2, of the

transmission function. Although the grating used in this experiment is unsuited for

performing atom-interferometry, because of its large dimension and thickness, these

experiments revealed important effects that limit the feasibility of using diffraction

gratings for Rydberg-atom interferometry.

6.3 Matter-wave interferometry using inhomogeneous fields

Matter-wave interferometry [64, 65] in which the forces exerted by inhomogeneous

electric or magnetic fields on atoms or molecules in coherent superpositions of in-

ternal states with different dipole moments was first considered from a theoretical

perspective in the early 1950s [66, 67, 68]. This led to the realisation of an early

electric atom interferometer [69, 70], and later the magnetic longitudinal Stern-

Gerlach atom interferometer [71, 72, 63] – both demonstrated with hydrogen atoms

in metastable n = 2 levels. In the latter, the experimental setup for which can be seen

in Figure 6.4(a), atoms in coherent superpositions of Zeeman sublevels, prepared by

a state mixer labelled M, travelled through a static inhomogeneous magnetic field,

~B. As they entered this field, acceleration and deceleration of the three components

of the initial internal state superposition resulted in the generation of a superposi-

tion of momentum states each with a different de Broglie wavelength, λdB. When

the atoms exited the field the subsequent deceleration and acceleration of the three

matter-wave components returned their momenta to the initial value. However,

because of their different flight times through the magnetic field a spatial separation

between the centres of mass of the matter wave packets remained. This process is

depicted schematically in Figure 6.4(b) where a single initial de Broglie wavepacket

is split into three spatially separated wavepackets after passing through an inho-

mogeneous magnetic field region. If this spatial separation was equal to λdB (λdB/2)

it led to constructive (destructive) matter-wave interference which was monitored
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(a)

(b)

(c)

Figure 6.4: Longitudinal Stern-Gerlach interferometry. (a) Experimental setup. (b)

Action of the inhomogeneous magnetic field on the external motional states of

each of the components of the internal state superposition demonstrating equal

momenta and spatial separation. (c) Measured interference patterns for beam

velocity spreads of 6 - 8.6 k (left panel) and 4 - 5 km·s−1 (right panel). Adapted

from Reference [63].
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by projecting the final superposition of Zeeman sublevels onto the stationary ba-

sis states in the second mixer, M’. The interference fringes shown Figure 6.4(c)

were observed by monitoring the internal quantum states of the detected atoms

as the strength of the magnetic field was adjusted for two different beam velocity

distributions.

Recently, in a similar vein, coherent momentum splitting of laser-cooled rubid-

ium atoms, prepared in chip-based magnetic traps, was demonstrated using pulsed

inhomogeneous magnetic fields and a sequence of rf pulses to prepare, and coher-

ently manipulate, ground-state Zeeman sublevels [73]. In these experiments a π/2

pulse of rf radiation was first applied to prepare a coherent superposition of sub-

levels with magnetic dipole moments of equal magnitude but opposite orientation,

in a homogeneous background magnetic field. The atoms were then subjected to

a pulsed inhomogeneous magnetic field. The forces exerted by this field gradient

on each component of the internal-state superposition resulted in the generation of

a superposition of momentum states. Spatial interferences between the resulting

pairs of matter waves were then observed by state-selective imaging of the atoms

by laser-induced fluorescence. This approach has also now been extended to the

implementation of a closed loop interferometer [74].

6.4 Electric Rydberg-atom interferometry

An approach to matter-wave interferometry for atoms in Rydberg states has been

developed in the context of this thesis that has analogies with the methods of Stern-

Gerlach magnetic interferometry discussed above.

This electric Rydberg-atom interferometry scheme relies on the initial prepa-

ration of a coherent superposition of two Rydberg states |1〉 and |2〉 with different

electric dipole moments, ~µelec,i, where i = 1, 2. To implement this scheme, beginning

with an atom in the
∣∣∣1, ~p0

〉
state, where ~p0 = M~v0 is the initial momentum of the
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Figure 6.5: Schematic diagram showing the effect of the interferometry scheme on

the relative positions of Rydberg-atom matter waves associated with two internal

states with different electric dipole moments for fixed electric field gradient pulse

parameters.

atom with velocity ~v0 and mass M, a pulse of microwave radiation resonant with

the |1〉 → |2〉 transition is applied for a duration such as to cause a coherent π/2

rotation of the Rydberg-state population on the Bloch sphere. This operation results

in the generation of an equal coherent superposition of the
∣∣∣1, ~p0

〉
and

∣∣∣2, ~p0
〉

states.

Atoms in this internal-state superposition are then subjected to a pulsed electric

field gradient, ∇~F. In this field gradient, each component of the superposition

experiences a force proportional to its electric dipole moment and hence accelerates.

This state-dependent acceleration is ~ai = ~µelec,i · ∇~F/m. Since the two internal states

have different electric dipole moments they each accelerate by a different amount,

and when the gradient pulse is switched off, two matter-wave components with

different momenta are generated. Over time, this momentum difference results in

the accumulation of a displacement between these components. At the end of this

stage of the interferometry procedure the quantum state of the system may therefore

be described as an equal coherent superposition of the
∣∣∣1, ~p0 + d~p1

〉
and

∣∣∣2, ~p0 + d~p2
〉
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states, where d~pi is the state-dependent change in momentum.

In the next step in the procedure, a second microwave pulse is applied to induce

a π rotation on the Bloch sphere. This inverts the internal state population, i.e.,∣∣∣1, ~p0 + d~p1
〉
→

∣∣∣2, ~p0 + d~p1
〉

and
∣∣∣2, ~p0 + d~p2

〉
→

∣∣∣1, ~p0 + d~p2
〉
. The atoms are then

subjected to a second pulsed electric field gradient identical to the first. This

combination of π and gradient pulses has the effect of transforming the momenta

of the two components of the superposition state to be equal since the component

that was accelerated more (less) by the first electric field gradient is accelerated less

(more) by the second. The resulting quantum state of the system then becomes an

equal superposition of the
∣∣∣2, ~p0 + d~p1 + d~p2

〉
=

∣∣∣2, ~p3
〉

and
∣∣∣1, ~p0 + d~p2 + d~p1

〉
=

∣∣∣1, ~p3
〉

states, where ~p3 = ~p0 + d~p1 + d~p2. At this stage in the sequence of pulses the

displacement of the centres of mass of the two matter-wave components is fixed

since they have equal momenta. They also have equal de Broglie wavelengths

which allows for the observation of high contrast interference.

To complete the interferometry scheme a final π/2 microwave pulse is applied

to project the final internal-state superposition onto the basis states |1〉 and |2〉. Since

the internal Rydberg states of the atoms are entangled with the external motional

states at the end of this interferometry procedure, selective detection of the popu-

lations of these two Rydberg states allows the effects of matter-wave interference

to be observed. The phase accumulated by the momentum components of the su-

perposition states leads to a corresponding phase accumulation in the internal state

components. Aside from the difference in dipole moments between the two states,

the final spatial separation of the two matter-wave components is governed by the

magnitude and duration of the electric field gradient pulses, and the free-evolution

time between them. Figure 6.5 shows how this interferometry scheme causes a

relative displacement between the matter wave components associated with two

states with different dipole moments for fixed gradient parameters. Rydberg-atom
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Figure 6.6: Calculated interference pattern obtained for the electric Rydberg atom

interferometry scheme presented here, and implemented using Rydberg states in

He with an initial speed of 2000 m·s−1 a difference in static electric dipole moments

of ∼ 750 D.

interference fringes can therefore be seen by adjusting these parameters, for exam-

ple, the magnitude or duration of the gradient pulses, or the free-evolution time

between them.

Figure 6.6 shows a calculated Rydberg-atom matter-wave interference pattern

obtained upon implementing this scheme with Rydberg states in He with a dif-

ference in electric dipole moments of ∼ 750 D using semiclassical methods. In the

calculations, the classical trajectories of the atomic components along each path was

calculated numerically. From the spatial separation between the end points of these

trajectories the amplitude of the interference pattern associated with two de Broglie

waves with this displacement was then determined. The initial speed of the atoms

in the direction that the forces were applied was 2000 m·s−1. Hence, the de Broglie

wavelength of the atoms was ∼ 50 pm. The interference fringes seen arise when the

magnitude of electric field gradient used to split the momentum components was

varied. For these simulations the gradient pulse durations were 1 µs and they were
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separated from each other in time by 100 ns.
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Chapter 7

Implementation of an electric

Rydberg-atom interferometer

The scientific content of this chapter has been published in

• Palmer, J. E., & Hogan, S. D., “Electric Rydberg-Atom Interferometry", Phys.

Rev. Lett. 122, 250404 (2019).

• Palmer, J. E., & Hogan, S. D., “Matter-wave interferometry with atoms in high

Rydberg states", Mol. Phys. 117, 3108-3119 (2019).

However, the text drawn from these articles has been adapted to fit within the

context of this thesis.

7.1 Introduction

In all Rydberg-Stark deceleration experiments up to now, e.g., those discussed in

Chapter 2, the atoms or molecules were prepared in selected Rydberg states by

laser photoexcitation, and under the conditions in which the experiments were

performed, quantisation of the motional states of the samples could be neglected.
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Consequently, this set of methodologies can be classified as incoherent Rydberg-

atom or molecule optics. In this chapter, the results of Rydberg-Stark deceleration

experiments are presented that were performed with atoms prepared in coherent

superpositions of Rydberg states with different electric dipole moments. In the

presence of inhomogeneous electric fields the different forces on these internal-

state components allowed the generation of superpositions of momentum states

which have been exploited for Rydberg-atom interferometry. Experiments of the

kind reported here may therefore be classified as coherent Rydberg-atom optics.

The results presented open new opportunities in the exploration of the boundary

between quantum and classical mechanics, the study of spatial decoherence in large

quantum systems [75], investigations of quantum phases associated with the motion

of particles with large static electric dipole moments in magnetic fields [76, 77, 78],

and measurements of the acceleration of neutral particles composed of anti matter,

e.g., Rydberg Ps or antihydrogen, in the gravitational field of the Earth [79, 49, 16, 48].

7.2 Specific scheme implementation

Circular Rydberg states were chosen for the first experimental implementation of

the electric Rydberg-atom interferometry scheme presented in Chapter 6 because

the large electric dipole moments for transitions between them allowed fast state

preparation and manipulation with pulsed microwave fields. These states also have

low sensitivities to weak stray electric fields and electric field noise resulting in min-

imal decoherence under these conditions. In addition, since blackbody transitions

from these states are significantly restricted by the electric dipole selection rules,

changes in their population between the end of the interferometry pulse sequence

and the time of detection by pulsed electric field ionisation was minimal.

In the experiments described here, the n = 55 and n = 56 circular Rydberg states

in He, denoted |55c〉, and |56c〉, were used. The effect of the interferometry scheme
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Figure 7.1: Calculated classical phase-space trajectories of He atoms in the Rydberg-

atom interferometer. (a) The velocity, and (b) the relative position in the y dimen-

sion of the trajectories demonstrating equal momenta and a fixed spatial separation

at the end of the interferometry procedure. For these calculations v0 = 2000 m·s−1,

Vgrad = 1.3 V, Tgrad = 525 ns and τgrad = 130 ns (see text for details).
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Figure 7.2: Schematic diagram of the experimental apparatus. Rydberg-atom

photoexcitation and interferometry were performed within the wedge structure

formed by electrodes E1 and E2. State-selective detection by pulsed electric field

ionisation occurred between electrodes E3 (partially transparent in the figure) and

E4. The MCP detector, to which the ionised electrons were accelerated, was located

behind E4.

described in Chapter 6 on the classical phase-space trajectories of atoms in these two

states is shown Figure 7.1. It can be seen from these plots how the scheme results in

two matter-wave components with equal momenta and a fixed spatial separation.

The electric field gradients generated by applying pulsed potentials on the order

of ∼1 V to an appropriately designed wedge-shaped electrode configuration are

expected to give rise to matter-wave displacements of ∼100 pm at the time of

detection at the end of a 2-µs-duration interferometry sequence. For atoms initially

travelling at 2000 m·s−1 with a de Broglie wavelength of ∼50 pm this is considered

sufficient to observe several interference fringes.

7.3 Experiment

Figure 7.2 shows a schematic diagram of the experimental setup. A beam of

metastable He atoms was generated as described in Chapter 3. For the experi-
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ments here a wedge-shaped pair of 105 × 70 mm copper electrodes, labelled E1 and

E2 in Figure 7.2, were used to implement the interferometry scheme and also served

as the excitation and circular state preparation region in the apparatus. These elec-

trodes were separated by 11.5 mm (35.8 mm) in the x dimension at the end nearest

to the ion filter (detection region). Hence, for a potential difference of Vgrad be-

tween them, the electric field gradient on the axis along which the atomic beam

propagated was, to the first order, ∇~F ' Vgrad (0,0.056,0) V·cm−2. At the position

between these electrodes where their separation in the x dimension was 19 mm,

the atoms were prepared in the |n = 55, ` = 54,m` = +54〉 ≡ |55c〉 circular Rydberg

state using the crossed fields method described in Chapter 3 [80, 36]. To implement

this, laser photoexcitation was carried out in the presence of perpendicular pulsed

electric and static magnetic fields of (3.15,0,0) V·cm−1 and (0,0,15.915) G, respec-

tively to populate the outer n = 55 Rydberg-Stark state. The wavelengths of the

ultraviolet and infrared lasers used for this were λuv = 388.975 nm (≡ 25708.6 cm−1)

and λir = 786.752 nm (≡ 12710.5 cm−1), respectively [81]. After photoexcitation the

electric field was switched off adiabatically to transfer the atomic population into

the |55c〉 state as indicated in Figure 7.3(a).

When circular state preparation was completed, the sequence of microwave and

electric field gradient pulses used to implement the Rydberg-atom interferometry

scheme was applied. This sequence was initiated at time tµ = t0 + 2.575 µs [see

Figure 7.3(b)]. At the end of this sequence, which lasted 2.1 µs, the atoms travelled

for ∼60 µs [see Figure 7.3(d)] to the detection region of the apparatus, ∼ 130 mm

downstream from the position of laser photoexcitation, where they were ionised by

applying a slowly-rising potential that rose to a maximum value of -530 V to E3,

generating fields of up to∼115 V·cm−1 directed parallel to the background magnetic

field. The resulting electrons were accelerated through an aperture in E4 to an MCP

detector. Since the |56c〉 state ionises in a lower field than the |55c〉 state, electrons

109



0 1 2 3 4 5 6 7
0

2

4

6)
V(laitnetoP

1E

Photoexcitation

(a)

0 1 2 3 4 5 6 7

0

1

2

3

4)
V(laitnetoP

2E

Gradient Pulses

(b)

0 1 2 3 4 5 6 7

0

0.5

1.0

ytisnetnI
eva

worci
M

)stinu .bra(
/2 /2

(c)

0 1 2 3 4 5 65 66
Time (μs)

0

-0.2

-0.4

-0.6)
Vk( laitnetoP 3E

Detection

(d)

π π π

tμ

t0

Figure 7.3: Sequence of pulsed electric potentials and microwave fields employed

for Rydberg-atom interferometry. (a) Pulsed potential applied to electrode E1 for

Rydberg-state photoexcitation and circular state preparation. (b) Set of three pulses

of microwave radiation resonant with the |55c〉 → |56c〉 transition employed for

coherent internal state preparation and manipulation. (c) Pair of pulsed potentials

applied to electrode E2 to generate the electric field gradients required for interfer-

ometry. (d) Slowly-rising pulsed potential applied to electrode E3 for detection by

state-selective electric field ionisation.
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from atoms in this state appeared earlier in the time-of-flight distributions measured

at the MCP. By selecting appropriate windows in the time-of-flight distributions,

the populations of these two circular states of interest could be determined.

7.4 Microwave spectroscopy

High-resolution microwave spectroscopic studies of the |55c〉 → |56c〉 transition

were carried out to calibrate and optimise the parameters required to implement

the Rydberg-atom interferometry scheme described in Chapter 6. For the circular

Rydberg states used in the experiments the Stark energy shifts in an electric field

~F = (Fx, 0, 0) acting in the direction perpendicular to the background magnetic field

~B = (0, 0,Bz) can be expressed as [80, 82]

Enc = m`

√(
µBBz

)2
+

(3
2

neaFx

)2
, (7.1)

where m` is defined with respect to the magnetic field quantisation axis, and µB, e

and a are Bohr magneton, electron charge and Bohr radius corrected for the reduced

mass, respectively. In weak electric fields, i.e., when the electric field term in Eq. 7.1

is smaller than the magnetic field term, this expression results in quadratic Stark

shifts of the circular Rydberg states. As the field strength is increased, the electric

field term begins to dominate that associated with the magnetic field and the Stark

energy shifts become increasingly linear.

To compensate the (32, 0, 0) mV·cm−1 motional Stark effect [83] and weak stray

electric fields in the apparatus, microwave spectra of the |55c〉 → |56c〉 transition

were recorded for a range of offset potentials, Voff , applied to E1. In recording these

spectra, microwave pulses of 2µs duration were applied at time tµ [see Figure 7.3(b)].

The resulting data are presented in Figure 7.4(a) where the vertical offset of each

spectrum corresponds to the value of Voff . From the resonance frequencies in each
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Figure 7.4: (a) Microwave spectra of the |55c〉 → |56c〉 transition showing the Stark

shifts for offset potentials, Voff , applied to E2. In this panel the vertical offset of

each spectrum indicates the value of Voff for which it was measured. (b) The

quadratic function (continuous curve) fit to the measured transition frequencies

obtained from the data in panel (a). The zero-electric-field transition frequency

of νµ = 38.511313 GHz for an offset potential of Voff = -48 mV is indicated by the

dashed lines in panel (b).
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of these spectra, determined by fitting Gaussian functions to each dataset, and the

corresponding value of Voff , the optimal compensation potential was determined by

fitting a function that depended quadratically on Voff . The results of this procedure

are displayed in Figure 7.4(b) and yielded a minimum, i.e., a zero-electric-field,

transition frequency of νµ = 38.511 313 GHz for Voff = −48 mV. From this transition

frequency, the strength of the magnetic field at the position of the atoms in the

apparatus was determined, using the Rydberg formula and the expression in Eq. 7.1,

to be Bz = 15.915 G.

The accuracy of the hydrogenic expression in Eq. 7.1 for describing the Stark

shifts of |55c〉 and |56c〉 states of He in weak perpendicular fields was tested by

comparing experimentally recorded spectra with the calculated transition frequen-

cies over a wider range of electric fields. The results of these measurements are

displayed in Figure 7.5. In recording these spectra the microwave intensity was

set to ensure that < 10% population transfer from the |55c〉 state to the |56c〉 state

occurred. The spectral width of the transition in the measurement made in the

electric field closest to zero (see left axis), for which Voff = -48 mV, is 590 kHz and

corresponds approximately to the Fourier Transform limit of the 2-µs-duration mi-

crowave pulse. For the larger electric fields in which these spectra were recorded the

spectral features are broader. This is because in these fields the atoms are polarised

and therefore more sensitive to the inhomogeneity in the electric field and electric

field noise [50, 51]. The dashed curve and red points overlaid on the experimental

spectra in this figure represent the calculated and measured transition frequencies,

respectively, and exhibit excellent quantitative agreement. From Eq. 7.1 the maxi-

mal induced electric dipole moments of the |55c〉 and |56c〉 states were determined

to be 11 320 D and 11 740 D, respectively. The difference in these dipole moments

converges to its maximal value of 420 D in fields above ∼ 0.6 V·cm−1.

To determine the appropriate length of time to apply microwave pulses to
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Figure 7.5: Microwave spectra of the |55c〉 → |56c〉 transition in a magnetic field Bz

= 15.915 G and perpendicular electric fields as indicated on the left vertical axis.

The corresponding values of the offset potential, Voff , applied to E1 are indicated on

the right. The dashed curve represents the transition frequencies calculated using

Eq. 7.1. The red points correspond to the experimentally determined transition

frequencies.
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realise the three coherent rotations on the Bloch sphere required to implement the

interferometry scheme, i.e., a π/2 pulse to create an internal-state superposition,

a π pulse to invert the states, and a final π/2 pulse to project back onto the basis

states, the |55c〉 state was prepared as above and pulses of microwave radiation

at the resonant frequency νµ = 38.511 313 GHz were applied at a range of times,

and with a range of durations. The results of these measurements can be seen in

Figure 7.6 as Rabi oscillations in the population of the |56c〉 state. The time delays

of tµ, tµ + 965 ns and tµ + 2050 ns indicated in this figure correspond to the timings

of the three microwave pulses in the interferometry measurements. From these

results it was determined that the pulse durations required were τπ/2 = 48 ns for

the first π/2 pulse, τπ = 88 ns for the π pulse, and τπ/2 = 52 ns for the second π/2

pulse. The inconsistency in the durations of these pulses, particularly the two π/2

pulses, is a consequence of the mode structure of the microwave field within the

wedge configuration between E1 and E2. The periodicity and decoherence rates of

these oscillations vary for the different time delays because of the inhomogeneity of

the stray electric fields in the electrode structure. At each time delay the atoms are

in a different location (∼4 mm difference between tµ and tµ + 2050 ns) and therefore

experience slightly different electric fields and microwave field strengths.

The coherence of the circular state superpositions prepared in the experiments

was characterised by Ramsey interferometry and spectroscopy. For these mea-

surements, the results of which are displayed in Figure 7.7, only the 48- and 52-ns-

durationπ/2 pulses were applied. In the Ramsey interferometry measurement seen

in Figure 7.7(a) the time interval between these pulses was adjusted as the popula-

tion of the |56c〉 state was monitored. A first measurement performed on resonance,

i.e., for ∆νµ = 0 MHz, yielded an approximately constant population of this state for

all time intervals between the π/2 pulses up to ∼ 1.5 µs. After this the population

reduced because of effects of decoherence and dephasing. In this set of data no
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Figure 7.6: Rabi oscillations in the population of the |56c〉 state upon resonant

driving of the |55c〉 → |56c〉 transition for a fixed output power from the microwave

source. Measurements were performed at the time delays of (a) tµ, (b) tµ+965 ns and

(c) tµ + 2050 ns at which each of the three microwave pulses required to implement

the Rydberg-atom interferometry scheme was applied (see Fig 7.3).
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oscillations in the |56c〉 state population are observed because of the continuous

evolution of the phase of the gated microwave field in the time between the two

pulses. On the other hand, for a detuning of ∆νµ = +4 MHz periodic oscillations in

the population of the |56c〉 state are seen. These occur, as expected, at the frequency

of 4 MHz associated with the detuning, and reduce in amplitude in a similar way

to the data recorded on resonance. From these data the decoherence times of these

states were determined to be ∼ 5 µs, limited by the motion of the atoms. Because of

the onset of more significant decoherence for times beyond 2.05 µs [dashed line in

Fig 7.7(a)] this time interval was chosen as the maximal length for the sequence of

pulses used in the interferometry experiments.

A Ramsey spectrum of the |55c〉 → |56c〉 transition recorded in the frequency

domain with the same pair of π/2 microwave pulses separated by a free-evolution

time of 2002 ns, corresponding to the application of the second π/2 at time tµ +

2050 ns, is displayed in Figure 7.7(b). This spectrum further demonstrates the

coherence of the atom–microwave-field coupling over the time scales of interest

in the experiments. It also indicates an ∼80% fidelity of this Ramsey sequence

close to resonance and the accurate identification of the zero-electric-field resonance

frequency for the transition.

7.5 Results

Having characterised each of the elements of the sequence of microwave and elec-

tric field gradient pulses required for Rydberg-atom interferometry, a series of

experiments were performed to study the operation of the interferometer. In these

experiments, the relative populations of the Rydberg states at the end of the inter-

ferometry procedure reflected the spatial overlap of the de Broglie waves associated

with the two components of the superposition of momentum states at the time the

second π/2 microwave pulse was applied (see Figure 7.3). This spatial separation
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Figure 7.7: (a) Ramsey interferograms, and (b) Ramsey spectrum of the |55c〉 →

|56c〉 transition in He. In (a) measurements performed for detunings of the mi-

crowave field from resonance of ∆νµ = 0 MHz and ∆νµ = +4 MHz are indicated by

the blue and black data sets, respectively. The time interval of 2050 ns between the

application of the twoπ/2 microwave pulses used ultimately for the Rydberg-atom

interferometry experiments is indicated by the dashed vertical line. The spectrum

in (b) was recorded for microwave pulses of the same duration as those used in (a)

but for a fixed free-evolution time of 2002 ns.
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E2 to generate the field gradients is indicated on the horizontal axis. In all cases,
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was dependent on both the amplitude and duration of the electric field gradient

pulses. Figure 7.8(a) shows interference patterns measured by adjusting the ampli-

tudes of the pulsed electric potentials applied to generate the gradient pulses for

four different gradient pulse durations, Tgrad = 225, 325, 425 and 525 ns. These

durations are the length of time for which the potentials applied to generate the

gradients were at their maximum value, Vgrad. In these cases each gradient pulse

had rise and fall times of τgrad = 130 ns. For each of these measurements the ratio

of the |55c〉-electron signal to that from the |56c〉 state is displayed and normalised

to one for the maximum measured signal in each data set. The signal maximum for

values of |Vgrad| close to zero indicates that the Rydberg-state population at the end

of the interferometry sequence resided predominantly in the |55c〉 state if no forces

were exerted on the atoms. For the short gradient pulse of 225 ns, matter-wave

interference begins to become observable for values of |Vgrad| & 0.2. The first in-

terference minimum, when the centres-of-mass of the two de Broglie wavepackets

associated with the two Rydberg-atom momentum components are displaced by

λdB/2 at the time when the last π/2 microwave pulse was applied, is then observed

for |Vgrad| ' 0.9. When the amplitude of the pulsed gradients are further increased

the larger forces exerted on the atoms further displace the momentum components

from each other. The relative displacement of the corresponding de Broglie waves

is equal to λdB when |Vgrad| ' 1.6. The non-linear dependence of the values of |Vgrad|

at which these interference features occur is a result of the quadratic Stark shifts of

the circular Rydberg states in weak electric fields (see Eq. 7.1 and Figure 7.5). For

higher values of |Vgrad| the contrast of the measured interference pattern reduces.

A similar general behaviour is seen in the other interference patterns recorded. For

these longer pulse durations, since the forces applied to generate the coherent su-

perposition of momentum components are greater, larger matter-wave separations

are achieved for each value of Vgrad. In the case of the longest pulse duration,
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Tgrad = 525 ns, the first interference minimum is observed for |Vgrad| ' 0.4 V while

the following interference maximum occurs for |Vgrad| ' 0.7 V. It can be seen from

the data that a greater number of interference fringes are seen as the pulse duration

is increased. However, the dependence of the contrast of the observed fringes on

the value of |Vgrad| remains similar. This suggests that the loss of contrast is not a

consequence of the displacement of the matter waves but is instead correlated with

the amplitude of the pulsed inhomogeneous electric fields applied.

7.6 Calculations

To aid in the interpretation of the experimental data in Figure 7.8, numerical calcula-

tions of the matter-wave interference patterns were performed. In these calculations

the classical equations of motion of atoms in the |55c 〉 and |56c 〉 states were solved

in the magnetic and time-dependent inhomogeneous electric fields used in the ex-

periments. These calculations were initiated after circular state preparation. From

this time until the time at which the π pulse was applied, the forces exerted on each

atom in the initial Rydberg state in which it was prepared were determined. At the

time of the π pulse, the states for which the atomic trajectories were calculated were

inverted. The calculations then continued until the end of the microwave pulse

sequence. At this time, the spatial separation between the end points of the two

atomic trajectories was determined (see, e.g., Figure 7.1). The interference between

two plane waves with this separation and for which λdB = h/p0 = 50 pm, where

p0 = |~p0|, was then obtained. The resulting Rydberg-atom interference patterns in

Figure 7.8(b), which were calculated for the values of Tgrad in Figure 7.8(a), exhibit

interference fringes with the same periodicity as those in the experimental data.

However, to achieve the good quantitative agreement with the results of the ex-

periments seen in this figure it was necessary to incorporate into the calculations

contributions from decoherence and population loss from the circular states. Both
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of these effects were assumed to depended exponentially on the value of |Vgrad|

resulting in interference patterns with intensity

I(Vgrad) = A
[
I0(Vgrad) − 0.5

]
exp

[
−
|Vgrad|

Cdecoh.

]
+ exp

[
−
|Vgrad|

Closs

]
+ B, (7.2)

where I0(Vgrad) is the normalised intensity of the interference pattern dependent

on the value of |Vgrad|, excluding effects of dephasing, decoherence or circular state

depopulation, and A = 0.8 and B = −0.4 are constants that were determined empiri-

cally. The decay constant, Cdecoh., associated with decoherence of the superposition

states, which caused the reduction in the contrast of the interference fringes, was

found to be 1.2 V. The decay constant, Closs, associated with the loss in the total

detected signal from the circular Rydberg states, which caused the reduction in the

normalised signals in Figure 7.8(a), was found to be 4.2 V. The decoherence inferred

from the results of these calculations is attributed to a combination of the finite

longitudinal coherence length of the momentum distribution in the atomic beam,

effects of electric field noise on the Rydberg states that increase when they are more

strongly polarised, and imperfections in the relative amplitudes of the pairs of elec-

tric field gradient pulses. The elucidation of the mechanism that caused the loss in

the total signal detected as the value of |Vgrad| was increased required the perfor-

mance of additional experiments. However, from the results of the calculations in

Figure 7.8(b) it was determined that, e.g., when |Vgrad| = 1.3 V for Tgrad = 525 ns and

the second interference maximum is observed, the difference in the forces exerted

on the two matter-wave components in the pulsed field gradients was 1.4×10−24 N.

This corresponds to a difference in acceleration of 220 m · s−2 and a displacement

of the centres-of-mass of the matter-waves at the time of the second π/2 pulse of

100 pm (see also Figure 7.1).
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Figure 7.9: Rydberg-atom interference patterns recorded for Tgrad = 525 ns and

values of τgrad of 70, 130 and 190 ns, as indicated. For clarity only the parts of

each interference pattern for which Vgrad ≥ 0 are displayed. The data recorded for

τgrad = 130 ns correspond to that in Figure 7.8(a) for Tgrad = 525 ns. Note the upper

datasets in this figure are vertically offset for clarity.
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7.7 Further experimental tests

To identify the origin of the loss of signal at high values of |Vgrad| in Figure 7.8, further

measurements were performed for Tgrad = 525 ns and a range of values ofτgrad. Data

recorded for τgrad = 70, 130 and 190 ns are displayed in Figure 7.9. For clarity, only

results for Vgrad ≥ 0 are included in this figure. From these measurements it can be

seen that the greatest contrast in the interference patterns, and the greatest number

of interference fringes, are observed for the slowest rise and fall times of the electric

field gradient pulses, i.e., for τgrad = 190 ns. The data recorded for τgrad = 130 ns,

which corresponds to that in Figure 7.8(a) for Tgrad = 525 ns, exhibits very similar

characteristics with only slightly more significant decoherence and loss in total

signal at larger values of Vgrad. However, for the shortest rise time of τgrad = 70 ns

the situation is quite different. Not only is decoherence more apparent, but the total

population also decays faster than it does in the measurements performed with

slower rise times. Because of this more significant loss in total population from the

two circular states for short rise and fall times, it is concluded that this contribution

to the measurements arises from the non-adiabatic evolution of the Rydberg states

under these conditions. These non-adiabatic dynamics transfer population out of

the |55c〉 and |56c〉 states and into neighbouring lower m` states as the pulsed fields

are more rapidly switched from and to zero.

To confirm the attribution of the oscillations in the data in Figure 7.8 to effects

of matter-wave interference, and that they are not a consequence of resonances

or fluctuations introduced by the pulsed electric fields, several further tests were

performed. The results of these are displayed in Figure 7.10. For all of the measure-

ments in this figure Tgrad = 525 ns and τgrad = 130 ns. The data in Figure 7.10(a)

represent a reference measurement which corresponds to that in Figure 7.8(a) for

Tgrad = 525 ns. To check that the oscillations in the ratio of the circular state pop-

ulations upon application of the complete interferometry sequence of microwave
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Figure 7.10: Measurements performed to validate the interpretation of the

Rydberg-atom interference patterns. (a) Reference measurement performed with

the complete Rydberg-atom interferometry pulse sequence, Tgrad = 525 and

τgrad = 130 ns, as in Figure 7.8(a) for Tgrad = 525 ns. Interferometry sequences

with (b) the first π/2 microwave pulse, (c) the π pulse, and (d) all microwave

pulses omitted. (e) Measurement performed with electrodes E1 and E2 oriented

parallel to each other. The electric potentials on the horizontal axis in (e) have

been scaled by 1.46 so that the corresponding electric fields are approximately

comparable to those at the position of the atoms in datasets (a) to (d) (see text for

details).
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and electric field gradient pulses relied on the preparation and coherent manipu-

lation of the superpositions of Rydberg states, the data in Figure 7.10(b), (c) and

(d) were recorded with the first π/2, the π and all three microwave pulses omit-

ted, respectively. No oscillations are seen with the periodicity of those observed

in Figure 7.10(a) in any of these data sets. The data in Figure 7.10(d), in which

no microwave pulses were applied and the normalised signal gradually reduces as

|Vgrad| is increased, confirms that the loss in the circular state populations for larger

values of |Vgrad| is a result of non-adiabatic internal Rydberg-state dynamics and is

not caused by decoherence of the superposition of momentum states.

As a final test, Figure 7.10(e) shows the result of a measurement carried out

with an identical sequence of microwave and electric potential pulses to that in

Figure 7.10(a) but with the configuration of electrodes E1 and E2 adjusted so that

they were parallel to each other with a separation in the x dimension of 13 mm. To

account for the different electric fields which the atoms experience in this electrode

configuration for each value of |Vgrad|, when compared to that in the wedge config-

uration, and to allow for a more direct comparison with the data in panels (a) to (d),

the potentials on the horizontal axis in Figure 7.10(e) have been scaled by 1.46. In

this situation the applied pulsed electric potentials did not give rise to significant

electric field gradients at the position of the atoms and therefore no forces were

exerted on the atoms by these fields. No oscillations are observed in this data,

further confirming that the oscillations in the data recorded when the complete

interferometry pulse sequence was applied arise from matter-wave interference of

spatially separated Rydberg-atom de Broglie waves.

7.8 Conclusion

In this chapter, a scheme for matter-wave interferometry with atoms or molecules

in high Rydberg states has been realised experimentally. For the pairs of Rydberg

126



states employed in the experiments, with induced electric dipole moments of up

to 11 320 D and 11 740 D, and hence differences in their electric dipole moments of

up to 420 D, the difference in the forces exerted on the matter-wave components

by the electric field gradients to which they were subjected were on the order of

10−24 N. The corresponding relative accelerations were ∼ 100 m·s−2. The typical

displacements observed between the pairs of matter-wave components at the end of

the interferometry sequences were up to 150 pm while the size of the atoms, given

by 2〈r〉, where 〈r〉 is the expectation value the radial position operator acting on the

Rydberg electron wavefunction, was 320 nm. From the range of experimental tests

reported it is concluded that the maximal number of Rydberg-atom interference

fringes observed was limited by the requirements for the adiabatic evolution of the

Rydberg states in the combined electric and magnetic fields in which the experi-

ments were performed. A larger number of interference fringes are expected to be

seen if, for low values of Vgrad, a longer period of free flight is included between

the pairs of electric field gradient pulses, or if lower-` Rydberg states, for which the

criteria for adiabatic evolution in the pulsed electric fields can be less restrictive, are

employed. Indeed, follow-up experiments performed using superpositions of 56s

and 57s Rydberg states have allowed up to 14 fringes, and hence matter-wave dis-

placements of up to 0.7 nm to be observed [84]. In these experiments the number of

observable fringes is now limited by the longitudinal velocity spread of the bunches

of excited Rydberg atoms prepared. This velocity spread could be improved by us-

ing a shorter electric field excitation pulse or by allowing for a longer flight time

before excitation to increase velocity dispersion.

The Rydberg-atom interferometry scheme presented here relies on the genera-

tion of an inhomogeneous electric field with a constant gradient in the direction of

propagation of the atomic beam. If this gradient is accurately known, from the pre-

cise geometry of the electrode configuration, this type of interferometer represents
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a tool for measuring matter-wave de Broglie wavelengths, and hence momenta.

From this perspective, if forces are exerted on the atoms in the direction perpendic-

ular to the surface of the Earth, it is expected that Rydberg-atom interferometry of

the kind described here may be used to measure changes in de Broglie wavelength

caused by the acceleration of samples in Rydberg states in the gravitational field of

the Earth. Such measurements are of interest at present for systems composed of

antimatter, e.g., antihydrogen – which is synthesised in high Rydberg states – or Ps

– which in its ground state is too short lived (142 ns) to permit such measurements

but when excited to Rydberg states exhibits significantly longer lifetimes (> 10 µs)

limited by spontaneous emission to the ground state.

In addition to measurements of antimatter gravity, the large size (320 nm) of

the Rydberg atoms used in the experiments reported here makes the methodology

and results presented of interest for studies of effects of matter-wave interference

in macroscopic quantum systems. In this context, future experiments directed

towards investigations of the decoherence of the superpositions of Rydberg-atom

momentum states with large spatial separations are of interest.
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Chapter 8

Conclusion and outlook

In this thesis two different methods of using inhomogeneous electric fields to split

beams of He atoms in high Rydberg states have been presented. The first used a two-

dimensional chip-based electrode structure to incoherently split an atomic beam into

two macroscopically-separated components with separations on the order of 1 cm.

These experiments motivated further studies of the mechanisms of Rydberg-state

depolarisation caused by radio-frequency electric fields. The second approach to

splitting Rydberg-atom beams used a series of microwave and electric field pulses to

coherently separate samples of atoms in superpositions of circular Rydberg states.

This work resulted in the first demonstration of electric matter-wave interferometry

for atoms in Rydberg states.

In these experiments, Rydberg states with values of n between 52 and 56 were

prepared using a two-colour, two-photon laser photoexcitation scheme. In the rf-

depolarisation experiments, an additional microwave transition was included to

maximise the spectral resolution for the final state preparation. In the interferom-

etry experiments, the crossed fields method, with a static background magnetic

field and time-varying perpendicular electric fields, was used to prepare circular

Rydberg states. Microwave spectroscopy of transitions between Rydberg states was
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performed to utilise the atoms as microscopic antennae to calibrate both a.c. and

d.c. electric field strengths. Two different detection schemes were employed, both

based on pulsed electric field ionisation of the excited Rydberg atoms. This allowed

either position-sensitive or state-selective detection of the atoms.

The beam splitter described in Chapter 4 was designed to be integrated with the

types of Rydberg-atom trap and microwave circuit architectures used in hybrid cir-

cuit QED. In this context, it is foreseen to use this type of beam splitter to distribute

samples of cold atoms in Rydberg states to spatially-separated interaction regions.

In experiments with cold Rydberg molecules it could be utilised for low-energy

collision studies to allow reference intensity measurements in each experiment cy-

cle. This type of chip-based beam splitter also represents a valuable addition to the

tools for performing Rydberg-atom optics experiments. In general, in experiments

of this type, which use electric fields to control the motion of samples of atoms

or molecules in Rydberg states, the work presented in Chapter 5 has highlighted

the necessity of minimising electric field noise and carefully controlling any res-

onant frequency modulations of the applied electric fields to maintain maximum

quantum-state purity and minimise depolarisation and population losses.

The extremely small de Broglie wavelengths of massive particles, such as He

atoms, make them particularly sensitive to small forces exerted on them from their

surrounding environment. Combined with an interferometry scheme of the type

presented in Chapters 6 and 7, this feature could be exploited to develop high-

sensitivity sensors based on Rydberg-atom interferometry. With the appropriate

choice of superposition states this could allow the realisation of new types of atomic

electrometers. Sensors based on matter-wave interference may also be of use in tests

of antimatter gravity and the weak equivalence principle. Current candidates for

experiments of these types are antihydrogen and Ps atoms, although the application

of existing techniques for precise gravimetry with these species suffer from several
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limitations. Currently, the number of antihydrogen atoms produced in typical

experiments and the inability to laser-cool them quickly and efficiently prohibit

the use of traditional free-fall and interferometry measurement techniques. In the

case of Ps, the short ground-state annihilation lifetime of 140 ns imposes stringent

limitations on its use in interferometry experiments. However, the lifetimes of Ps

atoms can be greatly enhanced by exciting them to Rydberg states. In these states

annihilation is suppressed and the atoms decay by spontaneous emission before

annihilation occurs. The florescence lifetime of Rydberg states with n = 20 in Ps, for

example, has been measured to be 40 µs [15]. In addition, the methods of Rydberg-

Stark deceleration have recently been applied to guide and velocity select Ps atoms

in Rydberg states. These developments suggest that Ps is an ideal candidate for tests

of antimatter gravity using the Rydberg-atom interferometry scheme presented in

this thesis.

A gravity measurement with Ps using the Rydberg-atom interferometry scheme

described here would rely on the fact that this scheme can act as a way to measure

the de Broglie wavelength, and therefore momenta, of the atoms in the direction

that the forces are applied. If these forces are oriented in the direction of the

gravitational field of Earth, accelerations caused by this field could be measured

in a free-fall type of experiment but over a much smaller free-fall distance than a

classical measurement. The advantage of an experiment of this type over other

free-fall experiments is the increased sensitivity that it offers. An imaging MCP has

an approximate resolution of 10 µm. It would require 1.4 ms under free fall for

Ps to be displaced by that amount by a force equal to g, however, during this time

the Ps atoms, travelling at 105 m·s−1, would cover a distance of 140 m. The scale

of such an experiment makes it unfeasible, especially considering that the atoms

would be extremely sensitive to stray electric fields during their flight. Using the

interferometry scheme presented here it is expected that a measurement of g for Ps
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to a precision of 10% would be possible with measurement times of < 100 µs and

for matter-wave displacements of < 100 nm.

By combining improvements in the production of slow Ps beams with refine-

ments in the Rydberg-atom interferometry techniques it is foreseen that measure-

ments with this precision could be carried out within flight distances of / 1 m.

The route to carrying out such an experiment is likely to require modifications to

the current scheme to circumvent losses arising from non-adiabatic internal state

dynamics. The scheme will then need to be extended to realise a closed loop ‘Mach-

Zehnder’ type interferometer. Current progress in the laboratory suggests that

these steps are achievable with the current approach to the experiment.
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