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Abstract

In this paper, a class of interconnected systems is considered, where the nominal isolated systems are fully nonlinear. A robust
decentralised sliding mode control method is addressed based on the static state feedback. By local coordinate transformation
and feedback linearization, the considered interconnected system is transformed to a new interconnected system in regular form.
A composite sliding surface is proposed by using the system state variables, and the stability of the corresponding sliding mode
is analysed. In light of a new proposed corresponding reachability condition, a robust decentralised sliding mode control is then
designed to drive the system states to the sliding surface in finite time and maintain a sliding motion thereafter. Both uncertainties
and interconnections are allowed to be unmatched and assumed bounded by nonlinear functions. The bounds on the uncertainties
and interconnections have more general forms when compared with the existing works. A MATLAB simulation example is used
to demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

Increasingly complex industrial requirements coupled with rapid technological developments are producing engineering
systems that are interconnected to form large-scale interconnected systems [1]. Such systems exist widely in multiple domains
including process networks, power grids, offshore platforms, urban traffic networks as well as ecosystems [2]. Large-scale
complex systems can require high on-line computing power to implement controllers. For example, in a centralized control
implementation, all of the system information may be used to control the interconnected system. Such a large computational
burden may not be attractive to industry as data transfer requirements are large and risks of cyber attack increase. Plant shut
down may result from corruption or blockage of data transfer and the system robustness may be compromised [3]. This has
motivated the development of decentralised control strategies in which only local subsystem information is needed for local
control design. A decentralized control approach has the potential to improve the computational efficiency and the overall
safety of the system. Hence the study of decentralized control is of significant importance for interconnected systems [4].

Decentralized control has been studied for many years and many results have been obtained relating to interconnected systems
[S], [6], [7]. It is well known that uncertainties or modeling errors can seriously affect the performance of controlled systems. The
uncertainties in subsystems will not only affect their own performance, but also affect the entire system’s performance through
the interactions among subsystems. In addition, the coupling between subsystems also brings difficulties to the stabilization
of interconnected large-scale systems. Robust control schemes and adaptive control schemes are often designed to reject or
reduce the effect of the uncertainties caused by the modeling errors within subsystems and the coupling among subsystems.
Adaptive control can only be applied to some special systems, i.e. parametric uncertainties satisfying linear growth conditions
[8], [9]. Alternative robust control methods, such as H, control [10], [11], have strong robustness in dealing with large-scale
operating regions even in the presence of disturbance scenarios, but the design process is complex and the synthesis can be
difficult and time-consuming [12], [13].

As one of the classical robust control methods, sliding mode control [14] is widely considered to be an effective method

to deal with uncertainties due to its excellent performance characteristics and relatively simple design process. Decentralized



sliding mode control has been extensively studied in large-scale systems. Based on state information, a decentralized sliding
mode control is designed to deal with the matched uncertainties in [15]. A decentralised adaptive sliding mode control is
designed for large-scale systems with unmatched perturbations in [16]. A type of decentralised output feedback sliding mode
control is designed for a class of interconnected systems in [17], where only matched uncertainties and interconnections are
considered. A class of interconnected systems is stabilized by an output feedback sliding mode controller with a more general
structure for the interconnections and unmatched uncertainties in [18]. Note that the mentioned literatures require that the
nominal isolated systems are linear. In practice, almost all systems are nonlinear and have nonlinear behaviour [19]. Moreover,
the majority of control schemes for linear systems cannot be applied to nonlinear systems directly. These motivate the study
of nonlinear interconnected systems with nonlinear nominal isolated systems and nonlinear interconnections.

Recently, the study of interconnected systems with nonlinear nominal isolated systems has received great attention and some
interesting results have been achieved. Based on static output feedback, decentralized stabilization of nonlinear interconnected
systems has been achieved in [20]. However, this output feedback method imposes higher requirements for the system model.
The decentralized tracking control problem is studied for a class of interconnected stochastic nonlinear systems in [21], where
the result obtained can only guarantee that the closed-loop system is practically stable. A smooth dynamic output feedback
control is proposed for the case of multiple time-delay systems with nonlinear uncertainties in [22]. However, it is based
on dynamic feedback, which increases the system dimension as well as the computational complexity. A decentralised state
feedback control scheme is proposed for a class of time delay interconnected systems with matched interconnections, and
a new term, called weak unmatched uncertainty, is introduced in [23]. It should be noted that high control gains are used
in [23] to reject the effect of weak unmatched uncertainties and the matched interconnections, which in turn may lead to
control input saturation. An adaptive dynamic programming technique is introduced for nonlinear large-scale systems in [24].
Although the nominal isolated systems is nonlinear in [24], only matched interconnections is considered. A multi-dimensional
Taylor network decentralised control is investigated for large-scale stochastic nonlinear systems in [25], but only the tracking
of specific signals has been considered. The knowledge that sliding mode control can deal with unmatched uncertainties to
a certain extent [26] provides motivation for the design of a decentralised sliding mode control for nonlinear interconnected
systems.

There are few results which apply sliding mode control methods to interconnected systems with nonlinear nominal isolated
systems. A decentralised control strategy based on sliding mode techniques is proposed for a class of nonlinear interconnected
systems in regular form in [27]. Although this method does not require the nominal isolated subsystems to be linearized or
partially linearized, it is assumed that the system is in regular form, which requires transformation of the nonlinear systems;
a constructive method to obtain the transformation matrix is not generally available. Further, the proposed control does not
guarantee that the system states reach the sliding surface in finite time.

In this paper, a decentralised static sliding mode control strategy is proposed for a class of nonlinear interconnected systems.
It is not required that the nominal isolated systems are linear or linearizable. Under the conditions that all the nominal
isolated subsystems have uniform relative degree and the distribution is involutive, the class of nonlinear interconnected
systems considered can be transformed to a convenient regular form representation using a local coordinate transformation and
feedback linearization. In comparison with most of the existing control methods for interconnected systems [15], [16], [28], the
nominal isolated subsystems of the interconnected system considered in this paper are fully nonlinear, which extends both the
potential practical application value and theoretical significance. It should be mentioned that the regular form proposed greatly
facilitates decentralised control design. In light of the regular form, the decentralized sliding mode control can accommodate
matched and unmatched uncertainties very well. A set of sufficient conditions is developed to guarantee that the corresponding
sliding motion is asymptotically stable by the Lyapunov approach, where the conservativeness of the interconnection terms is
reduced compared with the results in [23], [27]. Meanwhile a new corresponding reachability condition is proposed for the
nonlinear interconnected system, which can make the system states reach the designed sliding mode surface in finite time,
while the existing reachability condition cannot guarantee this. The main theoretical contributions of this paper include: (i)
a framework is proposed to transform the nonlinear interconnected system into a new regular form; (ii) a set of sufficient

conditions is given to guarantee the large-scale interconnected system have asymptotically stable sliding motion; (iii) in light



of the proposed corresponding reachability condition, the decentralised sliding mode control can enable the system to reach
the composite sliding surface in finite time.

The remainder of the paper is organized as follows. Section 2 formulates the problem and gives some definitions that will be
used in the following sections. In Section 3, basic assumptions and stability analysis of the sliding mode are given. In Section
4, a decentralised sliding mode control is designed. In Section 5, a simulation example is presented to validate the proposed

approach. Conclusions are given in Section 6.

II. INTERCONNECTED SYSTEM ANALYSIS AND PROBLEM FORMULATION

Consider the nonlinear interconnected system described by:

n

i = fi () + g1 (23) (Wi + i () + & (b23) + Y Hij (8,35), i=1,2,---m (1

j=1
where z; € x; € R™, u; € R™ are the state and input of the i-th subsystem respectively, x; is a neighborhood of the origin and
= col (T1,. .., Tn) € X = X1 X -+ X X [i () = [fir (x2) -+, fims (@)]7 € R™, g; () = [gi1 (1), - - -, Gims (23)] €
R™:i*™i is the input distribution matrix, ¢; (t,z;) € R™ and &; (¢, ;) € R™ represent the matched uncertainties and unmatched
uncertainties respectively, Z?zl H,; (t,x;) denotes the unknown interconnections.

The following definitions are provided for ease of exposition.

Definition 1: [20] The system

& = fi (@) + g (x:) (wi + & (t20)) + & (Lwi), i=1,2,---n 2)
is referred to as the ¢-th isolated subsystem of the interconnected system (1), and the system
@i = fi (v:) + gi (Ti)wi, i=1,2,--n 3)

is referred to as the i-th nominal isolated subsystem of the interconnected system (1).

Definition 2: [29] System (3) is said to have uniform relative degree (51,72, ..., 7im,) in domain x; if there exists a series
of functions h;; (x;) € R™ such that for any z; € x;:

) Lg”Lfc;hﬂ(xi) =0forall1<j<m;, 1<I<m;, 0<k<r;—landi=1,2---n.

ii) A series of functions A; (x;) € R™*™i are nonsingular for i = 1,2,---n.

where . )
Loy L hi(xi) -+ Lg,,, L ha(x)
Lo L7 Yhio(x)) -+ Ly L2 Y hio(a;
Ai (mz) — gir ™ f; 2(x ) Gim,; 7 f; 2(.1‘ ) (4)
Tim; —1 Tim—
LguLfi b h () Ly, Lf,- 1him1: (i)
where Ly, h; (x;) denotes the derivative of h;; (x;) along f; defined by Ly, hi (x;): = Z_: a;z“ fis (x) and L’} hii (x;) represents

ALy hu(wi)

a recursion defined by L’}i hig (xl) = e

fi (z) with L% hi (23) := hy (x;).

Remark 1: Note that r; = % ri < n;. When r; = n;, system (3) can be linearized completely for ¢ = 1,2,.--n, and in
this case, there is no zero dyeralmics. When r; < n;, system (3) can only be partially feedback linearized, and in this case,
there are nonlinear zero dynamics. It should be pointed out that it is not required that r; = n; in this paper and thus it does
not require that the nominal isolated subsystems are linearizable.

For simplicity, the distribution formed by the vector fields g;1 (x;), gia (zi), .- ., Gim, (;) is denoted by:

Gi (i) == span{gi1 (7:) , gio (Ti) 5+ - -, Gim, (T4) } ()



In this paper, it is assumed that the i-th nominal isolated subsystem of the interconnected system (1) has uniform relative
degree (71,742, .-.,Tim,) and the distribution G; (x;) is involutive in domain y; for ¢ = 1,2,---n. For the convenience of
analysis and design, the feedback linearization technique is applied to the system (3).

Let z;; = [ hit (zi) Ly hi (z:) - L;’l‘;"_lhil (z4) ]T, I =1,2,...,m; with z;; € R"'. From [29], there exist n; — r;
functions 2;(,, 1), Zi(ri42)s " * * » Zin; defined in x; such that the Jacobian matrix of the mapping

. o b
T; : x; — z; = col (zf,zl) (6)
is nonsingular, where z{" := col (21, 2i2, "+ , Zim,;) € R™ and zﬁ’ := col (zi(ri+1), Zi(ri42)s " ,zmi) € R™ ™", Therefore, T;

in (6) defines a diffeomorphism.

It follows from [29] that in the new coordinate system z;, system (3) can be described as:

39 = Alzf + B; (v (2i) + Aq (20) i)

’ (7)
2= (zf,zf)
where /L = diag {Aila . ’Ail’ - Azmq} € Rrixmi, Bz = diag {Bila R 7Bila A 7Bim,;} € Rrixmi,
010 0 0 [ 0]
Zythir (=) | .
L;i_zhiQ (zl) B 0 0 1 : 0 0 B
073 (Zz) = ‘ . Ay = o .. - By = (8)
o 0
L5 B, (21) 000 -~ 01
jz 1My (2 1
0 0 L rgx1
- - Tl ><'r‘“
and A; is defined in (4).
Design a state feedback
U; = —A;l (ZZ) ] (Zl) + A;l (Zz) v; 9
where v; € R™ is the new input of the i-th subsystem for ¢ =1,2,---n.
By applying the feedback from (9) to system (7), the corresponding closed-loop system can be described as:
2? = AZZ;I + Biyi
(10)
20 = w; (zf,zf)

Consider the interconnected system (1). According to the above analysis, it follows from (10) that in the new coordinates
z:=col(z1,...,2n) € Z:=171 X -+ X Zy, given in (6), system (1) can be described by:

2 = Azl + Bizio + Efy (8, 2:) + U (¢, 2) (11a)

& =wi (2 2 %) + 55 (8 20) + 95 (1 2) (11b)

2 =v; + 2% (t,2;) + U (¢, 2) (11c¢)

where z := col (21,...,2,), 2 := col (28,20, 2%), 28 = col (Zill, 2412, Zil(rin—1)> " Zimgls Zimi2y ’Zimi("‘iyn%_l)) €

R 2t = (Zitrsy s Zizriny o Zimir,, ) € BT WS (4 2), W2 (L, 2), U (¢, 2) are the interconnections with appropriate
dimensions, =% (t, z;), Z¢ (t,2;), E% (¢, ;) are the uncertainties with appropriate dimensions. Taking into account the special
structure of (A;, B;) in (10), form (11) can be obtained by matrix factorization to (A;, B;), while (A;, B;) also has a similar
structure to (A;, B;).

In particular, A; = diag {Ai1,- -, Agt, -+, Agmm, } € RUi—mX(ri=mi) B — diag{Bi1,--- , By, , Bim, } € RTi—mi)xmi



with ) )
010 0 0 [0 ]
001 * 00
Aa=| . . . . Do » Bu= | : 12)
0 0 0
000 -~ 00 R P

- = (Tlfl)X(’l’Lfl)

Remark 2: Under the diffeomorphism T; defined in (6) and T;(0) = 0, the uncertainties and interconnections of the
interconnected system (11) have a similar structure to those of the interconnected system (1). For example, ¥¢, (, 2), \Ilg (t, 2)
and UY, (t, z) are determined by [gi] T o) Z;‘Zl H;; (t7Tj—1 ().

Remark 3: It is clear to see that the system (11) adopts a regular form as v; is the system input, which has been transformed

from the nonlinear interconnected system (1) by local coordinate transformation and feedback linearization. It should be noted
that form (10) is directly studied in [23] with the non-square matrix B; € R"*™: as the input distribution matrix. Based on a
high gain control approach, a decentralised state feedback control scheme is proposed for this form, which can only deal with
weak unmatched uncertainties and matched interconnections [23]. Furthermore, the decentralised sliding mode control cannot
be directly designed in the light of form (10). A new form (11) is developed in this study with nonsingular unit matrix as the
new input distribution matrix, which not only facilitates the design of the sliding mode control, but also can deal with stronger
unmatched uncertainties and interconnections. Note that form (11) can be obtained by a simple matrix factorization technique
from (10).

The objective of this paper is to design a composite sliding surface under a set of conditions such that the reduced sliding

mode is uniformly asymptotically stable. Then, for system (11), a decentralised sliding mode control
v; = I/i(t, Zz) (13)

will be designed such that the controlled interconnected system states can be driven to the pre-designed composite sliding
surface in finite time and a sliding motion maintained thereafter.

Remark 4: For system (1), a constructive method to obtain the required regular form is not available [27]. In comparison
with [27], the proposed controller design in this paper has more practical significance and application value in this regard.
It will be shown that in the developed regular form (11), the method proposed in this paper can accommodate the case of

unmatched uncertainties and interconnections.

II1. BASIC ASSUMPTIONS AND STABILITY ANALYSIS OF THE SLIDING MODE
In this section, a composite sliding surface will be designed. Then the stability of the corresponding sliding motion will be
analysed. The following Assumption will be imposed on system (11).
Assumption 1: There exist known nonnegative continuous functions x; (+), p; (*), i1 (+), cue (+), Bin (+)s Biz (+), vi1 (+)s vz (),
ijz (), aija (4)s @ijs (), Biga (), Bija (), Bijs (), s () Yiga (), ijs (+), such that

125 (¢ 2i)ll < pa (24) (14a)

1B (201l < pi (21) = cin (20) 128511+ Bix (20) 2]l + i (z3) [|2 (14b)

122 (¢, z0) || < cuz (20) |28 1| + Biz (2) | 2]l + iz (20) || 22| (14c)

18 (& 2) ) <Y (cigs (29) |25 || + Bigs (25) || 25| + vigs (25) [|22]]) (152)
j=1

1% (£, 2) 1 < (aija (z5) |28 )] + Bija (29) || 2% ]| + vija (25) [|22]]) (15b)

j=1



n
H‘I’f (t’z)H <Z aijs (25) H231H+5w5 Zj) HZJ2H+%J5 zj) szH) (15¢)
j=1

Remark 5: Assumption 1 is made on the uncertainties and interconnections in the nonlinear interconnected system (11).
Meanwhile, Remark 2 shows that the bounds on the uncertainties and interconnections in the interconnected system (1) have a
similar structure to those in the interconnected system (11). The terms =, (¢, z;) and = (¢, z;) represent unmatched uncertain-
ties, while W% (¢, 2) and W’ (¢, z) represent unmatched interconnections. It should be noted that only matched uncertainties
and interconnections are discussed in [27] and [23] respectively, while unmatched uncertainties and interconnections are also
considered in this paper. Furthermore, the bounds on the uncertainties and interconnections are nonlinear and have more general
forms.

It is clear that (A;;, B;;) in (12) have the Brunovsky standard form [30], and according to the controllability criterion, (A4;, B;)
are controllable. It follows that there exist K; € R™i*("i=mi) guch that the matrices (A; — B;K;) are stable. Therefore, there

exist positive definite symmetric matrices @;, P; such that

(A; — BiK;)) P, + P, (A; — BiK;) + Q; < (16)

Remark 6: 1t should be noted that matrix inequalities (16) can be transformed into the following standard linear matrix
inequalities (LMI). Given @; > 0, find matrices P; and K; such that:

AP+ PA - FT —F I;

<0 17)
I; -Q! (
where F; = P;B;K; and I; are unit matrices.
Choose the composite sliding surface
o(z)=col(o1(21), - ,0n(2n)) =0 (18)
where 0; (2;) = 255 + K, 2%, and K; satisfies (16).
During sliding motion o; (z;) = 0 which implies

Based on the designed sliding surface (18) and (19), it follows from the structure of system (11) that the corresponding
sliding motion will be determined by (11). Then the sliding mode dynamics can be described by:

= (A= BiK) 2 + T8 () + T8 () o0
7 =0 0)+ TP () + Tbs ()
WhereT?s (t’zillvz?f' ?zlv n) \Ijgl(t Z)| %1:—Kza7Tzqs(’ Zi1) % z) (t Z1)| Gz—Kza’Tli)s (tﬁz?lvzll)f"z;lzlvzfz) =
\Ilb(t Z) a I(za”rb‘5 (tazzla z)::b (t Z’L) q:_KZavg’i (27(,117’25)):“}2 (2117’2;127’25)) Z“:—Kzl
Assumptlon 2: There exist C! functions V) (t, 24, 2%) : R X RTi™™i x R™~"i — R such that
Czl||2’z1|| + eanl|22 | < VP (£ 28, 2) < easllzfl” + caal|22])
ave (VP v\ 2 2
W (22) e miry s+ (20 o o) < ol el o
ovy b
———|| < a7 ||zl + cig ||7;
P (z?p Zf) @7 ” zl” 8 || ||
iti vy _ avi\T av?P . .
where c¢;1,- -+, c;g are positive constants, on) { (a;%) ((;;)) , K; satisfies (16) and €; ( Zh, % f) is given in

(20).

Remark 7: Assumption 2 implies that the nominal isolated subsystems of (20) are asymptotically stable. Such conditions



are derived from the converse Lyapunov uniform asymptotic stability theorem (see e.g. [31]).
From Assumption 1, T$% (-), %% (-),T? (-) and Y% (-) in (20) satisfy

HT?S (t,Zill,Zi)," n17 n Z 61.71 ]1’ J HZ 1“ +€132 ( J1’ ]) szH)
Jj=1
n

T (8280, 20, 2 2n) [F < D (eigs (51 29) 25l + e (51 29) 1125)
j=1

105 (¢ 201, 20) || < eis (26 20) N2l +eaa (261, 20) |22
I3 (¢ 251, 20) || < eir (28, 20) Nzl + i (200 20) |22
where

€ij1 (Z}zl, Z;’) = {aijz (25) + Bija (25) ||Kj||}\2;2:71<jz;1
€452 (2?1775;?) = 753 (%) 0 @ =—K;z%

eis (21, 2) = {aan (27) + Bin (2) 1Kl o - e,

81‘4( Zi1s Z l) = i1 (23], 2h=—Kz{

€ij5 (2?1, Z;]) = {aijs (25) + Bijs (25) ||Kj||}\z_g2:7sz;1
€ij6 (z;ﬂ,z?) = Yij5 (Zj)|ZJ@2:—KJz71
eir (21, 20) = {auz (1) + Biz (20) | Kill .o - e, e,

227

eis (21,2) = iz (20) Lo — e, e,

(22a)

(22b)

(23a)

(23b)

Theorem 1: Under Assumptions 1-2, the sliding mode dynamics (20) of system (11) are asymptotically stable if M7 4+M > 0

where the matrix M = [mj;],, . .. is defined by

cis + MQi) , — Civ€i3 — Cir€ir — 2|| Pi|| €s3 — 2e451 || Pi|| — cireiji — cir€ijs 1<i=3<n
C(i—n)6 — C(i—n)8E(i—n)8 — C(i—n)8E(i—n)4 — C(i—n)8E(i—n)(j—n)6 — C(i—n)8E(i—n)(j—n)2 n+1<i=j<2n
—2ei51 | Pi|| — cir€ij1 — cit€ijs 1< J < n,i #j
—C(i—n)8E(i—n)(j—n)6 — C(i—n)8E (i—n)(j—n)2 n+1<4,j<2n,i#j
—2€(i—n)j2 ||P(i—n) H — C(i—n)TE(i—n)j2 — C(i—n)TE(i—n)j6 — C(i—n)8E(i—n)j5 — C(i—n)8E(i—n)j1 & >N, 1 <j<n,i#j+n
mij = —28(i—n)]‘2 ”P(i—n)H — C(i—n)7€(i—n)j2 — C(i—n)7E(i—n)j6 — C(i—n)8E(i—n)j5 — C(i—n)8E(i—n)jl isml<j<ni=j+n
—C(i—n)7€(i—n)4 — C(i—n)8E(i—n)7 — 2 Hp(ifn) H E(i—n)4 — C(i—n)7E€(i—n)8 — C(i—n)8E(i—n)3
—2€5(i— P;|| — cireici— — Ci7Ei(i— — Ci8E;(i—
i(j—mn)2 H ” 7€i(j—n)2 7€i(j—n)6 8&i(j—n)5 _7 > n,l < i < n,j - +n
—Cig8€i(j—n)1 — Ci7€i4 — CigE€i7 — 2 ||P1H €i4 — Ci7€48 — Ci8E:3
—2€5(j—n)2 | Pi|l — cir€i(j—n)2 — Ci7€i(j—n)6 — Ci8€i(j—n)5 — Ci8€i(j—n)1 J>n1<i<nj#i+tn
24
where A (-),;, represents the minimum eigenvalue of (-).

Proof: For system (20), consider the Lyapunov function candidate

n

n
= Z Vib (tv Zfl, Zf) + Z (qul)TPizfl
i=1

=1

(25)



where V (t, 2%, 2?) is given by Assumption 2, and P; satisfies (16).

» el <
Then, the time derivative of V' (¢, z) along the trajectories of system (20) is given by:

avb avf
V- Z{ 11»21‘)
-S{Ee ey iy }

where Q; = —(4; — BiKZ-)TPZ- — P; (A; — B;K;) has been used for convenience.

Hence, (26) can be expressed as:

u avb avb L foviNT

Zzl

(A- BiKi) 28 + T% 4 Yo*
Qi (2, 20) + T + 1%

} + Z {07 Qizt +2(:0) T P(TE + 1) }
(26)

avb T¢® + 71§

T?S + T?S

il [ 117 1

il

n

+Z{ ) Quzgs +2(:) " P (T8 +7¢%) |

Then, from Assumptions 2 and (27), the following inequalities can be obtained:

S

V< {—esllzal? = cisll 2 + (e 2l + eas [[22]]) () + )

i=1
+ (eir =l + s [l22) (T3] + 102701} 28)
+ Z{ Q0 )umiall I + 2 2l NPTl + 21125 120 1021}

From the inequalities (22) and (23), it follows that

n
: 2
V< Z {{7015 — MQ3)min + Ci7€i3 + cireir + 2| Pil €3} 12817 + {—ci6 + ciseis + ciscia}t |22
i=1
+ {cireis + ciseir + 2 || Pl €ia + cireis + ciseis} 12841 |22}

n n n n

)Y e 1P+ cirgijt + comgis ) i |20 ]|+ Y0 {202 1P| + cireie + cireige} 12041 |22 (29)
lil jzl o i=1 j=1

+ Z Z {Ci85ij6 + Ci8£ij2} HZfH HZ;7|| + Z Z {CiSEiJ‘S + CiSEiﬂ} HZ?H HZ;LIH
i=1 j=1 i=1 j=1

__1 T T
= 2Y(M+M )Y

2211].

where Y = [[|lzf, [, 12540l 5 20l || 28
Hence, due to MT + M > 0, Theorem 1 follows.

Remark 8: Tt should be noted noted that for M € R2"*2" Theorem 1 has presented a set of sufficient conditions under

which the sliding mode (20) of the nonlinear interconnected system (11) is asymptotically stable even in the presence of

unmatched uncertainties and interconnections.

IV. DECENTRALISED SLIDING MODE CONTROL DESIGN

This section aims to design a decentralised sliding mode control such that system (11) can be driven to the sliding surface
(18) in finite time.
Lemma 1: For the nonlinear interconnected system (11) with the sliding surface given in (18), if

Z%T (2i) 6i (2:1) < *UZ loi (2i)] (30)



where 7 is a small positive constant, then the system (11) can reach the sliding surface (18) in finite time and maintain a
sliding motion thereafter.
Proof: For the nonlinear interconnected system, composite switching function o (2) = col (01 (21), -+ ,0n (2n)), the

following equation holds:

ol (2)6(2) = ano? (zi) 6i (1) 31
P
Furthermore,
_Xn; loi (zi)ll = llo1 (z) [l + - + llow (z0)]| = [lo (2)]| = \/Hol GOI* + -+ llow (za)] (32)
From (31) and 1;2), . .
ol (2)5 (2) = Z;a? (23) 6 (2) < —nz; lloi (z:)[| < =nllo (2)]] (33)

Hence, Lemma 1 follows since a so-called 7 reachability condition is satisfied [32].
Remark 9: In the existing research concerning nonlinear interconnected systems, the corresponding reachability condition is

given by: (see, [33])

> et <o 34

Condition (34) cannot guarantee that the control drives the system states to the sliding surface in finite time. However, the
reachability condition proposed in (30) in this paper can guarantee that the system states can be driven to the sliding surface
in finite time and also maintain a sliding motion thereafter.

For the interconnected system (11), the following control law is proposed
= —KiAizfy — K;Bizfy — i (=) sgn (03 (2)) — pi (2, 2, 2]) | Kill sen (0 (21))
— ®isgn (0 (2:)) — nsgn (o (2:))

where K; is given in (16) and

(35)

=D {lagia () + 155l egyis (z0)) 125311 + (Bjia (23) + 1K Bia (22)) 125l
=1 (36)

+ (vjia (2i) + 1K || i3 (20)) ||Zb||}

Theorem 2: Under Assumptions 1-2, the control (35) is able to drive the system (11) to the sliding surface (18) in finite
time and maintain a sliding motion on it thereafter.
Proof: From (11) and (18), fori =1,2,---n

0i (2i) = Zig + Kizf

(37)
= v + Ui (8, 2) + Ef (¢ 2) + Ki (Aizfy + Bizip + U3 (6 2) + 7y (8, 2)
Substituting (35) into (37),
Z o; (2i)0i (2i) Z o (2i) {—ni(zi)sgn (0 (1)) — pi () [| K| sgn (o (2:))
=1 (38)

— ®;sgn (05 (2:)) —nsgn (o4 (2:)) + Vi (¢, 2) + Z5 (¢, 2:)
+-[(Z'\I];‘Il (ta Z) + K'E(ill (tv ZZ)}



From Assumptions 1 and the definition of ®; in (36), the following inequality can be obtained:

ZU 2i) 65 (2i) Z (zi) lloi ()l = pi (zi) (|1 K| los (za) | + pa (20) Nlovi (z3) |

+pi (z0) | Kill lloi (zo)ll = n lloa (zi)1} + Z {=®illo (z)

+ ) {(cuja (z5) + 1Kl eijs (7)) |20 ]| + (Bija (25) + 1 Kill Bigs (25)) || 25|

+ (vija (z3) + 1 Kill vizs (z9) |25} lloi (201}

= 0>l ()]

where 370 370 @ =370, 37, @; has been used to generate the result.
Hence, from Lemma 1, Theorem 2 follows.

(39)

Remark 10: Theorems 1 and 2 together guarantee the uniform asymptotic stability of the closed-loop system formed by applying the
control (35) to the system (11), irrespective of the uncertainties and the interconnections within the subsystems. Meanwhile, it should be
noted that from the relationship between systems (1) and (11), it is straightforward to rewrite the control (9) and (35) in terms of the x
coordinates to stabilize system (1) with z; = Ti_1 (#i) and T; defined in (6). It should be noted that the results of this paper are local. A
method to estimate the stability region has been studied in [31], [34], [35].

Remark 11: There are few results which apply sliding mode control methods to the nonlinear interconnected system described by (1). Since
the nominal isolated system in (1) is completely nonlinear and has unmatched uncertainties and interconnections, these characteristics make
the design of the control challenging. Based on the local coordinate transformation and feedback linearization, the considered interconnected
system (1) is transformed to a new interconnected system (11), which is in regular form. In light of the regular form, a composite sliding
surface (18) is proposed by using the system state variables. Then a set of sufficient conditions is developed to guarantee that the corresponding
sliding mode dynamics (20) is asymptotically stable even in the presence of unmatched uncertainties and interconnections. Meanwhile in
light of the proposed new corresponding reachability condition (30), the decentralised sliding mode control law (35) can drive the system
(11) to the sliding surface (18) in finite time and maintain a sliding motion on it thereafter.

V. SIMULATION EXAMPLE

This section aims to demonstrate the validity of the proposed method by a simulation example based on the MATLAB
software.

Consider the nonlinear interconnected system formed of the two subsystems described by:

—sinxyy 1 0 0 Hii (t,x1) + Hio (8, x2)
11 0 0 0 0
& = T3y + 73y + 1 0 24sinzs | (ur+¢1(ta))+| 0 |+ 0 (40)
Z13 0 0 14 Hyyy (t, 1) + Higg (t, 22)
2!)311(E12 — 41‘15 0 0 515 0
————
&ulten) é Hyj(t,z5)
0.1sin To3 — T21 0 0 0
Ty = —135; — 3T + 1 0 | (u2+@2(t,z2)) + | an(t,wa) |+ | Harz(t, 1) + Hozo (t,22) (41)
(E%l.’bgg 1 0 0
&2 é J(tzy)
where = := col (z1,72),71 := col (¥11,T12, 13, T14, T15) , T2 := col (T21, Tag, T23) ,u; € R?,uz € R in the domain z €

X = { (@1, 32)| |w15 — 35| < £, [w22] < &, |w23| < 1} and the uncertainties and interconnections satisfy

o1l < |sin (@11 + 210 + 214)| + |213] 42)



€14l < 0.05\/M+ 0.05\/a2) + 225 + 0.1|w15 — a3,| (43)
[€15] < 0.1y/23; + 235 + 0.1 ||z15 — 22, | (44)

[ Hi11 (£, 1) + Hio1 (8, @2)]| < [sin (z13)| ||215 — 275 + 0.5 |21 ]| (45)

|Hi1a (t,21) + Hi2a (8, 22)]| < 0.49 |212] (/23 + 235 4+ 0.1 ||z15 — 23, || + 0.1 a1 || + 0.1 ||z (46)
@2 (¢, 22)|| < [sin (z21)| + |z22] (47)

I€22 (¢, 22)|] < 0.1 |xa1| + 0.1 |229] (48)

[ Hatz (t,21) + Haog (t,@2)|| < 0.14/23) + 225 + 0.1 |15 — 2%, || + 0.1 |@21] + 0.1 |22 (49)

Let

hi2 (331) T14

By direct computation, the nominal isolated subsystem of the first subsystem (40) has uniform relative degree r; =

hy (z1) = l Fua (1) ] = l e ] ; hy (x3) = 221

(r11,712) = (2,2), and the nominal isolated subsystem of the second subsystem (41) has relative degree ro = 2.

The coordinate transformation z; = T; (x) for ¢ = 1,2 is given by

211 T12
Zil _ 212 _ T11
T = Z13 T14 (50)
214 T13
2 =215 = 215 — 75,
i B
Ty = 299 —x91 + 0.1sinxog (51

b
Z9 = 223 = X22

Then consider the state feedback

U; = —A;l (Zz) (o7} (2’1) + A;l (Zl> Vi 1=1,2 (52)
where
1 0
A = , Ao = 0.1 cos {arcsin {10 (221 + 2 53
! lo 2+ sin (215 + 22, ] : { {102+ z20)}) 63
—sinz

o = ) 121 , g = —299 + 0.123, 293 cos {arcsin {10 (201 + 202)}} (54)

2{1 + 214

In the new coordinates z given in (50)-(51), by applying (52) to the nonlinear interconnected system (40)-(41), the closed-loop

system is described by:
21 = Arzy + Bizly + EY (6 21) + 9 (8 2)

2o =11 +E0 (£, 21) + Vi, (1, 2) (55)
2 =—4(z15+211) + B} (t,21)

Z51 = Aaz9) + Bazgy

g5 = Vo + 255 (1, 22) (56)

b= 8y — 22+ Eb (1, 20) + U (¢, 2)



where z := col (21,22) € Z = {(21,22)||215] < &, Jaresin {10 (221 + 222)}| < 1, [223] < 3}, 21 1= col (244,28, 28y), 2§y ==
col (211, 213), 2{y := col (212, 214), 2% 1= 215, 22 1= col (231723,22“2), 28, 1= o1, 23y 1= Zog, 25 1= 203, A] = NPE
10 . . . . .
By = 0 , Ao = 0 and By = 1. Meanwhile, the uncertainties and interconnections satisfy
IE% (& 201l < pr (21, 282, 21) = 005 (|25 | + 0.05 ||255[l + 0.1 |27 ]| (57)
X11 B11 Y11
b
W5 (8, 2)[| < 0.49 [211] [|272]] +\0~1,H21H +£/1_/||z‘211|| + 0.1 HZ2H (58)
Bi13 Y113 X123 7123
=55 (t, 21)|] < pa = [sin (211 + 212 + 213)| + | 214] (59)
15 (¢ 2l < [sin (za)] [[27]] + 0.5 [125, (60)
———
Y114 a124
—=b b
[E7 (8 21)]| < 0L [l282]l + O.L ||| (61)
B2 Y12
232 (£, 22)[| < p2 = [sin (221)] + |223] (62)
125 (¢, 22)|| < 0.1 ||28, ] + 0.1 || 23] (63)
22 Y22
W5 (¢, 2)]] < 0.1 [l255] + 0.1 ||28|| + 0.1 ||z5, || + 0.1 || 28] (64)
B21s Y215 Q225 Y225

Choose K1 = IQ, K2 = Il, Ql = 4[2, Qg = 4.[1 and

P:
"o o2

’ 01, Py =2 (65)

Then choose V? = 23, + 22, + 2%, and V¥ = 22, + 23;. By calculation, it follows that in the considered domain in z € Z,

Assumption 2 is satisfied with

ci1=Llcie=1ca3=1,ciu = 1,c15 = 1,¢16 = 8,c17 = 2,¢18 = 2
(66)
Coy1 = 1,622 = 1,623 = 1,(}24 = 17625 = 1,626 = 6,027 = 27028 =2
Then, when the sliding motion takes place, inequalities (22)-(23) are satisfied with £117 = 0.49|211], €112 = €121 = €122 =
€13 = €14 = €17 = €18 = €27 = €28 = €215 = €216 = €225 = €226 = 0.1, €115 = €116 = €125 = €126 = €23 = €24 = €211
€212 = €221 = €222 = 0.
By direct computation,

8.4 —5.88|z11] —0.8 —-3.6—-1.96|z1] —1.2

—0.8 9.2 —-1.2 1.6

M+ MT = (67)
—3.6 —1.96|2z11| —1.2 14.8 —0.4
—-1.2 -1.6 —0.4 11.2

which is symmetric positive definite in z € Z.
Hence the conditions of Theorem 1 hold.

Based on the parameter selections above, the control (35) is well defined with 7; = 0.01,72 = 0.01 and ®;, ®, given by:
Py = 0.49 |z11] ||z, || + (Jsin (z14)| + 0.1) || 27| (68)

Py = 0.6 |25 || + 0.1 23] (69)
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For simulation purposes, o;/ (||o;|| + 5;) is used to replace sgn (o;) in order to reduce the chattering with 3; = 82 = 0.001.
The time response of the system states is shown in Fig.1. The time response of the system control signals is shown in Fig.2.
The time response of the sliding functions is shown in Fig.3. It can be seen that all subsystems can be stabilized even in the
presence of unmatched uncertainties &; and interconnections E?Zl H;; (t,z;). It also shows that the nonlinear interconnected
systems can be driven to the sliding surface (18) in finite time. The simulation results show that the proposed decentralised
sliding mode control is effective. The obtained results also validate the approach of transforming system (40)-(41) into system
(55)-(56) by local coordinate transformation and feedback linearization.

Remark 12: All the simulation parameters have been given. h;(z;) are chosen to get the uniform relative degree r; based
on [29]. n; are small positive constants to guarantee the reachability condition (35). For convenience, ); = «;[,,, with «; are
positive constants. Then P; are positive definite symmetric matrices to guarantee M7 + M > 0 defined in (24). Finally, K;
can be obtained by solving the LMI (17) since P; and Q; have been chosen.

Remark 13: Tt should be noted that the above example has the following characteristics: (i) the nominal isolated systems
are fully nonlinear; (ii) the uncertainties &; are nonlinear and cannot be bounded by a linear function of x;; (iii) the intercon-
nections Z?:1 H;; (t,x;) are also nonlinear and cannot be bounded by a linear function of z;; (iv) the uncertainties ¢; and
interconnections Z?zl H;; (t,x;) are both unmatched. Therefore, existing decentralised state feedback schemes ([36], [37],
[38], [39]) cannot apply to this nonlinear interconnected systems (40)-(41). Furthermore, the schemes of [27] cannot be applied
unless the system (40)-(41) is in the required regular form in [27]. This shows that the results of this paper are valuable.

0.05¢
X11 0.04 X1 |
- =X - =X,
12 0.03 22| |
T [ e X3
0.02F + ,
X4 \
.......... X 0.01F |
. 15 N ool
x x 0 =
001 f
002 f
003 f
.04 |
0.05 | | | | | | | | | 0.05
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
time(s) time(s)
(a) The states of the first subsystem (b) The states of the second subsystem

Fig. 1: The time response of the system states



time(s)

(a) The control signals of the first subsystem

time(s)

(b) The control signals of the second subsystem

Fig. 2: The time response of the system control signals
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Fig. 3: The time response of the sliding functions

10

To further test the proposed decentralised sliding mode control, the decentralised state feedback control (DSFC) scheme

proposed in [23] will be compared with the proposed method in this paper. The main control parameters in [23] are given:

2.27  0.02 0.10 0.14
0.02 0.05 —0.04 -0.06
0.10 —-0.04 1.14 0.14
0.14 —-0.06 0.14 0.16

o [ 1.50  0.50 ]

0.50 1.00

(70)
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0.08 0.25
X1 %91
0.06 | ]
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X4 0.15 1
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" ) )
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ol Newea?? N ) '\
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Fig. 4: The time response of the system states by using DSFC proposed in [23]
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Fig. 5: The time response of the system control signals by using DSFC proposed in [23]

The time response of the system states is shown in Fig.4 by using DSFC proposed in [23]. The time response of the system
control signals is shown in Fig.5 by using DSFC proposed in [23]. It should be noted that the unmatched interconnections
UY, (t, z) has not been considered in [23], but the method proposed in this paper can deal with the unmatched interconnections
well. Meanwhile, the unmatched uncertainties =¢; (¢, z1) has been required to satisfy a so called weakly unmatched condition
in [23], however stronger unmatched uncertainties can also be dealt in this paper. Comparing with Fig.1 and Fig.4, the
proposed approach in this paper has a faster response speed due to it considers the unmatched uncertainties and the unmatched
interconnections explicitly.

In order to further test the robustness of the proposed decentralised sliding mode control, the unmatched uncertainties &4 and
interconnections Hy14 (¢, 21) + Hia4 (¢, x2) of the system (40)-(41) will be increased, while the other terms remain unchanged.

Specifically, the conditions (43) and (46) are transformed into:

l€rall <02/, + a2, +0.20/22, + a2, + 0.4 [ors — ad| (71)

||H114 (t,l‘l) -|—H124 (t,l‘g)” < 1.96‘$12| .17%1 +l‘%3+0.4”l‘15 —.%'%QH +04||$21H +04||1‘22H (72)
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Fig. 6: The time response of the system states by using the method proposed in this paper under the new conditions (71)-(72)
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Fig. 7: The time response of the system states by using DSFC proposed in [23] under the new conditions (71)-(72)

The time response of the system states is shown in Fig.6 by using proposed approach in this paper under the new conditions
(71)-(72). The time response of the system states is shown in Fig.7 by using DSFC proposed in [23] under the new conditions
(71)-(72). Comparing with Fig.6 and Fig.7, it is easy to see that although the unmatched interconnections and uncertainties

increase, the proposed method still has a better performance.

VI. CONCLUSION

A robust decentralized control design method has been proposed for a class of interconnected large-scale systems with
nonlinear nominal isolated systems. The uncertainties and interconnections of the systems are all nonlinear with nonlinear
bounds. The boundary of uncertainties and interconnections is assumed to comprise known functions. These have been employed
to reject the effects of the uncertainty and interconnections on the system to enhance robustness. A sliding mode control has
been designed to ensure that the system states reach the designed sliding surface in finite time. The obtained results can be
applied to a class of interconnected systems with uniform relative degree and involutive distribution. A numerical example is
given to show the effectiveness of the proposed decentralised control scheme. Future work will focus on experimental testing
and the practical application of the proposed method. In the aspect of theory, decentralized output feedback sliding mode

control will be further considered.
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