
ar
X

iv
:1

51
2.

02
97

9v
1 

 [
m

at
h.

D
G

] 
 9

 D
ec

 2
01

5

PARTIAL COMPACTIFICATION OF MONOPOLES AND

METRIC ASYMPTOTICS

CHRIS KOTTKE AND MICHAEL SINGER

Abstract. We construct a partial compactification of the moduli space,
Mk, of SU(2) magnetic monopoles on R

3, wherein monopoles of charge
k decompose into widely separated ‘monopole clusters’ of lower charge
going off to infinity at comparable rates. The hyperKähler metric on Mk

has a complete asymptotic expansion up to the boundary, the leading
term of which generalizes the asymptotic metric discovered by Bielawski,
Gibbons and Manton in the case that each lower charge is 1.
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1. Introduction

This paper is the first in a series aimed at studying the asymptotic regions
of the monopole moduli spaces and the behaviour of the L2 metric in these
regions.

Recall that an SU(2) monopole is a (gauge equivalence class) of solutions
of the Bogomolny equations

∗ FA = ∇AΦ, (1.1)

where (A,Φ) is a pair consisting of a connection A on a principal SU(2)-
bundle P over R3 and Φ, the Higgs field, is a section of the associated adjoint
bundle ad(P ). The Bogomolny equations are supplemented by assuming
that the Yang–Mills–Higgs action is finite,

∫

R3

(|FA|
2 + |∇AΦ|

2) <∞, (1.2)

and that

|Φ(z)| → 1 as |z| → ∞ in R
3, (1.3)

see below for further discussion. Then (1.3) entails that the degree of Φ over
a large sphere in R

3 is a positive integer k, the magnetic charge (or monopole
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number). By the device of framing (A,Φ) at infinity, and restricting to the
gauge group G0 of elements of Aut(P ) that approach the identity at infinity,
the moduli space Mk of framed monopoles of charge k is defined as the set
of solutions of (1.1) satisfying (1.2) and (1.3), divided by the action of G0. It
is known that Mk is a smooth manifold of real dimension 4k, non-compact,
but carrying a complete riemannian L2 metric Gk [AH88, Tau83, Tau85].
More precisely, if (A,Φ) represents a point m of Mk, then

TmMk = L2-Ker(LA,Φ) (1.4)

where LA,Φ is the linear operator

LA,Φ : C∞(R3,Λ⊗ ad(P )) −→ C∞(R3,Λ⊗ ad(P )), (1.5)

and

LA,Φ =

[
∗dA −dA
−d∗A 0

]
+ ad(Φ)⊗ Id (1.6)

and Λ = Λ1⊕Λ0. The ‘top row’ of this operator is the linearization at (A,Φ)
of the Bogomolny equations; the bottom row is the Coulomb gauge fixing
condition that (a, φ) is L2-orthogonal to the tangent space of the gauge
orbit containing (A,Φ). The Riemannian metric, Gk, on the moduli space
is defined by the formula

‖(a, φ)‖2Gk
=

∫

R3

|a|2 + |φ|2 (1.7)

for (a, φ) in the tangent space (1.4). Here we have chosen the SU(2)-invariant
metric −1

2 tr(A
2) on the Lie algebra su(2).

The metric Gk is hyperKähler [HKLR87, AH88]. It is known that G1 is
the flat metric on R

3×S1 and that G2 is essentially the riemannian product
of R3 × S1 and the famous Atiyah–Hitchin metric [AH88]. For k ≥ 3 it is
not feasible to compute Gk explicitly but one may hope to gain a partial
understanding of it asymptotically in terms of the metrics Gkj on moduli
spaces of lower charge.

In order to explain this idea more carefully, recall [AH88, Prop. 3.8] about
the asymptotic structure of Mk. The following statement uses the fact that
a monopole m ∈ Mk has a well-defined centre of mass (cf. §2.7); denote by
Mc

k the moduli space of monopoles centred at the origin, a submanifold of
Mk of dimension 4k − 3.

Theorem 1.1 ([AH88],Proposition 3.81). Given an infinite sequence of
points of Mk, there exists a subsequence (mν), a partition k = k0+ · · ·+ kN
with ki > 0, i ≥ 1 (we allow k0 = 0) and sequences of points (ziν) ∈ R

3

(i = 0, . . . , N) such that

(i) the sequence mν(·− z
i
ν) converges weakly (i.e. on compact subsets of

R
3) to a ki-monopole mi, centered at the origin,

1We have slightly rephrased the statement of this Proposition.
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(ii) as ν → ∞, the |ziνz
j
ν | → ∞ for i 6= j and the unit vectors

−−→
ziνz

j
ν

|ziνz
j
ν |

converge in S
2. Here we assume that z0ν → z0 converges in R

3, so∣∣ziν
∣∣→ ∞ for i ≥ 1.

In fact, Taubes [Tau85] has proved more refined results, showing that,
along appropriate sequences, R3 can be divided into ‘strong-field’ regions
in which most the energy (1.2) is concentrated, the centers of whose path
components can be associated with the sequences (ziν) above, and a ‘weak-
field’ region in which the fields are approximately abelian, and to high order
satisfy the abelian, or ‘Dirac’, monopole equations (cf. §2.9 below), with pre-
scribed singularities approaching the strong-field regions. (This dichotomy
is reflected in our geometric construction below.)

Thus the non-compactness of Mk is captured by sequences of monopoles
of lower charge escaping to ∞ in R

3. Note that in the above theorem, there

is no control on the relative sizes of the |ziνz
j
ν | for different pairs ij. The

simplest part of the asymptotic region of Mk, the subject of this paper,
corresponds to the case that all these lengths are uniformly comparable as
ν → ∞.

The asymptotic behaviour of Gk has been studied in special cases by
various authors. In [GM95], Gibbons and Manton derived a model metric
for the asymptotic region corresponding to k0 = 0 and ki = 1, i ≥ 1,
and in [Bie98] Bielawski proved that the L2 metric is exponentially close to
the model in this region. Using the representation of monopoles via spectral
curves, Bielawski also proved the existence of simplified hyperKähler models
for cluster regions of higher charge in [Bie08], though a description of these
models in terms of the metrics on lower moduli spaces appears to be difficult
to obtain directly from this work.

To study these asymptotic regions directly, we construct a partial com-
pactification of Mk by associating boundary hypersurfaces to these limits.
These boundary hypersurfaces are moduli spaces of ideal monopoles, objects
which roughly speaking consist of the following data (they are defined more
precisely below): a list k = (k0, k1, . . . , kN ), of integers with k0 ≥ 0, ki ≥ 1

for i = 1, . . . , N , and
∑N

i=0 = k; a collection of monopoles respectively
of charges k0, . . . , kN ; and an asymptotic configuration of distinct non-zero
points (ζ1, . . . , ζN ) up to scale. To be more specific, define

E∗
N =

{
ζ = (ζ1, . . . , ζN ) ∈ (R3)N : ζi 6= ζj, for i 6= j, ζi 6= 0,

∑

i

|ζi|
2 = 1

}

(1.8)
which we view as part of the boundary of the radial compactification of R3N .
The moduli space, Ik, of ideal monopoles of type k is then a non-trivial fibre
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bundle

Ik −→ E∗
N (1.9)

over the space of ideal configurations E∗
N , with fibre

(Ik)ζ = Mk0 ×Mc
k1 × · · · ×Mc

kN
. (1.10)

The Ik (or more correctly, their quotients by a symmetric group interchang-
ing factors of equal charge) form the boundary hypersurfaces of our partial
compactification, with normal coordinate given by a scaling paramter ε, de-
fined so that the zi = ζi/ε. Thus the paramters in the base, E∗

N , represent
the limiting locations of the monopole clusters of charges ki, i = 1, . . . , N
which have gone off to infinity, with a cluster of charge k0 which remains
behind, while the parameters in the fiber represent the (possibly recentered)
clusters themselves.

In §4, we shall describe the structure of the bundle Ik over E∗
N . The type

k determines a rank N + 1 Gibbons-Manton torus bundle TGM −→ E∗
N with

respect to which Ik is the associated fiber bundle

Ik = TGM ×U(1)N+1 (Mk0 ×Mc
k1 × · · · ×Mc

kN
) −→ E∗

N

given by the quotient by U(1)N+1 acting on TGM on the left and by the
circle actions on the framed moduli spaces on the right. This description
generalizes the case studied by Gibbons–Manton and Bielawski, where k0 =
0, ki = 1, the centred moduli spaces are reduced to circles, and so the
asymptotic moduli space is just the Gibbons–Manton torus bundle itself of
type (0, 1, . . . , 1) over E∗

k .
Our first main result is

Theorem 1.2. For each ι0 ∈ Ik, there exists a neighborhood U ∋ ι0, ε0 > 0,
and a smooth map

Ψ : U × (0, ε0) −→ Mk (1.11)

which is a local diffeomorphism onto its image, and such that Ψ(ι, ε) −→ ι
as ε −→ 0, with a complete asymptotic expansion in ε.

The map itself depends on the choice of gauge representative for ι0, though
two choices will agree to leading order in ε.

Monopole gluing theorems are not new; indeed, Taubes’ gluing theorem in
[JT80] for widely separated charge 1 monopoles was the first existence result
for monopoles of higher charge. More recently, Oliveira [Oli14] and Foscolo
[Fos14] have obtained gluing results for monopoles on asymptotically conic
3-manifolds, and on R

2 × S
1, respectively. In Donaldson’s representation

[Don84] of Mk as a space of rational maps, gluing corresponds simply to
addition of rational maps, though metric information is not readily available
in this picture. The chief advantage of our approach over more traditional
techniques is that we obtain complete asymptotic expansions in the gluing
parameter, and in particular can compute the metric to leading order in this
parameter.



6 CHRIS KOTTKE AND MICHAEL SINGER

The tangent bundle of U × (0, ε0) can be identified with the product

TMk0 ⊕ (

N⊕

i=1

TMc
ki ⊕R

3). (1.12)

Here the N factors of R3 come from identifying E∗
N × (0, ε0) with the con-

figuration space C∗
N of distinct non-zero points, not up to scaling, which is

an open subset of (R3)N . Our second main result states

Theorem 1.3. The pulled back metric Ψ∗(Gk) has a complete asymptotic
expansion as ε→ 0, with leading order

Ψ∗(Gk) ∼= Gk0 ⊕ (
N⊕

i=1

Gc
ki ⊕ 2πkiηi) +O(ε) (1.13)

with respect to the identification with (1.12).

Further refinements (not proved here) give the next order term in the metric
as well, with the result that Ψ∗(Gk) generalizes the asympototic metric of
Gibbons and Manton [GM95] for the case where k0 = 0, ki = 1, i = 1, . . . , N .

Remark. The structure of this compactification, and in particular the Gibbons–
Manton bundles associated to a general k, is also known to Bielawski. More
details will appear in [Bie].

1.1. Overview of the construction. We give a brief overview of our con-
struction, highlighting the advantages of our approach, and explaining how
ideal monopoles enter.

The first step is to pass to the radial compactification, X = R3, of R3 as
a convenient way to deal with the non-compactness of R3. Having done so,
the Euclidean metric becomes a smooth, bounded, positive definite metric
on the so-called scattering tangent bundle scTX of X, and monopoles may
be defined in terms of data which are smooth up to ∂X and are regarded
as sections of

∧j scT ∗X ⊗ p, where we introduce the notation p = ad(P )C.
This point of view, as applied to the classical theory of monopoles on R

3, is
summarized in §2.

The next step is to incorporate the parameter ε into the geometry of the
problem. We begin with the product Z0 = X× [0,∞)ε, equipping each fiber
of the projection ̺ : Z0 −→ [0,∞) with the Euclidean metric on X. Fixing
a configuration ζ ∈ E∗

N , the paths (z(ε), ε) = (ζj/ε, ε) approach the corner
∂X × {0} ⊂ Z0, and we let

Z1 = [Z0; ∂X × {0}]

be the real blow-up of this corner in Z0. The new boundary face obtained
by this blow-up, denoted by D, is diffeomorphic to a cylinder, with a natural

interpretation as the blow-up D ∼= [R3; {0}] of the radial compactification
of R3 at the origin. Thus equipped with the interior Euclidean coordinate
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B
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B
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D

Z

Figure 1. The space Z1 with the lifts of the curves z = ζj/ε
hitting the new face D transversely in points ζj, and the
blow-up of this to the space Z.

ζ, D meets the boundaries of the lifted curves z(ε) = ζi/ε transversally at
the points where ζ = ζj. (See Figure 1.)

The geometric construction is completed by blowing these points up in
D, setting

Z = [Z1; {ζ1, . . . , ζN}].

The new faces are denoted by Xi, i = 1, . . . , N , and the lift of the original
face X×{0} is denoted by X0 (see Figure 1). These admit canonical isome-
tries Xi

∼= X with the radial compactification of R3 with respect to the lift
of the original fiberwise Euclidean metric on Z0.

We also lift the projection to the parameter interval to a map ̺ : Z −→
[0,∞)ε. For ε > 0, the fiber ̺−1(ε) is canonically isometric to the original
radially compactified R

3, whereas ̺−1(0) is a manifold ‘with normal cross-

ings’ consisting of (the lifted) D ∼= [R3; {0, ζ1, . . . , ζN}] and the Xi, identified
along their boundaries. We denote by ρD, ρX , and ρB choices of respective
boundary defining functions for D, X0∪X1∪· · ·∪XN , and B, the lift of the
original boundary face ∂X × [0,∞) of Z0. We may assume that ε = ρDρX .

Next, we fix a principal SU(2) bundle P over Z and consider the fiberwise
Bogomolny operator

B(A,Φ) = ∗̺FA̺ −∇A̺Φ̺

on pairs, (A,Φ), of connection and Higgs bundle on P , where the notation
indicates that the data are restricted to each fiber ̺−1(ε) before computing
the curvature, covariant derivative, and Hodge star operator.

One checks that if (A,Φ) is smooth up to the boundaries of Z, then, as a
section of the appropriate fiberwise 1-form bundle twisted by p, B(A,Φ) is
smooth, and in fact

B(A,Φ) = O(ρD). (1.14)
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We ultimately embark on the process of improving the error term on the
right hand side of (1.14) until it vanishes identically for small ε, thereby
obtaining 1-parameter families of monopoles on the fibers ̺−1(ε) for ε > 0.

The restriction of B to Xi is nothing other than the Euclidean Bogomolny
equation ∗FA|Xi

−∇A|Xi
(Φ|Xi), so if we choose (A,Φ) so that its restriction,

(A,Φ)|Xi, solves this equation for each i = 0, . . . , N , then (1.14) improves
by a factor of ρX and

B(A,Φ) = O(ρDρX) = O(ε). (1.15)

Over D, the leading part of the Bogomolny operator is just ∇A|D(Φ|D), so
choosing this to vanish improves the approximation by a factor of ρD. The
sub-leading order part of the Bogomolny operator over D imposes a condi-
tion on A|D. In more detail, A|D reduces to a connection on a U(1)-bundle
over D determined by Φ|D, and must solve the U(1) monopole equations
there, with prescribed conic singularities at {ζ = ζj : j = 0, . . . , N}. Impos-
ing this condition improves the error term to

B(A,Φ) = O(ρ3DρX) = O(ερ2D). (1.16)

An ideal monopole is properly defined to be the restriction to ̺−1(0) =
D ∪X0 ∪ · · · ∪XN of a smooth configuration (A,Φ) on Z such that (1.16)
holds. Ideal monopoles are acted on by a gauge group given by the restriction
to ̺−1(0) of gauge transformations on P −→ Z which are the identity at B.
In fact, though there appears to be additional information represented by
the Dirac monopole on the ‘interstitial region’, D, where the symmetry is
broken down to U(1), this extra information disappears when we consider
gauge equivalence classes of ideal monopoles.

The choice of data (A,Φ) on Z, representing a given ideal monopole on
̺−1(0), is the starting point for an iteration, carried out in §3, in which we
successively improve the error term on the right hand side of (1.16). The
output of this iteration is a section

(a, φ) ∈ A(Z; (Λ1 ⊕ Λ0)⊗ p)

with the property that

B(A+ a,Φ+ φ) = O(ρ∞D ρ
∞
X ρ

∞
B ).

Here the notation A means that (a, φ) is smooth in the interior of Z and
has complete asymptotic expansions in powers ρj(log ρ)k for each of the
boundary defining functions ρ, with compatibility between these expansions
at the corners. (In precise terms, (a, φ) is polyhomogeneous conormal, c.f.
[Mel92] and §3.6.)

The final step—which is carried out in §5 smoothly in families, on a
space fibering over I with fibers given by the Z—is a further correction

(ã, φ̃) ∈ ρ∞C∞(Z; (Λ1 ⊕ Λ0)⊗ p) such that

B(A+ a+ ã,Φ+ φ+ φ̃) = 0 on ̺−1
(
[0, ε0

)
)
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for some ε0 > 0. This step follows from the construction of a pseudodiffer-
ential parametrix for the linearization of B and an implicit function theorem
argument.

Having constructed such smooth families, we then consider variations with
respect to the parameters in §6. These represent solutions to the linearized,
fiberwise Bogomolny equations on Z, which by small perturbation can be
put into Coulomb gauge along each fiber. This gives the differential of
the gluing map (1.11), and allows the metric Ψ∗(Gk) to be computed by
pairing two such variations and integrating over the fibers of ̺ : Z −→
[0, ε0). The leading order contribution in ε, (1.13), reduces to explicit L2

pairings of Euclidean monopole variations over the boundary faces Xi, the
computations of which already appear in §2.

1.2. Outlook: monopole compactification. In future work with Mel-
rose, we shall complete the compactification of Mk as a smooth manifold
with corners and study the metric on this compactification. (An alternative
approach is being pursued by Bielawski [Bie].) We explain why a compact-
ification as a manifold with corners is natural for this problem, illustrating
with the simplest possible cases.

Let k = 3. According to our gluing theorem there are two asymptotic
regions of M3, let’s call them V111 and V21 corresponding respectively to
the partition 3 = 1 + 1 + 1 and 3 = 2 + 1. There is, however, a ‘transition
region’ between V111 and V21 which we can describe in terms of log-smooth
2-parameter families m(ε1, ε2) ∈ M3 with the following properties. For
fixed ε1 > 0, ε2 7−→ m(ε1, ε2) is a smooth curve in V111, while for ε2 > 0,
ε1 7−→ m(ε1, ε2) is a smooth curve in V21. The parameter ε−1

2 is a measure
of the separation of the charge-2 monopole in Mc

2, so for smaller values ε2,
this charge-2 monopole is going to infinity in Mc

2. From the other point of
view, on the curve ε1 7−→ m(ε1, ε2), ε2 is a measure of the distance between
z1 and z2 relative to z3. Thus for small ε2, the configuration is becoming
less and less widely separated, and the charge-1 monopoles centred at z1
and z2 have to be treated as a monopole of charge 2.

The construction of such smooth 2-parameter families will be the work of
our next paper. Implemented systematically, this will allow us to build up
a compactification of Mk as a smooth manifold with corners, with control
of the L2 metric near each corner. The two-parameter families described in
the previous paragraph correspond to codimension-2 corners of the moduli
space.

Acknowledgements. The authors would like to thank Richard Melrose
for his input into the approach we take to prove our main results. They also
would like to thank Roger Bielawski, Nicholas Manton and Karsten Fritzsch
for enlightening discussions.
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2. The Bogomolny equations on a scattering manifold

In this section we shall introduce smooth definitions of the monopole mod-
uli spaces. Our approach is to pass to the radial compactification X = R3 of
R
3 and regard the euclidean metric as a scattering metric on this space; we

shall recall these notions below; but X is a compact manifold with boundary
∂X diffeomorphic to the 2-sphere S

2, and instead of the decay conditions
when (A,Φ) are regarded as fields on R

3, we assume smoothness up to the
boundary. The whole classical theory of monopoles can be developed in
this setting and is equivalent to the ‘usual’ approach. The equivalence fol-
lows from the basic regularity theorems proved in Jaffe–Taubes [JT80] which
show that the finite-energy conditions (1.2) imply decay properties of the
fields equivalent to smoothness up to the boundary of X.

2.1. Gauge theory on a manifold with boundary. Let X be a manifold
with boundary ∂X. Recall that a boundary defining function is a smooth
function ρ : X −→ [0,∞), such that ∂X = ρ−1(0) and dρ 6= 0 on ∂X.

If p is any point of ∂X, then there exist adapted local coordinates (x, y)
defined in a neighbourhood U of p in X such that x ≥ 0, y is a system of
local coordinates near p in ∂X, and such that ρ|U = x.

Let P −→ X be a smooth principal G-bundle, where G is some Lie group.
From here on, ‘smooth’ will always mean ‘smooth up to and including ∂X’
unless otherwise stated, and the vector space of all smooth functions will be
denoted by C∞(X). It may be convenient to recall that we can also think
of C∞(X) as the space of restrictions of smooth functions from a slightly

larger manifold X̂ in which X sits as the closed subset {ρ ≥ 0}.

Definition 2.1. The space of smooth G-connections on P will be denoted
by A(X;P ), or just A when there is no risk of confusion. The gauge group
G(X,P ) = G is the space of smooth sections of Ad(P ), the bundle of groups
associated to P . If A ∈ A, the curvature is denoted by FA or F (A) and is a
smooth section of Λ2T ∗X ⊗ ad(P ).

Similarly we define the space of smooth Yang-Mills-Higgs (YMH) config-
urations:

Definition 2.2. Let P and X be as above. The space of smooth YMH (or
monopole) configurations, C(X,P ) is defined to be

C(X,P ) = A(X,P ) × C∞(X, ad(P )). (2.1)

This will be abbreviated to C(X) or even C when there is no risk of confusion.

The gauge group G acts on C by conjugation:

γ(A,Φ) = (γA,Ad(γ)Φ) (2.2)

and we have

F (γ(A)) = Ad(γ)F (A), ∇γ(A)(Ad(γ)Φ) = Ad(γ)∇AΦ, (2.3)
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where ∇A is the covariant derivative operator

∇A : C∞(X, ad(P )) −→ C∞(X,T ∗X ⊗ ad(P )). (2.4)

Remark. We pause to emphasise what smoothness at the boundary means
here. From the point of view of principal bundles, where connections are
defined as smooth families of horizontal subspaces of TP , we mean that this
family is smooth up to the boundary, and in particular admits a smooth
extension as a connection on a principal bundle P̂ over the larger manifold
X̂. Alternatively, for the first-order differential operator (2.4), smoothness
means that all coefficients are smooth when expressed in terms of smooth
(up-to-the-boundary) local trivializations of the bundles.

2.1.1. Restriction and extension. Let E −→ X be any smooth vector bun-
dle, and let ∇A be a smooth connection, identified with a covariant deriv-
ative operator, on E. Denote by  : ∂X −→ X the inclusion. Denote by
E∂ = ∗(E) the restriction of E to the boundary. As is well known we have
a natural exact sequence a natural restriction map ∗

0 −→ ρC∞(X,E) −→ C∞(X,E)
∗
−→ C∞(∂X,E∂) −→ 0. (2.5)

We note the corresponding result for connections:

Proposition 2.3. Let the data be above. Then there is a natural exact
sequence

0 −→ ρC∞(X, bT ∗X ⊗ ad(P )) −→ A(X,P )
∗
−→ A(∂X,P∂ ) −→ 0 (2.6)

Here there is a harmless abuse of notation in that the second and third
spaces are affine spaces, not vector spaces; we read from the sequence in
particular that given any connection A∂ on P∂ −→ ∂X, there is a connection
A on P with ∗A = A∂ , and that A is unique up to the addition of an element
in

ρC∞(X, bT ∗X ⊗ ad(P )). (2.7)

Proof. This is reduced to the exactness of (2.5) by picking a background
connection. In more detail, pick any connection A on P and put ∗A = A∂ .
To show that ∗ is surjective, suppose B is any other connection on P∂ . Then
B −A∂ is a section of C∞(∂X, T ∗Y ⊗ ad(P∂)). Now we use the variant

0 −→ ρC∞(X, bT ∗X) −→ C∞(X,T ∗X) −→ C∞(∂X, T ∗∂X) −→ 0 (2.8)

of (2.5) to find an extension ã of B − A∂ to X. (See §2.2.1 below for the
b-cotangent bundle bT ∗.)

Then A+ ã is an extension of A∂ to X. Using the exactness of (2.8) we
obtain similarly that any two extensions of A∂ differ by an element of (2.7).

Naturality corresponds to the statement that if A∂ = ∗(A), then

∇A∂
∗(s) = ∗(∇As). (2.9)

�
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The restriction to the boundary A∂ of A is then a connection on E|∂X,
and induces a covariant derivative operator

∇A∂
: C∞(∂X,E|∂X) −→ C∞(∂X, T ∗∂X ⊗ (E|∂X)). (2.10)

2.2. R
3 as a scattering manifold. In order to write down the Bogomolny

equations in this setting, we replace R
3 by its radial compactification X

[Mel94]. This can be defined as follows: first identify R
3\0 with (0,∞)r×S

2,
where r is distance from 0. Now glue the half-closed cylinder [0,∞)x × S

2

to R
3 \ 0 by the identification x = r−1 to obtain the radial compactification

X. The boundary x = 0 corresponds to the ‘sphere at infinity’ in R3. Equip
X with the C∞ structure so that x is a (local) boundary defining function.

If y stands for local coordinates on the boundary S
2, the euclidean metric

takes the form

η =
dx2

x4
+
h(x, y, dy

x2
(2.11)

near x = 0, where for each x, h(x, y, dy) represents a metric on S
2 such that

h(0, y, dy) is the round metric. In particular it does not extend smoothly as
a metric on TX. There is, however, a replacement, the ‘scattering tangent
bundle’ scT which we now recall.

Denote by V(X) the space of all smooth vector fields on X and by Vsc(X)
the subspace of those of finite length with respect to η. As shown in [Mel94],
the subspace Vsc(X) is the full space of C∞ sections of the scattering tangent
bundle scTX −→ X, equipped with a smooth bundle map

ι : scTX −→ TX (2.12)

which is an isomorphism over the interior of X. More precisely, the map
induced by ι on global sections

ι : C∞(X, scTX) −→ C∞(X,TX) (2.13)

gives an isomorphism C∞(X, scTX) = Vsc(X).
If p is a point of ∂X and we choose adapted local coordinates (x, y1, y2)

in a neighbourhood U of p, then Vsc(X) is locally spanned by the elements

x2∂x, x∂y1 , x∂y2 . (2.14)

and there is a basis e0, e1, e2 of scTU such that

ι(e0) = x2∂x, ι(e1) = x∂y1 , ι(e2) = x∂y2 . (2.15)

We shall often abuse notation by regarding the vector fields (2.14) as a local
frame for scTX.

We note that (tautologically) the euclidean metric η extends from X̊ to
define a smooth metric on scTX; equivalently it is a smooth, positive definite
section of S2(scT ∗X), where scT ∗ is the scattering cotangent bundle, dual
to scT .

We remark that scT and Vsc(X) are intrinsically associated to X as a
smooth manifold with boundary: this is a question of seeing that the defi-
nitions are independent of choice of boundary defining function. Essentially
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the same observation means that if X is any manifold with boundary, we
can introduce scT and Vsc(X); from the geometric point of view, a smooth
metric on scTX corresponds to (the big end of) an asymptotically conic

metric on X̊.
The advantage of introducing scT is that quantities naturally associated

to the euclidean metric extend uniformly to the boundary. For example, the
Hodge star operator gives an isometry

∗ : Λ2 scT ∗ −→ scT ∗ (2.16)

of bundles over X, including over the boundary.

2.2.1. b-structure. We pause to mention the parallel definitions of the al-
gebra Vb(X) of vector fields that are tangent to ∂X, as this algebra will
also play an important role later. We have Vsc(X) = xVb(X); there is a
b-tangent bundle bT with the property that C∞(X, bT ) = Vb(X) and so on.
In place of the local description (2.14) for scT we have a local frame

x∂x, ∂y1 , ∂y2

for bT . We refer the reader to [Mel93] for a complete account.

2.3. Bogomolny equations. Let X be the radial compactification of R3,
equipped with the euclidean metric (regarded, as above, as a scattering
metric on X), and fix a G principal-bundle P −→ X. Denote by ρ any
boundary defining function for ∂X.

We consider here the definition of the monopole moduli spaces from the
smooth point of view (i.e. building the boundary regularity of the data from
the beginning, rather than assuming just the boundedness of the Yang–
Mills–Higgs action) and recall some standard properties of these moduli
spaces. There is nothing really new here: the definitions of framed and
unframed moduli spaces are in [AH88] and the equivalence of the smooth
definition with standard works on monopoles follows from the regularity
results in [JT80].

Lemma 2.4. The Bogomolny operator ∗FA−∇AΦ extends from the interior
to define a smooth map

B(A,Φ) : C(X,P ) −→ ρC∞(X, scT ∗X ⊗ ad(P )). (2.17)

Proof. The proof is very easy, but instructive. First of all, any smooth
1-form extends canonically as an element of ρC∞(X, scT ∗X). In particular,

(A,Φ) ∈ C ⇒ ∇AΦ ∈ ρC∞(X, scT ∗X ⊗ ad(P )). (2.18)

Next, suppose that p is a point of ∂X, and that (x, y1, y2) are adapted
coordinates near p. If we suppose that x−2dx, x−1dy1 and x−1dy2 are η-
orthonormal at p, then

∗ (dx ∧ dy1) = x2dy2, ∗(dy1 ∧ dy2) = dx (2.19)

and it follows that ∗ maps C∞(X,Λ2T ∗X) into ρ2C∞(X, scT ∗X). Hence
the result. �
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The fact that ∗F (A) (as a section of scT ∗X) is an order of magnitude
smaller than ∇AΦ at ∂X has the following important consequences for the
boundary behaviour of smooth monopoles.

Denote by A and Φ the restrictions of A and Φ to ∂X (cf. §2.1.1).

Proposition 2.5. Suppose that (A,Φ) ∈ C satisfies

B(A,Φ) = 0.

Then ∇AΦ = 0.

Proof. We have seen that ∗FA = O(ρ2) whereas ∇AΦ = O(ρ), as sections
of scT ∗ ⊗ ad(P ). By computations similar to those above, the coefficient of
ρ in ∇AΦ is just ∇AΦ, under the map

C∞(X,T ∗X) −→ ρC∞(X, scT ∗X)

which regards an ordinary 1-form as a scattering 1-form which vanishes
at the boundary. Thus the conclusion of the Proposition follows from the
weaker assumption

B(A,Φ) ∈ ρ2C∞(X, scT ∗X ⊗ ad(P )). �

From now on we take G = SU(2).

Definition 2.6. The mass, m, of the monopole (A,Φ) is the value of |Φ|.
If m > 0, the charge, or monopole number, k, of (A,Φ) is the degree of the
map Φ : ∂X −→ su(2).

Proposition 2.5 implies that |Φ| is constant. Hence the mass is well-
defined. By trivializing P over ∂X, Φ becomes a map into the sphere of
radius m in su(2). The degree of this map is independent of the trivializa-
tion, so the charge k is also well-defined.

From now on we assume m > 0, and usually m = 1. The latter is no loss
of generality in euclidean space, for if ∗c denotes the Hodge star operator
with respect to the rescaled euclidean metric c2η, we have ∗cF (A) = c∗F (A)
and so if (A,Φ) is a monopole of mass m, then (A, cΦ) is a monopole of mass
mc with respect to c2η. If m = 0, then A is flat and Φ = 0 [JT80, Theorem
10.3].

We now come to the definition of the unframed moduli space.

Definition 2.7. Fix an SU(2)-bundle P over X, a positive mass m and a
non-negative integer k. Then the moduli space of monopoles of mass m and
charge k is defined to be the quotient

Nk,m = {(A,Φ) ∈ Ck,m(X,P ) : ∗F (A) = ∇AΦ}/G. (2.20)

We note that the boundary regularity we have built in means that our
configuration space C is smaller than the usual one where smoothness over
R
3 is assumed along with the finiteness of the action (1.2). Taubes [JT80,

Theorem 10.5, p. 157] has however proved that any finite-action solution
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of the Bogomolny equations extends, in suitable gauges, to the radial com-
pactification X of R3. Although the results explicitly given there give only
uniform bounds on FA and ∇AΦ, bounds on their derivates were obtained
in Taubes’s PhD thesis, and from such bounds it is possible to prove that
there are gauges in which a monopole (A,Φ) extends smoothly to X. Thus
our ‘smooth’ definition is equivalent to the usual one.

It is also well known that Nk,m is a smooth manifold of real dimension
4k − 1. The reader is referred to [AH88] for more background on Nk. For
k = 1, every solution is, up to translations of R3, gauge equivalent to the
spherically symmetric solution found by ’t Hooft and Polyakov [tH74, Pol74]
Thus N1,m = R

3.

2.4. The boundary connection and symmetry-breaking. We saw in
Proposition 2.5 that the boundary values (A,Φ) of a smooth monopole sat-
isfy ∇AΦ = 0 on ∂X and in fact this conclusion follows from the weaker
condition B(A,Φ) = O(ρ2). In this section we take this discussion one stage
further to determine A up to gauge.

Before we go ahead, consider the action of Φ on the complexification
p := ad(P )C of ad(P ). At every point this action is diagonalizable and at
points where Φ 6= 0 there are precisely three distinct eigenvalues, 0 and
±i|Φ|. (We are using G = SU(2) here.) Accordingly, at all points of X with
Φ 6= 0, and in particular in a neighbourhood of ∂X, we have a decomposition
p = p0 ⊕ p1 where p0 is the bundle annihilated by ad(Φ), while p1 is its
orthogonal complement.

Returning to monopoles, Φ 6= 0 at infinity gives a reduction of the sym-
metry group from SU(2) to the U(1) subgroup stabilizing Φ.

Now if (A,Φ) is a solution of the Bogomolny equations, Taubes [JT80,
§IV.10, Theorem 10.5] has proved not only the boundary regularity (in suit-
able gauges) but also rapid off-diagonal decay,

Ad(Φ)FA = O(ρ∞), or equivalently Ad(Φ)∇AΦ = O(ρ∞). (2.21)

From this it follows that there exist local gauges in which Φ is diagonal and
A is represented by a connection 1-form which is diagonal modulo terms of
order ρ∞.

From our point of view, (2.21) can be proved by an iterative argument
which combines the Bogomolny equations with the assumption that all data
are smooth up to the boundary. We shall use (2.21) to simplify the formal
construction in §3. We shall not give a complete proof of (2.21) here, but
we shall prove the result to the next order. At the same time we shall
determine the curvature of A, which will also be important in the definition
of the framed moduli space.

Let p ∈ ∂X be any point, and let U be a product neighbourhood of p,
with coordinates (x, y), 0 ≤ x < δ. We may choose ‘boundary radial gauge’
to write ∇A in the form

∇A = ∇+ dx⊗ ∂x + xb+O(x2) (2.22)
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where b(y, dy) is an ad(P )-valued 1-form on ∂X and we’ve written ∇ for
∇A.

In this gauge, we may expand Φ in the form

Φ = Φ+ xΦ1(y) +O(x2). (2.23)

Proposition 2.8. Suppose that (A,Φ) have the above expressions in U and
satisfy ∗F (A) = ∇AΦ. Then we have

∇Φ = 0, and ∇Φ1 = 0. (2.24)

We also have

ad(Φ0)b = 0, ad(Φ0)Φ1 = 0 (2.25)

and

† F = Φ1, (2.26)

where † is the Hodge star operator with respect to the metric of the round
unit sphere ∂X.

Proof. It is useful to keep in mind that with respect to the euclidean metric,

|dx| = O(x2), |dy| = O(x). (2.27)

Then we compute

∇AΦ = (∇+ dx⊗ ∂x + xb)(Φ + xΦ1 +O(x2))

= ∇Φ (2.28)

+ x(∇Φ1 + [b,Φ]) (2.29)

+ dx(Φ1 + [a,Φ]) (2.30)

+ O(x3). (2.31)

We have set the terms out so that (2.28) is O(x), while (2.29) is O(x2) and
tangential, while (2.30) is O(x2) and normal to ∂X. The expansion to O(x3)
of FA is much simpler:

FA = F +O(x3) (2.32)

so

∗ FA = †F dx+O(x3). (2.33)

We now simply equate coefficients. At O(x) we recover Proposition 2.5,
which is the first of (2.24). The normal component at O(x2) gives

† F = Φ1. (2.34)

The tangential component at O(x2) gives

∇Φ1 + [b,Φ] = 0. (2.35)

But the first term is a multiple of Φ, while the second is orthogonal to it.
Hence both terms vanish, completing the proof. �
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2.5. Framed moduli space. We now define the framed moduli space Mk.
This will be a U(1) bundle over Nk and is in many ways the more natu-
ral object. Motivated by Propositions 2.5 and 2.8 we make the following
definition:

Definition 2.9. A pair (A,Φ) over ∂X is called admissible if

∇Φ = 0, Φ 6= 0 and ∇ †F = 0, (2.36)

where as above we have written ∇ for ∇A and F for FA. We call the pair
admissible charge-k boundary data if

†F =
k

2m
Φ. (2.37)

where m = |Φ|.

Remark. Let E −→ ∂X be the complex vector bundle associated by the
fundamental representation of SU(2). At each point p of ∂X, we have the
eigenspaces (L±)p of Φp, viewed as an endomorphism of Ep. By the first
two conditions of (2.36), these eigenspaces patch together to form a pair of
complex line bundles L± over ∂X. Then Φ acts as multiplication by ±im
on L± and A preserves each of L±. Thus there are U(1) connections ∇± on
L± such that

∇ = diag(∇+,∇−)

with respect to the isomorphism E = L ⊕ L−1, with Φ = diag(im,−im).
Then the curvature form of ∇ takes the form

F = diag(f+, f−)(†1)

where f± are imaginary functions on ∂X. In fact, L+ and L− are mutually
dual, the connections ∇± respect this and so f− = −f+. Since ∇ acts as d
on the diagonal components of any endomorphism (these components being
sections of a canonically trivial line bundle), the third part of (2.36) gives
df± = 0, so f± = ±iλ, for some real constant λ. By Chern–Weil theory,
λ = −1

2c1(L+), where we have identified the c1 with an integer via the
fundamental class of ∂X. This gives (2.37) if c1(L±) = ∓k.

The arrangement of signs comes from a standard computation which we
recall here. We have

(FA − ∗∇AΦ) ∧ ∗(FA − ∗∇AΦ) = FA ∧ ∗FA +∇AΦ ∧ ∗∇AΦ− 2FA ∧ ∇AΦ.

Taking (−1/2) tr of both sides and imposing the Bogomolny equations,

‖FA‖
2 + ‖∇AΦ‖

2 = −

∫
d tr(ΦFA) = −

∫

∂X
tr(ΦF ).

If Φ = diag(im,−im), †F = (ik/2,−ik/2) it follows that

‖FA‖
2 + ‖∇AΦ‖

2 = 4πmk (2.38)

and so k > 0 as required.
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Given any choice of admissible boundary data, define the framed config-
uration space

C0(X,P ) = {(A,Φ) ∈ C(X,P ) : (A,Φ)|∂X = (A,Φ)}, (2.39)

the framed gauge group

G0(X,P ) = {γ ∈ G(X,P ) : γ|∂X = 1}, (2.40)

and the framed moduli space

Mk,m = {(A,Φ) ∈ C0 : B(A,Φ) = 0}/G0. (2.41)

It is known that Mk is non-compact smooth manifold of real dimension
4k. The L2 metric Gk from (1.7) gives Mk the structure of a complete
hyperkähler manifold. We shall say more about the local structure of Mk

in the next subsection.
We note also that there is a free isometric action of U(1) on Mk, with

Mk/U(1) = Nk. This action is given explicitly by using Φ as a gauge
transformation:

t · (A,Φ) = etΦ(A,Φ), t ∈ R; (2.42)

the point is that the boundary data (A,Φ) are fixed by this action. If
0 < t < 2π/m, then etΦ is not in G0 so (2.42) is a non-trivial action. The
action is periodic, however, of period 2π/m and so (2.42) defines an action
of the circle R/(2πZ/m) on Mk,m. It is clear that the quotient is Nk.

Remark. Although our definition of Mk depends on a choice of admissible
boundary data, any two choices lead to the same moduli space. To be
more precise, let C′

0 and M′
k be respectively the configuration space and

the moduli space defined by replacing (A,Φ) by a different choice (A
′
,Φ

′
) of

admissible boundary data. Then we claim that there is a principal U(1)-set
of natural identifications γt : Mk ≃ M′

k, t ∈ R/(2πZ/m), the U(1) action
being given by composition with the above U(1)-action on either of Mk or
M′

k.

The main point is that since A
′
and A have the same curvature and the

base is simply connected, A and A
′
are gauge-equivalent by some gauge

transformation g. Clearly g is unique up to composition with gauge trans-
formations which preserve A, and this group is isomorphic to the U(1) gen-
erated by exp(tΦ). If g ∈ G is any extension of g, then

(A,Φ) 7−→ g(A,Φ)

defines a diffeomorphism from C0 to C′
0 and this induces the desired identi-

fication of Mk with M′
k.

2.6. The local structure of Mk. Let (A,Φ) be a solution of the Bogo-
molny equations representing a point m of Mk. The infinitesimal structure
of Mk is described by the deformation complex

0 −→ Lie(G0)
d

−→ T(A,Φ)C0
DB
−→ C∞(X, scT ∗ ⊗ ad(P )) −→ 0. (2.43)



PARTIAL COMPACTIFICATION OF MONOPOLES AND METRIC ASYMPTOTICS 19

Here

Lie(G0) = ρC∞(X, ad(P )), (2.44)

T(A,Φ)C0 = ρC∞(X, ad(P ))⊕ ρ2C∞(X, scT ∗ ⊗ ad(P )) (2.45)

and
d(A,Φ)(ξ) = (−dAu,− ad(Φ)u). (2.46)

The cohomology in the middle of (2.43) is the (virtual) tangent space of Mk

at m, and may be identified with the true tangent space if DB is surjective
and the action of G0 is free. Fortunately these conditions are always satisfied
for monopoles.

As in the introduction, the linearization DB of the Bogomolny equation
combines with the Coulomb gauge fixing operator d∗(A,Φ) to give the operator

L(A,Φ) of (1.5). One shows [Kot15c] that the cohomology in the middle of
(2.43) is isomorphic to the null-space of L(A,Φ),

L(A,Φ) : ρ
2C∞(X,Λ ⊗ ad(P )) −→ ρ2C∞(X,Λ ⊗ ad(P )), (2.47)

where Λ = scΛ1 ⊕ scΛ0.

Remark. The reason why the domain is different from (2.45) is that the coef-
ficient of ρ in φ is fixed by Proposition 2.5 (by the Bogomolny equations). In
particular any solution of the linearized Bogomolny equations in the domain
(2.45) is actually O(ρ2).

By a slight abuse of notation, set

T(A,Φ)Mk = N(LA,Φ), (2.48)

the null-space of LA,Φ with domain (2.47).
One obtains the dimension of Mk and its smoothness by combining an

index theorem for (2.47) with the Weitzenbock formula

LA,ΦL
∗
A,Φ = ∇∗

A∇A + ad(Φ∗) ad(Φ). (2.49)

This formula is valid whenever the base metric is Ricci-flat and B(A,Φ) = 0.
The index has been studied by Taubes [Tau83] and Kottke [Kot15c] and the
result is that there is a Fredholm framework for LA,Φ making it surjective
(between spaces which are suitable completions of those in (2.47)) with index
4k.

The same analytic framework allows us to prove that Mk is a smooth

manifold. One proves first that for all sufficiently small (ã, φ̃) ∈ C0, there is

an (a, φ) gauge related to (ã, φ̃) in Coulomb gauge with respect to (A,Φ),

d∗(A,Φ)(a, φ) = 0. (2.50)

Hence any nearby point m′ ∈ Mk is represented by (A+ a,Φ+ φ) where

L(A,Φ)(a, φ) = −Q(a, φ), (2.51)

and
Q(a, φ) = ∗[a, a] − [a, φ] (2.52)
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is the nonlinear part of B. It follows from the surjectivity of L(A,Φ) and
the implicit function theorem that the set of small solutions to (2.51) is the
graph of a nonlinear operator from TmMk to its L2-orthogonal complement
in ρ2C∞(X,Λ ⊗ ad(P )).

2.7. The centre of a monopole. The unframedmoduli space for monopoles
of charge 1 is diffeomorphic to R

3; the interepretation of this is that given
the ’t Hooft monopole m0 centred at the origin of R3, every other monopole
of charge 1 is a translation of m0 by some vector in R

3.
For k > 0, one cannot generally distinguish k individual charge-1 monopoles

with definite centres, but every m ∈ Mk does have a well-defined centre. To
explain the definition, revert to euclidean coordinates z ∈ R

3, and observe
that the Higgs field has an expansion of the form

Φ =

[
i 0
0 −i

](
m−

k

2|z|
−
k

2

v · z

|z|3
+O(|z|−3)

)
(2.53)

relative to the decomposition of p = p0 ⊕ p1. Here v ∈ R
3 is some vector.

Definition 2.10. For m ∈ Mk with Φ given by (2.53), the centre of m is
defined to be the vector v/m (relative to the origin of the z coordinates).
The moduli space of monopoles with centre at 0 is denoted Mc

k.

The definition can be motivated by considering the change in v when we
translate the monopole. More precisely, if c ∈ R

3, consider (Ac,Φc), the
result of pulling back by the translation z 7−→ z+ c. Then the expansion of
Φc is

Φc(z) = Φ(z − c) =

[
i 0
0 −i

](
m−

k

2|z|
−
k

2

(v + c) · z

|z|3
+O(|z|−3)

)
(2.54)

Thus our definition is consistent with the translation action on R
3, for the

centre of m should be translated by c if the whole monopole is translated
by c.

Remark. We note without proof that the U(1) action on Mk is triholomor-
phic. Viewing the associated hyperkähler moment map µ as a map to R

3,
µ(m) is equal to the centre of m.

Remark. From the previous remark M0
k := Mc

k/U(1) is a hyperkähler quo-
tient of Mk, hence a hyperkähler manifold of dimension 4k−4. As discussed

in [AH88, p. 20], its universal cover M̃0
k is a k-fold cover, called the moduli

space of strongly centred monopoles. This appears in the decomposition

M̃k = R
3 × S1 × M̃0

k (2.55)

as a riemannian product [AH88, p. 21]. We shall discuss this at the infini-
tesimal level in the next section.
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2.8. Structure of the tangent space. Although we shall not make great
use of it, recall that TmMk, defined as in (2.48), has a quaternionic structure.
For this, pick any oriented orthonormal basis (e1, e2, e3) of R3, identify it
with the corresponding frame for T ∗

R
3, and write any element of TmMk in

the form
a0 = φ, a =

∑
ajej

where a0, . . . , a3 ∈ ρ2C∞(R3; ad(P )). This decomposition identifies the do-
main of L(A,Φ) in (2.47) with ρ2C∞(R3; ad(P )) ⊗R R

4 and identifying R
4

with the quaternions we have endowed this domain with the structure of
a quaternionic vector space. One checks that L(A,Φ) commutes with this
quaternionic structure, and it follows that TmMk = N(L(A,Φ)) inherits a
quaternionic structure.

Our next task is to describe the subspace of TmMk corresponding to the
action of translations or R

3 and changes of framing. This will turn out
to be a quaternionic subspace of TmMk, and its orthogonal complement
is identifiable with the elements of TmMk which are O(ρ3) at ∂X. The
decomposition is the infinitesimal version of the riemannian splitting of the
universal cover of Mk as a product of R3 × S1 with the moduli space of
strongly centred monopoles [AH88].

For any infinitesimal gauge transformation ξ ∈ Lie(G), the corresponding
tangent vector at (A,Φ) in C is dA,Φξ. Taking ξ = Φ, we get the tangent
vector

τ0 = (−∇AΦ, 0) (2.56)

which is easily verified to lie in TmMk. (One has to check only that d∗A,Φτ0 =

0 and that τ0 = O(ρ2).) For an orthonormal basis ei of R
3, set

τi = (ιeiFA,∇eiΦ); (2.57)

this is the element of T(A,Φ)Mk corresponding to the infinitesimal translation
z 7−→ z + tei of (A,Φ). Note that this is nothing other than the derivative
of (A,Φ) with respect to ei, using the connection A itself to lift ei to P .

We note that the τa, a = 0, 1, 2, 3 span a quaternionic subspace of TA,ΦMk:
τi is obtained from τ0 by applying the i-th complex structure. We leave the
verification that LA,Φτa = 0 to the reader.

Proposition 2.11. Let (A,Φ) represent an element of Mk. There is an
orthogonal direct-sum decomposition

TmMk = 〈τ0, . . . , τ3〉 ⊕ T ′
mMk (2.58)

where
T ′
mMk = {u ∈ C∞(X,Λ ⊗ ad(P )) : |u| = O(ρ3)} (2.59)

Moreover, if

v =
∑

λaτa, (2.60)

we have
‖v‖2L2 = 2πmk(λ20 + · · ·+ λ23). (2.61)
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Remark. If m ∈ Mc
k, then T ′

m is identifiable with TmM0
k, where we have

made no distinction between m and the point it represents in Mc
k/U(1).

More generally, T ′
m is the subspace of infinitesimal changes in m which keep

its centre and framing fixed.

Proof. We verify (2.61) first. For τ0, we have by (2.38)

‖τ0‖
2 =

∫
|∇AΦ|

2 = 2πmk. (2.62)

One verifies ‖τi‖
2 = 2πmk either by hand, or by noting that τi = Iiτ0, where

I1, I2, I3 are the three complex structures on TmMk, which are isometries
of this space.

Next, consider any solution,

L(A,Φ)u = 0, |u| = O(ρ2). (2.63)

By boundary regularity for LA,Φ, the off-diagonal components of u are
O(ρ∞), and so if u0 is the diagonal p0 component of u, we have

LA,Φu0 = O(ρ∞). (2.64)

The action of LA,Φ on Λ⊗ p0 is, up to rapidly decreasing terms at ∂X, that
of the model operator

L =

[
∗d −d
−d∗ 0

]
, (2.65)

(cf. Appendix C) and so the asymptotic expansion of u0 in (2.64) is a sum
of homogeneous solutions f of Lf = 0. Since L2 = ∆, the Laplacian on Λ, if
f is O(ρ2), then the 4 components of f all have to be of the form 〈c, z〉/|z|3,
for some constant c ∈ R

3. Then for Lf = 0, we need

f0 =

[
0

z/|z|3

]
, or fc =

[
〈c, z〉/|z|3

−(c ∧ z)/|z|3

]
. (2.66)

On the other hand, each of these solutions can be continued over X as a
linear combination of the τa. It follows that we have an exact sequence

0 −→ T(A,Φ)M
c
k −→ T(A,Φ)Mk −→ R

4 −→ 0 (2.67)

where T(A,Φ)M
c
k is as in (2.59).

For the orthogonality, note that we can rewrite

∑
λaτa = L(A,Φ)

[
λ0Φ
λΦ

]
= L∗

(A,Φ)

[
λ0Φ
λΦ

]
(2.68)

where λ is the euclidean vector (λ1, λ2, λ3). (Similarly, the model solution
f can be written

f = L

[
λ0|z|

−1

λ|z|−1

]
.) (2.69)

Now if v ∈ T(A,Φ)M
c
k, we compute

(v,
∑

λaτa) =

∫

X
〈v, L∗

(A,Φ)(λΦ)〉 (2.70)
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Restricting to the sphere ρ = δ we are left with a boundary term of the form
∫

ρ=δ
〈v, λΦ〉 (2.71)

because L(A,Φ)v = 0. Because |v| = O(ρ3), |λΦ| = O(1) but the area of

ρ = δ is 4πδ−2, this boundary term goes to zero as δ −→ 0. This completes
the proof of the proposition. �

2.9. Dirac monopoles. If we take G = U(1), the Bogomolny equations re-
duce to equations studied by Dirac in relation to ordinary magnetic monopoles.
There are no non-trivial solutions on R

3 without singularities, but these
Dirac monopoles are also a key ingredient in the gluing theorem that will
be discussed below. We therefore give a quick account geared to our later
applications. In particular we give a careful discussion of moduli spaces of
Dirac monopoles with fixed singularities. Although the discussion can easily
be extended to other 3-manifolds [Oli14] we shall confine ourselves to the
case of R3.

Let U be an open set of R3. Let Q −→ U be a U(1) principal bundle with
connection a and let φ be section of the adjoint bundle. Since this is canon-
ically trivial, φ can be identified canonically with an imaginary function on
U . Similarly the curvature Fa is canonically an imaginary closed 2-form on
U and (i/2π)Fa represents c1(Q)2.

Suppose that (a, φ) satisfies the Bogomolny equations

∗ Fa = ∇aφ = dφ. (2.72)

Since dFa = 0 we deduce from this that φ is harmonic,

∆φ = 0 in U. (2.73)

Conversely, given an imaginary harmonic function on U with integral
periods in the sense that

i

2π

∫

Σ
∗dφ ∈ Z for all Σ ∈ H2(U,Z) (2.74)

there exists a pair (Q, a) if a U(1) bundle and connection with

Fa = ∗dφ. (2.75)

In this case the gauge group is C∞(U,U(1)) and if γ is an element of the
gauge group,

γ · (a, φ) = (a− (dγ)γ−1, φ) (2.76)

We shall reserve the term ‘Dirac monopole’ for the case that U = R
3 \

{z1, . . . , zN} and φ has the simplest possible singularities at the points zj .

2In this section we are using (a, φ) for U(1)-valued monopole data, rather than infin-
itesimal deformations of SU(2)-monopoles. We hope that no confusion will result from
this
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In keeping with the general philosophy of this paper, we shall replace this
punctured non-compact manifold by a compact manifold with boundary

D := [R3; z1, . . . , zN ]. (2.77)

This is the real blow-up at the points zj (assumed distinct) of the radial
compactification X of R3. Thus D has N +1 boundary hypersurfaces, each
of which is diffeomorphic to the 2-sphere S

2, and which will be denoted by
S1, . . . , SN and S∞. Here Sj is the boundary hypersurface introduced by
blowing up zj while S∞ is the original boundary of X. For each j, Sj is
canonically identified with the sphere bundle of TzjX, Sj = (TzjX\{0})/R+,

where R
+ is the multiplicative group of positive real numbers. Thus D is

the natural domain in which polar coordinates have been introduced at
each of the zj . Indeed, the euclidean distance rj from zj lifts to D to be
a (smooth) boundary defining function for Sj, which we denote without
change of notation. We continue to denote the boundary defining function
of S∞ by ρ; as before, this can be taken to be the reciprocal of the euclidean
distance from any given point of R3.

The Euclidean metric has the form

dρ2

ρ4
+
hS2

ρ2
, resp. dr2j + r2jhS2 , (2.78)

in a product neighborhood of S∞ or Sj, respectively. Thus it is natural to
introduce a rescaled conic tangent bundle cTD,

cTD = (r1 . . . rN )−1ρbTD. (2.79)

The space of all smooth sections C∞(D, cTD) is the space Vc(D) of tangent
vector fields of bounded length with respect to the lifted euclidean metric;
equivalently this lifted metric is a smooth and everywhere positive-definite
section of S2 cT ∗D. An important point about Vc(D) is that it is not an
algebra (in contrast to Vb and Vsc). It is perhaps best thought about in
terms of rescaled b-vector fields via (2.79).

Definition 2.12. Let D be as above and let Q −→ D be any U(1) principal
bundle. A Dirac monopole on D is a pair (a, φ) where a is a smooth con-

nection on Q, φ ∈ C∞(D̊) and the Bogomolny equations (2.72) are satisfied

in D̊.

We shall now classify Dirac monopoles in the sense of this definition.

Proposition 2.13. Let Q −→ D and (a, φ) be a Dirac monopole configura-
tion. Then there exists a constant m and integers kj such that

φ = i


m−

N∑

j=1

kj
|z − zj |


 (2.80)
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Proof. Pick any one of the zj and for simplicity write rj = r, y = (y1, y2) for
local coordinates on Sj. Then Fa is a smooth linear combination of dr ∧ dy
and dy1 ∧ dy2 and so ∗Fa is a smooth linear combination of dy and r−2dr.

On the other hand, φ is harmonic away from r = 0 and so (cf. Appendix C)
it is a linear combination of terms of the form p(z−zj)|z−zj |

2ν+1, where p is
a harmonic polynomial, homogeneous of degree ν. Given that ∂rφ = O(r−2),
it follows that we can only have ν = 0, so

φ(z) ∼
λj

|z − zj |
+O(1) (2.81)

for some constant λj. For φ to have an integral period around Sj, we need
λj = −ikj/2, kj an integer. Repeating the argument at all of the zj , we find

φ(z) + i
∑ kj

2|z − zj |
= h(z) (2.82)

where h is a bounded harmonic function on R
3. Thus h must be a constant

and φ has the given form. �

The U(1)-bundle Q −→ D is classified up to isomorphism by its Chern
class c1(Q) ∈ H2(D;Z) = Z

N , which is determined by the values ki :=
c1(Q)[Si], i = 1, . . . , N . This is the significance of the integers ki in (2.80).
Note that we have the relation

k∞ := c1(Q)[S∞] = k1 + · · · + kN .

We refer to (k1, . . . , kN ) as the charge of Q, and hence of the monopole. If
a is a smooth connection on Q satisfying the Bogomolny equations for some
φ, we call it a Dirac connection on Q. Proposition 2.13 shows that if a is a
Dirac connection on Q, then a determines a Higgs field φ uniquely up to the
addition of a constant, such that (a, φ) satisfies the Bogomolny equations
(2.72).

We now consider the framed moduli space of Dirac connections on a given
U(1)-bundle Q.

Definition 2.14. A Dirac framing of Q is a choice of boundary connection
a on Q|∂D, with locally constant curvature. Similarly if ∂′D is a union of
boundary components of D, a partial Dirac framing of Q over ∂′D is a choice
of boundary connection a with locally constant curvature on Q|∂′D.

Locally constant curvature here means that on each boundary component
S, the curvature Fa is a constant multiple of the area form on S.

Denote by G0(Q) the group of U(1)-gauge transformations of D which are
the identity over ∂D. It is convenient to introduce the notation  : ∂D −→ D
for the boundary inclusion.

Proposition 2.15. Let a be a Dirac framing of Q. The moduli space

{Dirac connections on Q, framed by a}/G0(Q) (2.83)



26 CHRIS KOTTKE AND MICHAEL SINGER

is diffeomorphic to the principal U(1)-set

C1 × · · · × CN (2.84)

where each Cj is the U(1) group of gauge transformations which fix a|Sj.

Proof. Suppose for the moment that a is a Dirac connection with ∗(a) =
a. Let b be any other such connection. By definition they have the same
curvature and the same restriction to ∂D, so d(b−a) = 0, ∗(a−b) = 0. Since
H1(D; iR) = 0, there exists an imaginary function u such that b = a+ du,
and d∗(u) = 0. u is determined up to the addition of a constant, and we use
this to fix u|S∞ = 0. Thus b determines a collection of phases euj = eu|Sj;
since u is locally constant on ∂D, euj is constant on Sj. It is clear that this
map is a diffeomorphism between (2.83) and (2.84), given the choice of a.

Suppose now that a′ is a different basepoint in the space of Dirac connec-
tions framed by a. Then by the argument just used, there is a function v
such that a′ = a+ dv, v|S∞ = 0. Then b− a′ = d(u− v) so the phases euj

are replaced by euj−vj where vj = v|Sj .
It remains only to verify that there does exist a Dirac connection a with

∗(a) = a. But this is straightforward: smooth Dirac connections on Q do
exist, by reversing the argument of Proposition 2.13, using the smoothness
of ∗dφ. Let a0 be any such Dirac connection and define a0 = ∗(a0). Then a0
is a Dirac framing of ∂D. But any two Dirac framings are gauge-equivalent
because they have the same curvature and ∂D is simply connected (cf. §2.5.)
Extend this gauge transformation smoothly from the boundary, and call
this κ. Then κ∗(a0) is a Dirac connection on D and its restriction to the
boundary is now a. �

If instead we have a partial Dirac framing over ∂′D, a union of m con-
nected components of the boundary, then the same argument gives the mod-
uli space of partially framed Dirac connections on Q as being (S1)m/U(1).

Proposition 2.16. Let I ⊂ {1, . . . , N}. Then the moduli space of Dirac
connections framed at

⋃
i∈I Si ∪ S∞ is a principal U(1)|I|-space, consisting

of the product
∏

i∈I Ci.

In particular,

Corollary 2.17. Let Q −→ D be a U(1) bundle, with a given Dirac framing
over S∞ and set

G∞(Q) = {γ ∈ G(Q) : γ|S∞ = 1}. (2.85)

Then the moduli space

{Dirac connections a on Q, framed over S∞}/G∞(Q) (2.86)

is a point.

Remark. In view of this Corollary, we see that the moduli space of Dirac
connections on Q without any framing should be regarded as the space
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{∗} /U(1), with formal dimension −1. For this reason, our spaces of Dirac
monopoles will always be framed at least over S∞.

In §4 we will let the points (z1, . . . , zN ) vary and consider the larger moduli
space with these points as well as the framings as moduli.

2.9.1. Dirac SU(2) connections. In the next section we shall need to consider
SU(2) connections built from Dirac connections in the following trivial way.
Let Q −→ D be a U(1) bundle with a Dirac connection a. Let ı : U(1) −→
SU(2) be a given embedding. Then the SU(2) bundle

P = Q×U(1) SU(2) (2.87)

is called a Dirac SU(2) bundle and the connection on P induced by ı from
a is called a Dirac SU(2) connection.

3. Formal 1-parameter families

In this section we make a start on proving our first main result, Theo-
rem 1.2. So fix a configuration

ζ = (ζ1, . . . , ζN ), ζi 6= ζj 6= 0,
∑

i

|ζi|
2 = 1

of nonzero points in R
3 up to scaling, and a collection of monopoles (Aj ,Φj),

where (A0,Φ0) represents a point of Mk0 and for j = 1, . . . , N , (Ak,Φk)
represents a point of Mc

kj
. Here k0 ≥ 0 and kj ≥ 1 for j = 1, . . . , N . Given

such data, we shall construct a 1-parameter family of (A(ε),Φ(ε)) ∈ Ck for
0 < ε < ε0 which are very good approximate solutions to the Bogomolny
equations,

B(A(ε),Φ(ε)) = O(ε∞) (3.1)

We shall show how to solve away the error in (3.1) in §5.
The construction of (A(ε),Φ(ε)) given here takes place on a manifold with

corners, Z, referred to as the ‘gluing space’, equipped with a map ̺ : Z −→
[0,∞). For positive ε, the fibre ̺−1(ε), is canonically a copy of X = R3,
but ̺−1(0) is a more complicated manifold with ‘normal crossings’. In our
construction (A(ε),Φ(ε)) will be the restriction to ̺−1(ε) of a monopole
configuration (A,Φ) on Z which is smooth in the interior and has only
conormal singularities at the union of boundary hypersurfaces ̺−1(0).

3.1. Gluing space. The gluing space Z, which will support (A(ε),Φ(ε)),

is constructed in two steps. Let X = R3 and Z0 = X × [0,∞)ε. Define

Z1 := [Z0; ∂X × {0}],

the real blow-up (cf. [Mel93]) of Z0 in the corner X×{0}. The new boundary
hypersurface, denoted by D1, is by definition the projectivization of the
inward pointing normal bundle of ∂X × {0} in Z0, hence diffeomorphic to
S
2 × [0,∞]s, where s = ε/x is the ratio of ε and a fixed boundary defining

function x for X. Over the interior of D1, there is a natural Euclidean
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coordinate ζ = εz : D̊1
∼= R

3 \ {0}, where z is the Euclidean coordinate on

X̊.
The paths z = ζj/ε in Z̊1

∼= R
3 × (0,∞) have well-defined limits at D1;

these are simply the points ζ = ζj ∈ D̊1. The gluing space is defined by
blowing up these points:

Z := [Z1; {ζ1, . . . , ζN}].

We denote the hypersurface which arises when ζj is blown up by Xj , j =
1, . . . , N , and denote lift of D1 by D. Observe that D1

∼= ∂X × [0,∞] may

be identified with [R3; 0], and then D ∼= [R3; ζ0, . . . , ζN ], where ζ0 = 0. The
lift of the original faces X × {0} and ∂X × [0,∞) of Z0 are denoted by X0

and B, respectively. We set Sj = Xj ∩D for j = 0, . . . , N and S∞ = B ∩D.
Define maps

̺ : Z −→ [0,∞), πX : Z −→ X,

by the composite of the blow-down maps to Z0 with the projection to [0,∞)
and X, respectively. These are easily seen to be b-fibrations [Mel92].

Boundary defining functions will be denoted by ρj for Xj , j = 0, . . . , N ,
and by ρD and ρB for the hypersurfaces D and B. We will sometimes write
ρX = ρ0 · · · ρN for the product of the defining functions for all the Xj . We
confuse ε with its pull back to Z and assume the ρ’s are defined so that

ε = ρDρX = ρDρ0 · · · ρN .

As the projectivization of the inward pointing normal bundles to the ζj,
the faces Xj have the structure of radially compactified affine spaces of real
dimension 3. This can be understood geometrically as follows. If the path
z = ζj/ε in Z̊0 defined above is modified by

z = ζj/ε+ v (3.2)

for a fixed vector in R
3, then these two paths have the same limits ζ = ζj

in Z1 but their lifts have distinct limits on the face Xj in Z. Conversely,
any two distinct points on Xj are the endpoints of some pair of paths which
differ from one another by a fixed vector in R

3 for ε > 0. Since a non-zero
normal vector at ζj determines a point in Xj , the tangent vector to the lifted
curve z(ε) = ζj/ε singles out a point of Xj and this gives its interior the
structure of a vector space rather than just an affine space. Thus (3.2) gives
an identification

Xj
∼= R3 (3.3)

for each j.

3.2. Metric structure. The metric structure we consider on Z is induced
by the pullback π∗Xg of the Euclidean metric on X. In order to interpet this
correctly, we need to define the appropriate rescaled tangent bundle on Z.

We start with the bundle bTZ, defined so that the space of smooth sec-
tions C∞(Z; bTZ) is equal to the space of vector fields Vb(Z) which are



PARTIAL COMPACTIFICATION OF MONOPOLES AND METRIC ASYMPTOTICS 29

tangent to all boundary hypersurfaces. The subspace of vertical vector fields

V̺(Z) ⊂ Vb(Z)

consists of those vector fields which additionally tangent to the fibers of ̺.
The further subspace of gluing vector fields is

Vγ(Z) = ρDρBV̺(Z).

In fact
Vγ(Z) ⊂ V̺(Z) ⊂ Vb(Z) ⊂ V(Z) (3.4)

are Lie subalgebras by an easy computation.
The vector bundles ̺TZ and γTZ are defined by the property that

V̺(Z) = C∞(Z; ̺TZ), Vγ(Z) = C∞(Z; γTZ).

The inclusions (3.4) induce bundle maps γTZ −→ ̺TZ and ̺TZ −→ bTZ.

Proposition 3.1. There is a natural vector bundle isomorphism

π∗X(scTX) ∼= γTZ.

Proof. The subset Z ′ = Z \ ̺−1(0) is canonically isomorphic to the product
X×(0,∞) and it is clear from the definitions that if p ∈ Z ′, the fibre (γTZ)p
is therefore canonically isomorphic to scTπX(p)X. Thus we have a canonical
isomorphism

π∗X(scTZ)|Z ′ = (γTZ)|Z ′ (3.5)

and we need to show that this isomorphism extends over ̺−1(0); this will
be done in local coordinates.

As a matter of notation, if ξ is a section of pr∗1(
scTX) over a subset of

X × (0,∞), we denote by π∗X(ξ) the lift of ξ to Z, defined over Z ′ by (3.5)
and then by extension by continuity to the boundary.

Consider first an interior point of D ⊂ Z. Near such a point, we have
local coordinates (s, ω, ε), the maps πX and ̺ being

πX(s, ω, ε) = (ρ = εs, ω), ̺(s, ω, ε) = ε,

where ρ is a defining function for ∂X in X and ω denotes some set of
coordinates on ∂X = S

2. One calculates

π∗X(ρ∂ρ) = s∂s, π∗X(∂ω) = ∂ω

from which it follows that the local frame {ρ2∂ρ, ρ∂ω} of scTX lifts to the
local frame {εs2∂s, εs∂ω} of

γTZ. Hence (3.5) extends smoothly over Int(D).
Next, consider an interior point p of one of the Xj. As in (3.3), we have

local coordinates (v, ε) in a neighbourhood of p and by (3.2),

πX(v, ε) = v +
ζj
ε
, ̺(v, ε) = ε.

Thus for fixed ζj and ε, π∗X∂z = ∂v . Since (by construction of scTX) the
euclidean vector fields ∂z define a smooth frame of scTX and the ∂v define a
smooth frame of γTZ near Xj , we see that (3.5) extends smoothly over X̊j .
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Near the corner D∩Xj , we have local coordinates (r, x, ω), where r is the
restriction of ρj and x is the restriction of ρD. In these coordinates,

πX(r, x, ω) = (ρ = x, ω), ̺(r, x, ω) = rx.

Thus
π∗X(ρ∂ρ) = x∂x − r∂r, π∗X(∂ω) = ∂ω.

Hence the local frame {ρ2∂ρ, ρ∂ω} lifts to give the local frame {x2∂x −
rx∂r, x∂ω} of γTZ.

Finally, near D ∩ B, we work in coordinates (ε, x′, ω) where x′ = s−1 =
ε/x. Then

π∗X({ρ2∂ρ, ρ∂ω}) = {ε(x′)2∂x′ , εx′∂ω},

and the identification extends also to points near D ∩B.
Note in particular that on global sections, we have a ‘lifting map’ π∗X

π∗X(Vsc(X)) ⊂ Vγ(Z). (3.6)

�

Note that
γTZ = ρDρB

̺TZ = ερ−1
X ρB

̺TZ, (3.7)

where the bundle ρ−1
X ρB

̺TZ can be defined (as for other rescaled versions
of the tangent bundle) by its space of sections so that

ρXC
∞(Z; ρ−1

X ρB
̺TZ) = ρBC

∞(Z; ̺TZ).

We observe that the restriction ρ−1
X ρB

̺TZ|D of this bundle is precisely the
conic tangent bundle cTD introduced in §2.9.

The point of this is that the scaling map µ : γTZ −→ γTZ given by
multiplication by ε, which vanishes over the boundary, extends to define a
global isomorphism

µ : ρBρ
−1
X

̺TZ
∼=

−→ γTZ.

Proposition 3.2. There are natural vector bundle isomorphisms
γTZ|Xj

∼= scTXj , j = 0, . . . , N.

Composition of µ−1 and restriction to D determines a “rescaled restriction”
isomorphism

µ−1 : γTZ|D ∼= cTD. (3.8)

Proposition 3.3. Let g be a scattering metric on X, and set g̃ = π∗X(g).
Then g̃ is a smooth metric on γTZ with the following properties:

(a) The restriction g0 of g̃ to X0 is identically equal to g.
(b) The restriction gj of g̃ to Xj is a scattering metric, which is Euclidean

with respect to the identification Xi
∼= R3.

(c) With respect to (3.8), the rescaled restriction gD ∼= g|D defines a smooth
cone metric on D, i.e., a positive definite section of cTD. In fact, gD
is the lift over D −→ S

2 × [0,∞] of the Euclidean metric on R3.
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(d) If g is the Euclidean metric on X to begin with, then over a product
neighborhood of B, π∗Xg is independent of ε.

Proof. Parts (a), (b), and (c) hold if X is a general scattering manifold with
boundary Y and we prove it in this generality.

Note first that Proposition 3.1 implies that the lift g̃ is a smooth metric
(uniformly up to the boundary) on γTZ. It is thus enough to prove (a)—(d)
at interior points of the boundary hypersurfaces of Z.

The hypersurface D1 of Z1, being the (positive) projectivization of the
normal bundle of the corner Y × {0} in Z0, is diffeomorphic to the cylinder
Y × [0,∞]. Here we think of [0,∞] as the set of ratios [ρ : ε] where ρ is a
given defining function of the boundary hypersurface Y .

We calculate first the lift of an exact scattering metric g on X to Z1. If

g =
dρ2

ρ4
+
h(ρ, y; dy)

ρ2
(3.9)

and s = ε/ρ, we have, near D,

g =
1

ε2
(gD +O(ε)) (3.10)

where

gD = ds2 + s2h(0, y; dy) (3.11)

and O(ε) denotes a section of S2T ∗ whose length with respect to gD is O(ε),
uniformly if s is bounded away from 0. This proves part (c), at least away
from B ∩D1. Near this corner, we should use s̃ = ρ/ε and then the lift of
the metric takes the form

g =
1

ε2

(
ds̃2

s̃4
+
h(εs̃, y, dy)

s̃2

)
(3.12)

For the euclidean metric, we have that h is independent of ρ, and in this
case

ε2g =
ds̃2

s̃4
+
h(y, dy)

s̃2

is independent of ε as required, proving part (d). The analogue of part (d)
holds in the general setting of scattering manifolds if g is exactly conical in
a collar neighbourhood of Y .

Now consider an interior point p of D1. If we choose local coordinates
(ζµ) = (ζ1, . . . , ζn) in D1 centred at p, then the lifted metric can be written

g̃ =
1

ε2
(g̃µν(ζ)dζ

µdζν +O(ε))

Blowing up p corresponds to introducing vµ = ζµ/ε as new coordinates, and
the metric lifts as

g̃(εv)µνdv
µdvν +O(ε)

so that the restriction to the new face is the euclidean metric

g̃(p)µνdv
µdvν .
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This proves (a) and (b). �

3.3. Bogomolny equation. We begin with a general discussion of smooth
bundles and connections over manifolds with corners such as Z: compare
with the parallel discussion for manifolds with boundary in §2.1. In general
if Z is a manifold with corners, a smooth principal G-bundle P −→ Z is
defined in terms of smoothness of the data up to (and, as always, including)

the boundary. It is equivalent to assume that Z ⊂ Ẑ where Ẑ is some
manifold without boundary of the same dimension as Z, and that P is the
restriction to Z of some smooth G-bundle on Ẑ. A smooth G-connection A
on P is defined similarly in terms of smoothness of data up to the boundary
(which is again equivalent to the assumption that A is the restriction of a

smooth connection on P̂ −→ Ẑ).
Let V be any bundle associated to P . If H is any boundary hypersurface

of Z, then there is a restriction map on sections of V ; also A defines a
restricted connection AH on P |H −→ H.

Conversely if {Ha}, a = 1, . . . , p, is an enumeration of the boundary
hypersurfaces of Z and sa ∈ C∞(Ha, V |Ha), satisfying the compatibility
conditions

sa|Ha ∩Hb = sb|Ha ∩Hb (3.13)

for all pairs a and b, then there is an extension s ∈ C∞(Z, V ) of the sa, i.e.
s|Ha = sa for each a. This follows from the (much more general) results
in [Mel92]. The key point is that if sa vanishes at Ha ∩Hb, then it has an
extension s̃a which vanishes to the same order at Hb. To see how this implies
the general extension result, suppose by induction that we have already have
a partial extension s̃ with the property s̃|Ha = sa for a = 1, . . . b − 1. Let
t = sb − s̃|Hb. By the compatibility conditions (3.13),

t|Ha ∩Hb = 0 for a = 1, . . . , b− 1.

Let t̃ be an extension of t to Z which also vanishes at the Ha for a =
1, . . . , b − 1. Then s̃ + t̃ is smooth and its restriction to Ha is sa for a =
1, . . . , b, completing the inductive step.

As in Proposition 2.3 there is an analogous result for connections: if (Aa)
is a collection of connections in P |Ha, which agree over Ha ∩Hb, then there
is a connection A on P −→ Z such that A|Ha = Aa for each a.

With these preliminaries out of the way, suppose that P = π∗XPX is a
principal SU(2)-bundle on our gluing space Z with a smooth connection A,
PX −→ X being a principal SU(2)-bundle over X. Let V −→ Z be any
associated vector bundle. By composing the covariant derivative operator

d̂A : C∞(Z;V ) −→ C∞(Z;T ∗Z ⊗ V )

with the natural map
T ∗Z −→ γT ∗Z (3.14)

(dual to the inclusions (3.4)) we define the associated γ covariant derivative

dA : C∞(Z;V ) −→ C∞(Z; γT ∗Z ⊗ V ).
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This operator, which differentiates along the fibres of ̺, will be our main

concern, which is the reason for writing d̂A for the ‘ordinary’ covariant de-
rivative. We will be interested in the case V = p.

As a matter of notation, we write γΛk for the bundle
∧k γT ∗Z, and we

note that the projection map (3.14) extends to define

C∞(Z; Λk) −→ (ρBρD)
kC∞(Z; γΛk)

since (3.14) factors through ̺T ∗Z = (ρDρX)γT ∗Z. The following is imme-
diate:

Lemma 3.4. If A is a smooth connection and Φ ∈ C∞(Z; p), then

dAΦ ∈ (ρBρD)C
∞(Z; γΛ1 ⊗ p),

FA ∈ (ρBρD)
2C∞(Z; γΛ2 ⊗ p).

(3.15)

We consider now the fiberwise Bogomolny equation on Z:

B(A,Φ) = ∗FA − dAΦ = 0, (3.16)

where A is a (relative) connection, Φ is a section of p, and

∗ = ∗g̃ : γΛk ∼=
−→ γΛ3−k

is the relative Hodge star induced by the γ metric g̃.
As the fibers of Z for ε > 0 are canonically identified with (X, g), with

γTZ ∼= scTX there, a solution to (3.16) represents a smooth family of Eu-
clidean monopoles parameterized by ε ∈ (0,∞). We shall construct such
families3 by extending monopole data initiall defined on ̺−1(0) to nearby
fibers ̺−1(ε).

From Lemma 3.4 we obtain:

Proposition 3.5. For any smooth data (A,Φ) on Z, we have

B(A,Φ) = ρBρDC
∞(Z, γΛ1 ⊗ p).

If the restriction (Aj ,Φj) of (A,Φ) satisfies

B(Aj ,Φj) = 0 on Xj

for each j, then

B(A,Φ) ∈ ρBρDρXC
∞(Z, γΛ⊗ p).

Finally, if in addition ∇A|D(Φ|D) = 0 over D,

B(A,Φ) ∈ ρ2Bρ
2
DρXC

∞(Z, γΛ⊗ p) (3.17)

3Although they will only be conormal, not smooth
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3.4. Ideal monopoles and pregluing configurations.

Definition 3.6. An ideal SU(2)-monopole, ι, on Z, is the restriction to
̺−1(0) of a smooth (A,Φ) defined near the boundary of Z, satisfying (3.17),
and such that A|D is an SU(2) Dirac monopole connection. In this situation
we say that (A,Φ) represents the ideal monopole ι.

In the next section we shall discuss this notion further and in particular
moduli spaces of ideal monopoles. It would be possible to give a definition
which is intrinsic to ̺−1(0) in terms of bundles and monopole data over D
and the Xj which agree at all the corners, but (3.6) will serve our present
purposes.

Proposition 3.7. Given any collection of monopoles (Aj ,Φj), with

[(A0,Φ0)] ∈ Mk0 , [(Aj ,Φj)] ∈ Mkj for j = 1, . . . , N,

there exists an ideal monopole whose restriction to Xj is the given data
(Aj ,Φj).

Proof. Let U = {0 ≤ ρD < δ} be a product neighbourhood of D. It is
convenient to work with vector bundles, so we denote by E the complex
rank-2 vector bundle associated to P by the fundamental representation of
SU(2). We can equip the restriction E|Xj with the monopole data (Aj ,Φj)
for each j. We can also assume that δ is chosen so small Φj|U ∩ Xj is
non-zero. Then as in §2 we have the decomposition

E|U ∩Xj = Lj ⊕ L−1
j (3.18)

into the eigenbundles of Φj . With respect to (3.18), we have

Φj = diag(im− φj ,−im+ φj)

and
Aj = diag(aj ,−aj) + bj (3.19)

where

φj =
ikj
2
ρD +O(ρ2D) (3.20)

and
bj ∈ ρ∞DC

∞(U ∩Xj , T
∗Xj ⊗ p1).

In (3.19), we have committed a slight abuse of notation; it is to be under-
stood that aj is a connection in Lj and −aj is the dual connection in L−1

j .
By Proposition 2.8 we have

†F (aj) =
ikj
2
. (3.21)

Now let L −→ U be a complex line bundle with

L|U ∩Xj = Lj.

By (3.21), the data {aj |D ∩ Xj} comprise a Dirac framing in the sense of
Definition 2.14. By Proposition 2.15, there exists a Dirac connection aD
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on L agreeing with aj over D ∩ Xj . Hence there exists a connection ãD
on L over U which agrees aj over Xj ∩ U and with aD over D. We now

define a connection A on L ⊕ L−1 by choosing smooth extensions b̃j of bj,

b̃j ∈ ρ∞DC
∞(Z, γT ∗Z ⊗ p1) and putting

A = diag(ã,−ã) +
N∑

j=0

b̃j .

Then A is smooth and it restricts to Aj over Xj and to the Dirac connection
AD over D.

If we define ΦD = diag(im,−im) with respect to the decomposition
E|D = L⊕L−1, then∇A|DΦD = 0 and moreover ΦD agrees over D∩Xj with
Φj for each j. Hence there is a smooth extension Φ ∈ C∞(Z; ad(P )) of these
data over Z. Then (A,Φ) represents the given ideal monopole configuration
as required. �

Before starting on solving the fibrewise Bogomonly equations in earnest,
it is convenient to introduce a better choice of smooth configuration repre-
senting a given ideal monopole. Thus we make the following definition:

Definition 3.8. A pregluing configuration is a smooth configuration (A,Φ)
on Z with the following properties:

(i)

B(A,Φ) = O(ρXρ
3
Dρ

∞
B ) (3.22)

(ii) ∇A is diagonal to infinite order with respect to the splitting

p = p0 ⊕ p1 := spanCΦ⊕ Φ⊥ (3.23)

in a product neighbourhood of D.

Proposition 3.9. Let ι be an ideal monopole configuration on Z. Then
there exists a pregluing configuration on Z which represents ι.

Proof. The proof is a continuation of the previous proposition and we make
use of the notation established there. Let (A,Φ) be as constructed from
the boundary data in the proof of Proposition 3.7. In particular, B(A,Φ) =
O(ρ2Bρ

2
DρX) and A|D is an SU(2) Dirac connection.

To see how to improve the order of vanishing at D, use ε = ρDρX to write
the Taylor expansion of Φ in U in the form

Φ = Φ0 + εΦ1 +O(ρ2D), Φ1 ∈ ρ−1
X C∞(D; p).

Then

dAΦ = dAΦ0︸ ︷︷ ︸
O(ρD)

+ εdAΦ1︸ ︷︷ ︸
O(ρ2D)

+O(ρ3D)

as a section of γΛ1 ⊗ p. (Note that ε commutes with the γ connection dA
since [ε,V̺] = 0 by definition. By contrast, ρD does not commute with dA.)
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Hence

B(A,Φ) = − dAΦ0︸ ︷︷ ︸
O(ρD)

+ ∗FA − εdAΦ1︸ ︷︷ ︸
O(ρ2D)

+O(ρ3D) ∈ C∞(U ; γΛ1 ⊗ p)

To interpret this in terms of the geometry of D we make use of the rescaled
restriction isomorphism

(µ−1)∗ : γΛkZ|D ∼= cΛkD (3.24)

dual to (3.8). There is a commutative diagram

γΛkZ|D
γΛk+1Z|D

cΛkD cΛk+1D

d

(µ−1)∗

ε d

(µ−1)∗

(3.25)

and likewise dA is intertwined with ε dA|D, where dA|D is the covariant de-
rivative of scattering/conic type on D induced by the restriction of A. It
follows that

B(A,Φ) = −εdA|DΦ0 + ε2(∗DFA|D − dA|DΦ1) +O(ρ3D), (3.26)

where we are regarding the coefficients of εk as sections of cΛ1D ⊗ p. Van-
ishing of the first term has already been discussed. In order for the term in
parentheses to vanish, we need

∗DFA|D − dA|DΦ1 = 0 (3.27)

which is to say that A|D is an SU(2) Dirac connection (cf. §2.9.1) with
abelian Higgs field Φ1.

In the previous proposition, we constructed A so that A|D was an SU(2)
Dirac monopole. So it remains to show that Φ can be constructed so that
Φ1 is an abelian Higgs field. For this, define

φD =
i

2

N∑

j=0

kj
|ζ − ζj|

(3.28)

so that ∗DdφD is the curvature F (aD) of aD. If we choose ρj = ρXj
= |ζ−ζj|

near D ∩Xj , then clearly

ψ := ρ0 · · · ρNφD ∈ C∞(D)

and ψ|D ∩Xj = ikj/2. Similarly ψj = ρ−1
D φj is smooth on Xj and ψj|D ∩

Xj = ikj/2 by (3.20). Let ψ̃ be a smooth extension of ψD and the ψj to Z,

and let φ̃ = (ρ0 · · · ρN )−1ψ̃. By construction, εφ̃|Xj ∩ U = φj , and near any
interior point of D,

φ̃ = φD +O(ε). (3.29)

We now define Φ1 = diag(φ̃,−φ̃) and by construction Φ0 + εΦ1 is smooth
and has the correct Taylor expansion at D.
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Finally, to arrange the vanishing of B(A,Φ) to infinite order near B, note
that a neighbourhood U = U ∩ {0 ≤ ρB ≤ δ′} can be identified with the
product of {0 ≤ ρD < δ} with a neighbourhood U ′ of S∞ in D, in such a
way that the fibrewise metric g̃ on ρD = ε is independent of ε in U (part (d)
of Proposition 3.3). In such a neighbourhood we can choose the extensions

ã and φ̃ also to be independent of ε. We may also suppose that all b̃j = 0 in
this neighbourhood. Then the argument leading to (3.26) has no error term
here and gives

B(A,Φ) = ∗FA − dAΦ ∼= ε2∗DFA|D − εdA|D(εφD) ≡ 0 over U

as required. �

3.5. The iteration. Suppose (A,Φ) is a pregluing configuration. The task
is now to find a perturbation (a, φ) such that B(A + a,Φ + φ) vanishes to
high order in ε.

For (a, φ) ∈ C∞(Z; (γΛ1 ⊕ γΛ0)⊗ p),

B(A+ a,Φ+ φ) = B(A,Φ) +DBA,Φ(a, φ) +Q(a, φ)

DBA,Φ(a, φ) = ∗dAa− dAφ+ [Φ, a],

Q(a, φ) = ∗[a, a]− [a, φ]

The linear operator DBA,Φ is not elliptic owing to the action of the gauge
group. To remedy this, we impose the Coulomb gauge condition

d∗A,Φ(a, φ) = d∗Aa− [Φ, φ] = 0 ∈ C∞(Z; p). (3.30)

just as in the discussion in §2.6, where now d∗A is the formal adjoint of the
γ-covariant derivative dA on p. Over the ε > 0 fibers of Z, this condition
is known to determine a slice for the action of the gauge group provided
(a, φ)|ε is sufficiently small.

Later, when we take into account the parameters of the gluing construc-
tion, we will show that (3.30) determines a slice globally and uniformly in
the parameters, for sufficiently small ε (c.f. Theorem 5.8).

Thus we seek to solve

B(A,Φ) + L(a, φ) +Q(a, φ) = 0

L = DBA,Φ + d∗A,Φ,

L(a, φ) =

[
∗dA −dA
−d∗A 0

] [
a
φ

]
+ ad(Φ)

[
a
φ

] (3.31)

where L is the operator (2.47) acting along the fibres of ̺.
Over Xj , dA restricts to the covariant derivative dAj

acting on sections of
scΛ∗Xj ⊗ p ∼= γΛ∗ ⊗ p|Xj

, and ∗ is identified with the Hodge star associated
to the metric gj . A consequence is the following:

Proposition 3.10. Denote by Lj the operator L(Aj ,Φj) over Xj . Then

L|Xj = Lj in the sense that if (a, φ) ∈ C∞(Z; γΛ⊗ p), then

(L(a, φ))|Xj
= Lj((a, φ)|Xj

) ∈ C∞(Xj ;
scΛ⊗ p).
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At D the situation is a bit more complicated. First, we decompose L
according to the splitting p = p0 ⊕ p1 near D. Note that, as a section of
p0, Φ acts trivially on p0 and nondegenerately on p1. Combined with the
assumption that A is diagonal to infinite order, we may write

L =

(
L0 O(ρ∞D ρ

∞
B )

O(ρ∞D ρ
∞
B ) L1 +Φ1

)
(3.32)

with respect to p = p0 ⊕ p1, where Φ1 denotes the nondegenerate restriction
to p1.

We focus attention on L0; we will not need to consider L1 + Φ1 until
§5. Using the fact that A is trivial on p0 = q at D, the diagram (3.25),
and the fact that ∗ is interwtined with ∗D under the rescaled restriction
isomorphism, we have the following

Proposition 3.11. The rescaled restriction limε→0 ε
−1L0 of L0 is the op-

erator
LD : C∞(D; cΛ) −→ C∞(D; cΛ),

LD(a, φ) =

[
∗Dd −d
d∗ 0

] [
a
φ

]

in the following sense: if (a, φ) ∈ C∞(U ; (γΛ1⊕ γΛ0)⊗ p0), then with respect
the rescaled restriction isomorphism (3.24)

(ε−1L0(a, φ))|D ∼= LD((a, φ)|D) ∈ C∞(D; cΛ1 ⊕ cΛ0).

The operators LX and LD are analyzed in Appendix C, in particular
the regularity of solutions to L•u = f is discussed. In order to state these
results, and for the formal construction below, we first need to introduce
a weakening of smoothness to allow functions with asymptotic expansions
having logs and noninteger powers of boundary defining functions.

3.6. Polyhomogeneity. Briefly, a polyhomogeneous function is one having
a complete asymptotic expansion at all boundaries with terms of the form
xs(log x)p where x is a boundary defining function. The exponents (s, p) ∈
R × N0 which appear in the expansion are recorded by a (real) index set,
which is a discrete subset E ⊂ R× N0 satisfying the property that for each
α ∈ R, there are only finitely many (s, p) ∈ E with s ≤ α, and only finitely
many (s, p) for each fixed s. An index set is smooth if

(s, p) ∈ E =⇒ (s+ n, q) ∈ E, ∀ n ∈ N0, 0 ≤ q ≤ p.

Unless otherwise specified, all index sets will be smooth.

Definition 3.12. If X is a manifold with boundary, then the polyhomoge-
neous space, AE(X), is the space of smooth functions on X \ ∂X having an
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asymptotic expansion

u ∼
∑

(s,p)∈E

u(s,p)x
s(log x)p, u(s,p) ∈ C∞(∂X)

where x is a boundary defining function for ∂X, and the equivalence is
modulo x∞C∞(X). The finiteness condition on E insures that such sums
are Borel summable. If E is smooth then AE(X) is independent of the
choice of x.

Suppose now that X is a manifold with corners with boundary hypersur-
faces H1, . . . ,HN , and let E = (E1, . . . , EN ) be an index family, meaning
an N -tuple of smooth index sets. Then AE(X) is recursively defined as the
space of smooth functions on X \ ∂X having asymptotic expansions

u ∼
∑

(s,p)∈Ek

u(s,p)ρ
s
k(log ρk)

p, u(s,p) ∈ AE(k)(Hk).

Here E(k) is the index family obtained from E which is associated to bound-
ary hypersurfaces of Hk, which consist of connected components of Hk ∩Hj

for various j.
If V −→ X is a vector bundle, the spaces AE(X;V ) are defined as above

in terms of local trivializations.

There are a number of notational conventions and operations on in-
dex sets which we use below. First, we identify s ∈ R with the smallest
smooth index set containing (s, 0), namely {(s+ n, 0) : n ∈ N0}. In particu-

lar, As(X) ≡ xsC∞(X) for a manifold with boundary, and A(s1,...,sN )(X) =
ρs11 · · · ρsNN C∞(X) for a manifold with corners. We also write ∞ for the
empty index set, which is consistent with the identity A∞(X) = x∞C∞(X).

We order elements of R × N0 lexicographically, with the opposite order
on N0, so that

(s, p) < (t, q) ⇐⇒ s < t, or s = t and p > q.

(This is consistent with the idea that O(xs(log x)p) has worse decay than
O(xt(log x)q) as x → 0.) We then order index sets by comparing their
minimal elements (which exist by the finiteness conditions) with respect to
this order: thus E < F (respectively E ≤ F ) if and only if minE < minF
(respectively minE ≤ minF ). In particular, for m ∈ R,

E > m ⇐⇒ min {s : (s, p) ∈ E} > m,

E ≥ m ⇐⇒ E > m, or (m, 0) ∈ E but (m, p) /∈ E ∀ p ≥ 1,

and if X is a manifold with boundary, AE(X) ⊂ C0(X) if and only if E ≥ 0
and AE(X) ⊂ C0

0 (X) if and only if E > 0.
If E and F are (smooth) index sets, then so too are E + F and E ∪ F .

These correspond respectively to multiplication and addition of sections of
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V , in the sense that

AE(X;V )×AF (X;W ) ∋ (u, v) 7−→ u⊗ v ∈ AE+F(X;V ⊗W ),

AE(X;V )×AF (X;V ) ∋ (u, v) 7−→ u+ v ∈ AE∪F (X;V ).

The extended union of E and F , denoted E∪F , is the index set

E∪F = E ∪ F ∪ {(s, p+ q + 1) : (s, p) ∈ E, (s, q) ∈ F} .

This arises in the context of fiber integration [Mel92].
Finally, we introduce one more notational convention which will be used

below. For n ∈ Z, k ∈ N0, let

(n, k) = {(n+ l, j) : l ∈ N0, 0 ≤ j ≤ k + l} .

This is the smallest smooth index set containing {(n+ l, k + l) : l ∈ N0},

and A(n,l)(X) consists of functions whose asymptotic expansions have loga-
rithmic terms with powers growing linearly with the powers of x.

3.7. Formal solution. The key solvability properties of LX and LD, proved
in Appendix C, are summarized in the following:

Theorem 3.13 (Thm. C.5.(b), Thm C.9.(b)).

(a) Let f ∈ A∗(X; (scΛ1 ⊕ scΛ0) ⊗ p) with f = f0 ⊕ f1 near ∂X with fi ∈
AFi(X; scΛ∗ ⊗ pi), i = 1, 2, and suppose Fi >

3
2 . Then there is a unique

solution to LXu = f with u in Null(LX)⊥ with respect to the L2 pairing
over X, and u ∈ A∗(X; (scΛ1⊕ scΛ0)⊗p) with u = u0⊕u1 ∈ AE0 ⊕AE1

near ∂X, where

E0 = (2, 0)∪(F0 − 1), E1 = F1.

(b) let f ∈ AFX ,FB(D; cΛ1 ⊕ cΛ0) with FB > 3
2 and FX > −3

2 . Then there

exists a unique solution to LDu = f with u ∈ AEX ,EB(D; cΛ1 ⊕ cΛ0)
where

EX = (0, 0)∪(FX + 1). EB = (2, 0)∪(FB − 1),

This leads to the following technical result, which is fundamental to the
iterative step in our construction.

Lemma 3.14. Denote the bundle (γΛ1⊕γΛ0)⊗p byW , and in a neighborhood
U of D∪B, write Wi = (γΛ1⊕ γΛ0)⊗pi. In the following statements, both f
and u have rapidly vanishing W1 components in U , i.e., the W1 projections
of their restrictions to U lie in A∞D,∞B,∗X (U ;W1).

(a) Let f ∈ A(2,j)D ,0X ,∞B(Z;W ). Then there exists u ∈ A(1,j+1)D,0X ,∞B(Z;W )
such that

Lu− f ∈ A(2,j+1)D ,1X ,∞B(Z;W ).
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(b) Let f ∈ A0D,(−1,j)X ,∞B(Z;W ) be arbitrary. Then there exists u ∈

A0D ,(0,j+1)X ,(2,0)B (Z;W ) supported in a neighborhood of D, such that

Lu− εf ∈ A2D,(0,j+1)X ,∞B(Z;W ),

and furthermore, the W1 projection of u vanishes identically.

Observe that the index set 0 = (0, 0) means a smooth expansion up to a
given face, 1 and 2 means smooth and vanishing to first and second order,
respectively, and ∞ means rapid decay.

Proof. By Theorem 3.13, we can solve LXuX = f |X for a unique uX ∈
AE(X) ∩Null(LX)⊥ where

E0 = (2, 0)∪(1, j) ⊂ (1, j + 1),

E1 = F1 = ∞.
(3.33)

In a product neighborhood of X which does not meet B, we define

u = χ(ρX)uX ∈ A(1,j+1)D,0X ,∞B(Z;W )

where χ is a smooth cutoff and we confuse uX with its pullback to a function
independent of ρX . Now L can be expressed as ρDρB times a first order
operator of ̺ type; in particular we have

L : AFD,FX ,FB(Z;W ) −→ ρDρBA
FD,FX ,FB(Z;W ) = AFD+1,FX ,FB+1(Z;W ),

so it follows that Lu ∈ A(2,j+1)D,0X ,∞B . However, by construction Lu and f
are polyhomogeneous sections smooth in ρX which have the same restriction
to X, so their difference vanishes to first order there.

The second result is similar. We solve LDuD = f |D for a unique uD ∈
AEX ,EB(D;W0) with

EX = (0, 0)∪(0, j) = (0, j + 1), EB = (2, 0).

Letting u be any smooth extension of uD off of D as a section of W with
identically vanishing p1 component, it follows that L(ε−1u) = ε−1L(u) ∈

A0D,(−1,j+1)X ,(3,0)B and f have the same restriction at D, so

Lu− εf ∈ εA1D ,(−1,j+1)X ,(3,0)B (Z;W ) = A2D,(0,j+1)X ,(3,0)B (Z;W ).

Finally, since there is a neighborhood of B in which A and the metric are
independent of ε, Proposition 3.11 extends to say that the restriction of L0

to any ε fiber of this neighborhood agrees with εLD there, so we may take
the extension u over this neighborhood to satisfy εLDu0(ε) = εf0(ε), where
f0 is the W0 projection of f , and then it follows that

Lu− εf ∈ = A2D,(0,j+1)X ,∞B(Z;W )

since Lu0 − εf0 vanishes identically near B while u1 and f1 are rapidly
vanishing. �

We return now to the equation (3.31), and the main result of this section.
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Theorem 3.15. Let (A,Φ) be a smooth pregluing configuration as in Def-
inition 3.8. Then there exists a solution (a, φ) ∈ AF (Z; (γΛ1 ⊕ γΛ0) ⊗ p)
to

B(A,Φ) + L(a, φ) +Q(a, φ) = 0 mod ε∞C∞(Z; (γΛ1 ⊕ γΛ0)⊗ p)

where

F = (FD, FX , FB), FD = {(n, 2n − 4) : 2 ≤ n ∈ N} ,

FX = (1, 0) ∪ {(n, 2n − 3) : 2 ≤ n ∈ N} , FB = (2, 0).
(3.34)

In other words, B(A+a,Φ+φ) = 0 (along with the Coulomb gauge condition
d∗(A,Φ)(a, φ) = 0) is satisfied up to an error which is smooth on Z and rapidly

vanishing in ε.
Furthermore, the p1 components of (a, φ) are rapidly vanishing in ρD and

ρB, and each coefficient in the expansion of (a, φ) at Xj is L2 orthogonal to
Null(LX).

Proof. Define

N(a, φ) = L(a, φ) +Q(a, φ) + B(A,Φ),

so we wish to solve N(a, φ) = 0 mod ε∞. For notational convenience, for
the remainder of the section we will denote (a, φ) by a single letter and omit
the bundle (γΛ1 ⊕ γΛ0)⊗ p from the notation.

Though the proof is by induction, we take the first few steps by hand
to illustrate the main idea before stating the full inductive step. From the
construction of the initial data (A,Φ), we begin with

N(0) = B(A,Φ) = εf, f ∈ A2D,0X ,∞B(Z),

with p1 components which are rapidly vanishing in ρD and ρB . Expanding
in ρX , We write the error as

N(0) = ε(f ′ + f ′′), f ′ ∈ A2D,0X ,∞B(Z), f ′′ ∈ A2D ,1X ,∞B(Z).

By Lemma 3.14, there exists v ∈ A(1,0)D ,0X ,∞B(Z) such that Lv + f ′ ∈

A(2,0)D ,1X ,∞B(Z) (that the index set is (2, 0) rather than (2, 1) at D fol-
lows from the fact that the forcing term is smooth; in (3.33) we have

(2, 0)∪ (1, 0) ⊂ (1, 0)). Since v has rapidly vanishing p1 components at
D ∪ B, and since the quadratic pairing is trivial on p0, it follows that
Q(v) ∈ A∞D,0X ,∞B(Z). Then

εv ∈ AF (Z),

N(εv) = ε(Lv + f ′) +Q(εv) + εf ′′ = εh̃, h̃ ∈ A(2,0)D,1X ,∞B(Z).

(Here we have used that L commutes with ε and Q(εv) = ε2Q(v).) Since v
has rapidly vanishing p1 components, so does this new error term.

The next step is to factor out ε2 = (ρDρX)2 and, expanding in ρD, write
the new error term as

N(εv) = ε3(h′ + h′′), h′ ∈ A0D,−1X ,∞B(Z), h′′ ∈ A(1,1)D ,−1X ,∞B(Z).
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There exists w ∈ A0D,(0,1)X ,(2,0)B (Z) such that Lw+ εh′ ∈ A2D ,(0,1)X ,∞B(Z)
by Lemma 3.14, and then

ε2w ∈ AF(Z),

N(εv + ε2w) = ε2(f̃ + g̃),

f̃ = εh′′ ∈ A(2,1)D ,0X ,∞B(Z)

g̃ = (Lw + εh′) + ε2Q(v,w) + ε2Q(w) = Lw + εh′ ∈ A2D,(0,1)X ,∞B(Z).

Here we abuse notation by confusing Q and its associated bilinear form, and
we use the fact that since w is supported nearD and has identically vanishing

p1 component, Q(w, ·) ≡ 0. Again w, f̃ and g̃ have rapidly vanishing p1
components.

A key point in the iteration to follow is that we keep separate track of
the error terms which have growth in their powers of log ρD but not log ρX ,

such as f̃ above, and those which have growth in their powers of log ρX but
not log ρD, such as g̃.

Finally, observe that g̃ has leading order at X given by log ρX . Using the
identity log ρX = log ε − log ρD, this may be effectively removed, allowing
us to write

g̃ = log εg0 + g1, gj ∈ A(2,j)D,(0,0)X ,∞B(Z),

where (n,m) denotes the smallest smooth index set containing (n,m), namely
{(k, l) : n ≤ k, 0 ≤ l ≤ m}.

Now we begin the induction. Suppose that we have un ∈ AF (Z) with

N(un) = εn(log ε)2n−3(g0) + εn(log ε)2n−4(g1 + f1)+

· · · + εn(log ε)0(g2n−3 + f2n−3) +O(εn+1)

fj ∈ A(2,j)D ,0X ,∞B(Z), gj ∈ A(2,j)D ,(0,0)X ,∞B(Z),

all having rapidly vanishing p1 components near D ∪B, and where O(εn+1)
denotes a finite number of terms of the form above with n replaced bym > n.
Furthermore, suppose that, with respect to pairing by the bilinear form,

Q(un, ·) =
n−1∑

m=1

εm
2m−3∑

j=0

(log ε)jQ(ũm,j, ·), ũm,j ∈ A∞D,0X ,∞B(Z), (3.35)

i.e., with respect to multiplication, un has an expansion in εm(log ε)j with
coefficients which are smooth at X and rapidly vanishing elsewhere. The

case n = 2 is furnished by u2 = εv + ε2w above, with f1 = f̃ .
Expanding in ρX , we write

gj = g′j + g′′j , g′j ∈ A(2,j)D ,0X ,∞B(Z), g′′j ∈ A(2,j)D,(1,1)X ,∞B(Z),

fj = f ′j + f ′′j , f ′j ∈ A(2,j)D ,0X ,∞B(Z), f ′′j ∈ A(2,j)D,1X ,∞B(Z).
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Invoking Lemma 3.14, for each j there exists vj ∈ A(1,j+1)D ,0X ,∞B(Z) such

that Lvj + (g′j + f ′j) ∈ A(2,j+1)D,1X ,∞B(Z) for each j. Then

εnv := εn(log ε)2n−3v0 + · · · + εn(log ε)0v2n−3 ∈ AF(Z),

N(un + εnv) = εn(log ε)2n−3(h̃1 + k̃0) + εn(log ε)2n−4(h̃2 + k̃1)+

· · ·+ εn(log ε)0(h̃2n−2 + k̃2n−3) +Rn+1

k̃j = g′′j ∈ A(2,j)D,(1,1)X ,∞B(Z),

h̃j = (Lvj−1 + g′j−1 + f ′j−1) + f ′′j ∈ A(2,j)D,1X ,∞B(Z),

Rn+1 = 2Q(un, ε
nv) +Q(εnv) = O(εn+1)

Next, before solving atD, we factor out ε2 = (ρDρX)2 and use the identity
(log ρD)

j = (log ε − log ρX)j to remove the leading powers of log ρD and
distribute them as powers of log ε and log ρX . Thus we may write

N(un + εnv) = εn+2(log ε)2n−2(h0) + εn+2(log ε)2n−3(h1 + k1)+

· · ·+ εn+2(log ε)0(h2n−2 + k2n−2) +Rn+1,

hj ∈ A(0,0)D ,(−1,j)X ,∞B(Z), kj ∈ A0D,(−1,j)X ,∞B(Z).

Expanding in ρD, we write

hj = h′j + h′′j , h′j ∈ A0D ,(−1,j)X ,∞B(Z), h′′j ∈ A(1,1)D ,(−1,j)X ,∞B(Z),

kj = k′j + k′′j , k′j ∈ A0D ,(−1,j)X ,∞B(Z), k′′j ∈ A1D,(−1,j)X ,∞B(Z).

By Lemma 3.14, there exist wj ∈ A0D,(0,j+1)X ,(2,0)B(Z) such that Lwj +

ε(h′j + k′j) ∈ A1D,(0,j+1)X ,∞B(Z) for each j. Then

εn+1w := εn+1(log ε)2n−2w0 + · · ·+ εn+1(log ε)0w2n−2 ∈ AF (Z),

N(un + εnv + εn+1w) = εn+2(log ε)2n−2(f̃0 + g̃1) + εn+2(log ε)2n−3(f̃1 + g̃2)+

· · ·+ εn+2(log ε)0(f̃2n−2 + g̃2n−1) +Rn+1

f̃j = h′′j ∈ A(1,1)D,(−1,j)X ,∞B(Z),

g̃j = (Lwj−1 + ε(h′j−1 + k′j−1)) + k′′j ∈ A1D ,(−1,j)X ,∞B(Z).

Here we use that Q(w, ·) ≡ 0 by the fact that w is supported near D with
vanishing p1 component. Finally, we set un+1 = un + εnv + εn+1w and
rewrite the leading log ρX terms as log ε− log ρD, after which we have

N(un+1) = εn+1(log ε)2(n+1)−3g0 + εn+1(log ε)2(n+1)−4(g1 + f1)+

· · ·+ εn+1(log ε)0(g2(n+1)−3 + f2(n+1)−3) +O(εn+2),

fj ∈ A(2,j)D ,0X ,∞B(Z), gj ∈ A(2,j)D ,(0,0)X ,∞B(Z).
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Here the fj include the leading terms from Rn+1, which has the form

Rn+1 = εn+1
2n−3∑

j=0

(log ε)jQ(ũ1,0, vj) +O(εn+2),

Q(ũ1,0, vj) ∈ A∞D,0X ,∞B(Z),

and O(εn+2) is used in the sense above. Note that un+1 satisfies (3.35)
since Q(ũm,j , vk) ∈ A∞D,0X ,∞B(Z) and Q(wj , ·) = 0. This completes the
induction. �

4. Moduli of ideal monopoles

In this section we determine the moduli space of ideal monopoles. More
precisely, we consider first the effect of passsng to equivalence classes with
respect to the appropriate notion of gauge transformation in §4.1, and then,
after discussing the moduli space of configurations ζ in §4.2, we consider in
§4.3 the effect of allowing the configuration data ζ of an ideal monopole to
vary.

4.1. Moduli of ideal monopoles for a fixed configuration of points.

The definition of an ideal monopole was given in §3.4. We shall now intro-
duce the appropriate notions of framing and gauge transformation and define
the moduli space of ideal monopoles for a fixed configuration ζ = (ζ1, . . . , ζN )
of points. Having fixed ζ, let Z = Z(ζ) be the corresponding gluing space.
Fix integers k0 ≥ 0, kj ≥ 1 (j = 1, . . . , N) and set

k∞ = k0 + k1 + · · ·+ kN . (4.1)

Definition 4.1. Let (A,Φ) be admissible monopole boundary data over
S∞ of charge k∞. Let ι be an ideal monopole represented by the smooth
configuration (A,Φ) on Z. We denote the restriction of (A,Φ) to D and
Xi by (AD,ΦD) and (Ai,Φi), respectively. We say that ι is framed by
(A,Φ) if (A,Φ)|B ∩ D = (A,Φ). We say that ι is centered if for j =
1, . . . , N , the (Aj ,Φj) represent an element of the centered moduli space
Mc

kj
(but not j = 0). The group of framed ideal gauge transformations GI

is the group of all restrictions to ̺−1(0) of elements of the group, GB ={
g ∈ C∞(Z(ζ); Aut(P )) : g|B = 1

}
, of gauge transformations acting by the

identity on B.
The moduli space of ideal monopoles (framed at S∞) for this fixed k and

ζ is denoted by Iζ,k, and sometimes abbreviated to Iζ . The moduli space

of centered ideal monopoles is denoted by Ic
ζ,k.

Proposition 4.2. For fixed ζ, k and framing (A,Φ), there exist diffeomor-
phisms

Iζ
∼=

−→ Mk0 ×Mk1 × · · · ×MkN ,

Ic
ζ

∼=
−→ Mk0 ×Mc

k1 × · · · ×Mc
kN
.

(4.2)
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Proof. Pick framings (admissible boundary data) (Aj ,Φj) over Sj = D∩Xj.
For each j, composing with an ideal gauge transformation if necessary, we
may assume that (Aj ,Φj)|Sj = (Aj ,Φj); fixing such data reduces the gauge

group to a subgroup GI of gauge transformations γ over ̺−1(0) such that
γ|Sj lies in the U(1) subgroup which preserves (Aj,Φj). Thus we have an
exact sequence

1 −→ GI,0 −→ GI −→ U(1)N+1 −→ 1 (4.3)

where GI,0 is the subgroup of gauge transformations which are the identity
at all corners. Thus

GI,0 = G0 × · · · ×GN (4.4)

and if we divide by this subgroup first we get the product

(C1 × · · · × CN )× (Mk0 ×Mk1 × · · · ×MkN ) (4.5)

where the product of principal U(1)-spaces C1×· · ·×CN is the moduli space
(2.84) of Dirac monopoles over D, framed at all boundary faces.

The j-th U(1) factor in (4.3) acts in the obvious way simultaneously on
the j-th S1 factor and the j-th moduli space (see (2.42)) in (4.5). Dividing
by U(1)N+1, we are left with the product of moduli spaces, as claimed. �

Remark. Though diffeomorphisms (4.2) exist, they are not canonical; differ-
ent choices amount to trivializations of the circles Cj in (4.5).

We next consider the global topological behavior of the parameters in our
gluing construction, and the circle factors in (4.5) will play a significant role.

4.2. Configurations of points. Denote by

CN = CN (R3) =
{
(z1, . . . , zN ) ∈ (R3)N : zi 6= zj, i 6= j

}

the configuration space of N distinct points in R
3. We denote the compo-

nents of each euclidean coordinate by zj = (z1j , z
2
j , z

3
j ).

We write
C∗
N = {(z1, . . . , zN ) : zi 6= zj 6= 0}

for the configurations of distinct nonzero points in R
3. By reindexing, we

have an identification of this space as a subset of CN+1:

C∗
N

∼= {(z0, z1, . . . , zN ) ∈ CN+1 : z0 = 0} , (4.6)

which is evidently a homotopy retraction.
This space may be decomposed by splitting off an overall scaling factor:

C∗
N

∼= E∗
N × (0,∞)ε, (4.7)

where

E∗
N =

{
(ζ1, . . . , ζN ) ∈ C∗

N :
∑

i |ζi|
2 = 1

}
∼= C∗

N/(0,∞)

represents configurations of nonzero points up to scaling, with the quotient
by the scaling action

(0,∞) × R
3 ∋ (ε, z) 7−→ z/ε ∈ R

3,
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The isomorphism (4.7) is given by

(z1, . . . , zN ) = (ε−1ζ1, . . . , ε
−1ζN ), (4.8)

which we will frequently make use of below. There is again a homotopy
retraction using (4.7), so that E∗

N ∼ C∗
N ∼ CN+1.

We partially compactify C∗
N to the space

C
∗
N := E∗

N × [0,∞),

where the set E∗
N × {0} represents configurations of points which have gone

off to infinity. Note that this captures both the directions ζi/ |ζi| ∈ S
2 = ∂R3

of the points as well as their “relative velocities”

(|ζ1| , . . . , |ζN |) ∈ (0, 1)N , |ζ1|
2 + · · ·+ |ζN |2 = 1.

We are interested in scattering tangent vectors and vector fields on C
∗
N ,

which are evidently generated by
{
ε2∂ε, ε∂ζij

}
, (subject to a relation coming

from the condition
∑

j |ζj|
2 = 1). However, there is another more convenient

frame. Indeed, a simple computation using (4.8) proves the following:

Proposition 4.3. The tangent vectors
{
∂zij

: j = 1, . . . , N, i = 1, 2, 3
}
⊂ TzC

∗
N

determine a global frame for the bundle TC∗
N , and extend by continuity to a

global frame for the scattering tangent bundle scTC
∗
N , giving a trivialization

scTC
∗
N

∼= (R3)N × C
∗
N . (4.9)

4.3. Moduli of ideal monopoles. We now consider the moduli space of
ideal monopoles, considering their configurations as part of the moduli. To
this end, we define here a provisional global version of the gluing space from
§3.1 which fibers over the partial compactification C

∗
N of C∗

N . (The gluing
space will be further enlarged in §5 to fiber over a bigger parameter space
involving the ideal monopoles themselves.)

Let X = R3 and begin with the product

Z0 = X × C
∗
N = X × E∗

N × [0,∞).

From (4.7), the interior of Z0 is identified with the space R3×C∗
N with coordi-

nates (z, z1, . . . , zN ) = (z, ζ1/ε, . . . , ζN/ε). The vertical diagonals {z = zj},
j = 1, . . . , N extend to Z0, where they meet the boundary in the corner
∂X × (E∗

N × {0}). As before, the first step is to set

Z1 = [Z0; ∂X × (E∗
N × {0})].

The front face, which we denote by D1, is diffeomorphic to S
2× [0,∞]×E∗

N ,

the leftmost factors of which we identify with the space [R3; {0}]. This
blow-up resolves the vertical diagonals, in the sense that they now meet
the boundary transversally over the interior of D1. Indeed, the Euclidean
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coordinate ζ = εz extends over ε = 0 to a coordinate on the interior of
D1, identified with R

3 \ {0}, and then the boundary of each vertical diag-
onal {z = zj} is the submanifold Pj = {ζ = ζj} ⊂ D1. We blow-up the
boundaries of these diagonals, setting

Z ′ = [Z1;P1, . . . ,PN ].

We denote the new front faces by X ′
j, j = 1, . . . , N and the lift of D1 by D′.

The lift of the original faces X × (E∗
N × {0}) and ∂X × (E∗

N × [0,∞)) are
denoted X ′

0 and B′, respectively. We set S ′
j = D′ ∩ X ′

j for j = 0, . . . , N and

S ′
∞ = D′ ∩ B′.
Note that D′ fibers over E∗

N and there is a natural identification

D′ ∼= [R3 × E∗
N ; {ζ = 0} , {ζ = ζ1} , . . . , {ζ = ζN}].

The fact that {ζ = 0} is blown up here (in fact already in D1) is consistent
with the identification (4.6).

For each fixed ζ = (ζ1, . . . , ζN ) ∈ E∗
N , the fiber of Z ′ over ζ is equal to the

gluing space Z = Z(ζ) constructed in §3.1. We consider now the problem

of obtaining families of ideal monopoles over the ε = 0 boundaries of Z ′

parameterized by their configurations ζ.

Lemma 4.4. For each j = 0, . . . , N , there is a canonical diffeomorphism

X ′
j
∼= R3 × E∗

N . (4.10)

Proof. The difference function

Z̊ ′ ∼= R
3 × C∗

N ∋ (z, z1, . . . , zN ) 7−→ w = z − zj ∈ R
3

extends to a smooth, bounded function on the interior of X ′
j. Indeed, ζ = εz

serves as an interior coordinate on D1, after which X ′
j arises from the blow-

up of ζ − ζj = ε(z − zj) at ε = 0, recovering the Euclidean coordinate
w = z − zj on the interior. Along with the projection X ′

j −→ E∗
N , this

gives a diffeomorphism X̊ ′
j
∼= R

3 × E∗
N . As for the boundary of X ′

j, the

function ζ − ζj : D1 −→ R
3 lifts to a map from D′ to [R3; {0}] sending

Sj to the front face of the blow-up of {0}, which along with D′ −→ E∗
N

gives a diffeomorphism S ′
j
∼= S

2 × E∗
N which is consistent with the radial

compactification of R3 × E∗
N

∼= X̊ ′
j. �

Lemma 4.5. The cohomology group H2(D′;Z) = H2(D̊′;Z) splits as a direct
sum

H2(D′;Z) ∼= Z
N+1 ⊕H2(E∗

N ;Z), H2(E∗
N ;Z) = Z

N(N+1)/2

with the first factor representing the cohomology of the fiber R3\{0, ζ1, . . . , ζN}

of D̊′. In terms of the generator ω of H2(R3 \ {0} ;Z) = Z, generators of
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H2(D′;Z) are given by

ξj = g∗jω, j = 0, . . . , N,

gj : D̊
′ ∋ (ζ, ζ1, . . . , ζN ) 7−→ ζ − ζj ∈ R

3 \ {0}
(4.11)

for the first factor, and

ηij = f∗ijω, 0 ≤ i < j ≤ N,

fij : D̊
′ ∋ (ζ, ζ1, . . . , ζN ) 7−→ ζi − ζj ∈ R

3 \ {0}
(4.12)

for the second, where we define ζ0 = 0.
There are canonical de Rham representatives of ξj and ηij given by the

pullbacks g∗j (τ) and f
∗
ij(τ), where

τ = ∗d
(
1
r

)
∈ C∞(R3 \ {0} ; Λ2), (4.13)

is the generator of H2(R3 \ {0} ;R).

Remark. It is convenient to allow i > j as well for the ηij, which are then
defined via ηij = −ηji; this follows from the action by −1 of the antipodal
map in R

3 \ {0} on H2(R3 \ {0} ;Z).

Proof. Consider the configuration spaces Cm = (R3)m \∆ for arbitrary m,
where here ∆ denotes the union of all pairwise diagonals. These admit fiber
bundle structures

Cm −→ Cm−1 (4.14)

with fiber R3\{z1, . . . , zm}, and it follows by induction onm and the spectral
sequence for (4.14) that H1(Cm;Z) = H3(Cm;Z) = 0 for all m and

H2(Cm+1;Z) = H2(R3 \ {z1, . . . , zm} ;Z)⊕H2(Cm;Z)

= Z
m ⊕ Z

m(m−1)/2 = Z
m(m+1)/2.

Moreover, H2(Cm;Z) is generated by the pullbacks of the generator ω of
H2(R3 \ {0} ;Z) via the maps

Cm −→ R
3 \ 0, (z1, . . . , zm) 7−→ zi − zj , 1 ≤ i < j ≤ m.

As a manifold with boundary, D′ has the same cohomology as its inte-
rior, D̊′, and the fiber bundle D̊′ −→ E∗

N is equivalent to the restriction
of CN+2 −→ CN+1 over the subspace E∗

N ⊂ CN+1 (which is a homotopy
retraction), via the relabelling (ζ, 0, ζ1, . . . , ζN ) = (z1, . . . , zN+2). �

A family of ideal monopoles represented by data on the fibers of Z ′ −→ C
∗
N

requires, as part of its definition, a family of SU(2)-Dirac connections on D′.
We take a moment to consider the existence of such connections.

In the first place, we require a U(1) bundle Q′ −→ D′ whose restriction to

each fiber over E∗
N has class (k0, . . . , kN ) ∈ H2([R3; {0, ζ1, . . . , ζN}];Z); that
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such bundles exist follows from Lemma 4.5. We call a bundle Q′ −→ D′

with

[Q′] =

N∑

j=0

kj ξj ∈ H2(D′;Z),

a universal Dirac bundle.
Next, we require a connection on Q′ restricting to a Dirac connection

fiberwise, which is to say that a solves the fiberwise abelian Bogomolny
equation with respect to some Higgs field φ. Set

φD′ =

N∑

i=0

ki g
∗
i

(
1
r

)
=

n∑

i=0

ki
|ζ − ζi|

,

and consider the 2-form

Fa =

N∑

j=0

kj g
∗
j (τ). (4.15)

Restricted to a fiber, D′, of D′ −→ E∗
N , this satisfies Fa|D

′ = ∗dφD′ |D′ by
(4.13). Evidently [Fa] = [Q′] ∈ H2(D′;R), so there exists a connection a
with curvature Fa, and since H1(D′;Z) = 0, the pair (Q′, a) is unique up to
isomorphism. In fact, pulling back a Dirac framing a on S2 to S ′

∞
∼= S2×E∗

N ,
we may assume that a|S ′

∞ = a, and two such connections are uniquely
gauge equivalent. We call such an a a universal Dirac connection, and the
association of a to a connection A on Q′×U(1)SU(2) will be called a universal
SU(2)-Dirac connection.

For each j = 0, . . . , N we likewise define a (unique up to isomorphism)
circle bundle with connection

(Lj , aj) −→ E∗
N , [Lj ] =

∑

i 6=j

kiηji ∈ H2(E∗
N ;Z),

with curvature

Faj =
∑

i 6=j

kif
∗
ji(τ)

over E∗
N . We call Lj a Gibbons-Manton circle factor, and make the following

Definition 4.6. The (weighted) Gibbons-Manton torus bundle correspond-
ing to k is

TGM =

N⊕

j=0

Lj −→ E∗
N . (4.16)

We equip TGM with the connection
⊕N

j=0 aj .

Proposition 4.7. Fix a degree kj bundle Qkj −→ S
2 with any Dirac framing

akj . Then with respect to the trivialization S ′
j
∼= S

2 × E∗
N , the restriction of
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a universal Dirac bundle (Q′, a) to S ′
j admits an isomorphism

(Q′, a)|S′
j

pr∗1(Qkj , akj)⊗ pr∗2(Lj , aj)

S ′
j S

2 × E∗
N

∼=

∼=

(4.17)

Proof. This is a computation in cohomology using the generators ξj and
ηij. As noted in the proof of Lemma 4.4, the isomorphism S ′

j
∼= S

2 × E∗
N

is obtained by what amounts to the change of variables (ζ, ζ1, . . . , ζN ) −→

(ζ ′ = ζ − ζj, ζ1, . . . , ζN ) on D̊1
∼= (R3 \{0})×E∗

N , after which S ′
j is identified

with the front face of the blow-up of ζ ′ = 0.
In terms of this change of coordinates, the map gj from (4.11) becomes

simply

gj(ζ
′, ζ1, . . . , ζN ) = ζ ′ ∈ R

3 \ {0} ,

so its extension, g̃j : D
′ −→ [R3; {0}], is identified over S ′

j with the projection
map

g̃j ∼= pr1 : S
′
j
∼= S

2 × E∗
N −→ S

2.

On the other hand, for i 6= j, the map gi can be written as

gi = gj − fij : (ζ
′, ζ1, . . . , ζN ) = ζ ′ − (ζi − ζj).

The extension, g̃i, to D′ never vanishes on S ′
j (it vanishes precisely over S ′

i,

which is disjoint), while ζ ′ ≡ 0 over S ′
j as an R

3-valued function, so we
obtain

g̃i|S′
j

∼= −fij ◦ pr2 : S
′
j
∼= S

2 × E∗
N −→ R

3 \ {0} .

It follows that the cohomology class [Q′] =
∑

i ki ξi restricts over S
′
j to

[Q′] = kjξj −
∑

i 6=j

kiηij ∼= kjω ⊕ [Lj] ∈ H2(S2 × E∗
N ) = H2(S2)⊕H2(E∗

N ).

The curvature form Fa behaves similarly. Indeed,the restriction of the
form (4.13) to the front face of the blow-up of the origin in R

3 is the standard
volume form on S

2, so it follows that

Fa
∼= pr∗1(Fakj

) + pr∗2(Faj ),

and since H1(S ′
j ;R) = 0, the respective bundles with connection (Q′, a)

and pr∗1(Qkj , akj )⊗ pr∗2(Lj , aj) are intertwined by an isomorphism which is
unique up to a constant gauge transformation. �

Proposition 4.7 shows that it is not possible to choose global framings for
a Dirac monopole at the S ′

j, j = 0, . . . , N . Indeed, such a framing over S ′
j

would amount to the existence of an isomorphism (Q, a)|S′
j

∼= pr∗1(Qkj , akj ),

which is obstructed by the nontriviality of Lj .



52 CHRIS KOTTKE AND MICHAEL SINGER

Proceeding instead locally, we restrict to the preimage, U ′, in D′ of an
open set U ⊂ E∗

N over which TGM is trivial, and then we may assume that
(a, φD′)|U ′ is framed at the faces S ′

j ∩U
′. Any two such Dirac monopoles are

identified by a gauge transformation g ∈ C∞(U ′; AdQ′) such that g|S′
∞∩U ′ =

1 and g|S′
j∩U

′ is constant on the fibers of S ′
j −→ E∗

N ; such g is unique modulo

the subgroup G0(U
′;Q) of gauge transformations which are the identity

over each S ′
j . Dividing by this subgroup, we are left with the action of the

quotient group, identified with the fiberwise constant gauge transformations
on each S ′

j −→ U , or equivalently the group C∞(U ; U(1)N+1).
It follows that the moduli space of framed Dirac monopoles with config-

urations ζ ∈ U ⊂ E∗
N is a product

C0 ⊕ · · · ⊕ CN −→ U (4.18)

of trivial U(1) bundles Cj over U . The isomorphism (4.17) intertwines the
action of the fiberwise constant gauge transformations on S ′

j −→ E∗
N with

the fiberwise U(1) action on Lj −→ E∗
N , and thus determines a natural

isomorphism
Cj

∼= Lj |U .

We conclude the following result; compare Proposition 2.15.

Proposition 4.8. The moduli space of framed Dirac monopoles of charge k
with point configurations in E∗

N is isomorphic to the Gibbons-Manton torus
bundle (4.16).

Similarly, we have

Theorem 4.9. For fixed k = (k0, . . . , kN ), the full moduli space, Ik, of ideal
monopoles is a fiber bundle associated to TGM with respect to the product
action of U(1)N+1 on Mk0 × · · · ×MkN :

Ik = TGM ×U(1)N+1 (Mk0 × · · · ×MkN ) −→ E∗
N . (4.19)

Here the notation means we take the quotient of TGM×Mk0 ×· · ·×MkN by
the diagonal action of U(1)N+1 acting on the right of TGM and on the left
on the monopole moduli spaces.

Similarly,

Ic
k = TGM ×U(1)N+1 (Mk0 ×Mc

k1 × · · · ×Mc
kN

) (4.20)

Proof. We prove the result for I; the argument for Ic is similar. Fix a
sufficiently small open subset U ⊂ E∗

N and a trivialization of TGM|U . We
restrict consideration to the preimage of U × [0,∞) in Z ′ without change of
notation. Suppose (A,Φ) represents a smooth family of ideal monopoles on
Z ′ −→ U×[0,∞). In particular, A|D′ is associated to some Dirac connection
a by an identification P ∼= Q×U(1) SU(2).

Fix charge kj admissible monopole boundary data (Aj,Φj) on S
2 for j =

0, . . . , N , and pull these back to S ′
j using the diffeomorphism S ′

j
∼= S

2 × U
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and left projection. By the trivialization of the Lj|U , we may suppose that

(A,Φ)|S ′
j = (Aj ,Φj), composing with a gauge transformation if necessary.

This reduces the gauge freedom to the subgroupGI of gauge transformations
γ over ̺−1(U ×{0}) such that γ|S ′

j reduces to a U(1) gauge transformation
which is constant on each fiber over U . This determines an exact sequence

1 −→ GI,0 −→ GI −→ H −→ 1

where GI,0 = G0(D
′) × G0(X

′
0) × · · · × G0(X

′
N ) and H = C∞(U ; U(1)N+1)

may be regarded as the group of gauge transformations on a trivial U(1)N+1

bundle over U .
Thus, we have a well-defined map

I|U −→ (C0 ⊕ · · · ⊕ CN )×U(1)N+1 (Mk0 × · · · ×MkN ),

[(A,Φ)] 7−→ [(AD′ ,ΦD′), (A0,Φ0), . . . , (AN ,ΦN )],

with C0 ⊕ · · · ⊕CN as in (4.18). Here we take the quotient by gauge trans-
formations on Z ′ restricting to the identity at B′ on the left, and on the
right we take the quotient by GI on the right, first by GI,0 and then by H.

Conversely, if we fix a universal framed SU(2)-Dirac monopole (A′
D′ ,Φ′

D′)
on D′ over U , then

Mk0 × · · · ×MkN × U −→ I|U ,

([A0,Φ0], . . . , [AN ,ΦN ]) 7−→ [(A′
D′ ,Φ′

D′), (A0,Φ0), . . . , (AN ,ΦN )]

gives an inverse map.
Using the fact that Cj

∼= Lj |U and patching together various local trivi-
alizations for TGM over E∗

N gives the global result. �

Remark. We proceed to define the gluing map (1.11) on the moduli space
Ik of all ideal monopoles, as our construction works perfectly well in this
setting. However, in order to obtain a local diffeomorphism onto moduli
space, it will eventually be necessary to restrict to centered ideal monopoles.

In addition, the correct spaces to consider should really be the quotients
Ic
k/Σk, where Σk is the the subgroup of the symmetric group on N letters

which preserves the sequence (k1, . . . , kN ) (so Σk = ΣN if all the kj are
equal and is equal to {1} if they are all distinct), acting by permutation
on the configurations ζ and by the obvious factor exchange on the fibers
(4.2). Indeed, one expects these quotient spaces, not the Ic

k themselves, to

form the boundary hypersurfaces of the compactification of Mk. However,
since our gluing map is local, and we only aim to prove that it is a local
diffeomorphism onto its image, it suffices to work with Ik for simplicity.

Henceforth we will suppress the dependence on k from the notation, writ-
ing simply I or Ic.

Taking the product with [0,∞), we obtain the fibration

ϕ : I × [0,∞) −→ E∗
N × [0,∞) = C

∗
N . (4.21)
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With respect to the scattering structure on the base which was consid-
ered above, I × [0,∞) inherits a natural fibered boundary structure [MM98].
These vector fields, denoted by Vϕ(I × [0,∞)), are defined as those vector
fields V on I × [0,∞) for which V ε ∈ ε2C∞(I × [0,∞)) and which are tan-
gent to the fibers of ϕ : I −→ E∗

N over {ε = 0}. Essentially this means that

V behaves as a scattering vector field along the base C
∗
N and an ordinary

vector field along the fibersMk0×· · ·×Mc
kN

. The associated tangent bundle

will be denoted ϕT (I × [0,∞)), and we note that we have an exact sequence

0 → TMk0×TM
c
k1×· · ·×TMc

kN
→ ϕT (I × [0,∞)) → scTC

∗
N

∼= (R3)N → 0,
(4.22)

where we use Proposition 4.3 to trivialize the latter space.
In fact we have a natural splitting of (4.22) since (4.21) is an associated

fiber bundle to the extension of TGM to C
∗
N , which comes equipped with a

canonical connection. Such a connection induces a splitting of the tangent
bundle sequence (4.22) for any associated bundle.

5. Universal gluing space and parameterized gluing

We now define the universal version of the gluing space from §3.1, The
universal gluing space is

Z = ϕ∗Z ′ −→ I × [0,∞).

This pullback factors through the lift of Z0 giving a map

Z −→ ϕ∗Z0 = X × I × [0,∞). (5.1)

We denote the lifts of D′, X ′
j, S

′
j and B′ simply by D, Xj, Sj and B, respec-

tively. As before, we fix boundary defining functions ρD, ρB and ρj = ρXj

such that ε = ρDρX , with ρX := ρ0 . . . , ρN .
Composing (5.1) with projections, we obtain the three fundamental maps

µ : Z −→ I, (5.2)

̺ : Z −→ I × [0,∞), (5.3)

πX : Z −→ X. (5.4)

The maps ̺ and πX are b-fibrations, while µ is a smooth fiber bundle whose
fibers are manifolds with corners. Indeed, each fiber of the map µ is a single
parameter gluing space as defined in §3, and then ̺ and πX restrict over
each such fiber to the maps of the same names in §3.1.

To conform to the notation in §3.1, we observe a notational convetion
whereby fibers of µ are denoted by non-calligraphic versions of the global
spaces; thus a typical fiber of Z is denoted by Z, and fibers of µ ≡ ̺ : D −→
I and µ ≡ ̺ : Xi −→ I are denoted by D and Xi, respectively.

The relevant geometric structures on Z are generated by Lie subalgebras
of V(Z) as in §3.1. Within the algebra Vb(Z) of vector fields tangent to the
boundary faces of Z, we let Vµ(Z) and V̺(Z) denote the vector fields which
are additionally tangent to the fibers of µ and ̺, respectively.
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Note that Vb(Z) includes vector fields in the parameter directions, while
Vµ(Z) consists solely of the b vector fields along the fibers Z, i.e., Vµ(Z)|Z ≡
Vb(Z). Likewise, V̺(Z) consists of the ̺ vector fields along the fibers Z.

The algebra Vγ(Z) is defined by Vγ(Z) = ρDρBV̺(Z) and consists of the
fiberwise γ vector fields (as defined in §3.1) fiberwise. We have a filtration

Vγ(Z) ⊂ V̺(Z) ⊂ Vµ(Z) ⊂ Vb(Z) ⊂ V(Z).

The associated tangent bundles are defined as before, via C∞(Z; •TZ) =
V•(Z), for • ∈ {b, µ, ̺, γ}, and the results of §3.1 carry over; namely,
π∗X(scTX) is naturally isomorphic to γTZ, which in turn restricts over
Xj to the fiberwise scattering tangent bundle with respect to the fibration
Xj −→ Xj −→ I, and rescaled restriction gives an ε-dependent isomor-
phism of γTZ|D with the fiberwise conic tangent bundle with respect to
D −→ D −→ I.

5.1. Bogomolny equation on Z. As in §3.1 we define the γ metric

g̃ = π∗Xg (5.5)

and consider the Bogomolny operator

(A,Φ) 7−→ B(A,Φ) = ∗FA − dAΦ ∈ A∗(Z; γΛ1 ⊗ p) (5.6)

for P = π∗XP .
We now wish to globalize the formal construction of §3.7, to the extent

possible, over I × [0,∞). The first step is the choice of a universal “pregluing
configuration.”

Proposition 5.1. Fix framed monopole data (Aj ,Φj) with [(Aj ,Φj)] ∈∈
Mkj , j = 0, . . . , N . Then there exist neighborhoods Uj of the [(Aj ,Φj)],
closed with respect to the U(1) actions on Mkj , and a smooth pregluing
configuration (A,Φ) on Z|U×[0,∞) where U is the set

U = TGM ×U(1)N+1 (U0 × · · · × UN ) ⊂ I. (5.7)

The configuration satisfies the following properties:

(a) (A,Φ) is an approximate solution to the Bogomolny equation (5.6) with
error

B(A,Φ) = O(ρXρ
3
Dρ

∞
B ).

(b) For every ideal monopole ι ∈ U , the ideal monopole represented by the
restriction of (A,Φ) to ε = 0 in the fiber Z = Zι is precisely ι.

(c) The γ covariant derivative dA on γΛ∗⊗ p is diagonal to infinite order at
D ∪ B with respect to the splitting

p = p0 ⊕ p1 := spanCΦ⊕ Φ⊥

Remark. The need to represent monpoles by smooth families of data (A,Φ)
necessitates the restriction to the neighborhoods Ui ⊂ Mki ; however we are
able to work globally in the base directions. Note that (A,Φ), and hence
the map into moduli space Mk that we later construct, is dependent on the
choices of initial representatives (Ai,Φi).
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Remark. We refer to any configuration satisfying property (b) as a tautolog-
ical configuration.

Proof. First, we take Ũi ⊂ Mki to be the set of classes represented by

solutions of the form (Ai + a,Φi + φ) on R3 for sufficiently small (a, φ),
where (a, φ) satisfy the Coulomb gauge condition d∗Ai,Φi

(a, φ) = 0 and in

addition φ is L2 orthogonal to ∇Ai
Φi (see (2.56)). Thus (Ai + a,Φi + φ)

gives a slice for the semidirect product of the gauge group and the U(1)

action on Mki . We then let Ui
∼= Ũi ×U(1) consist of the U(1) orbits of the

elements in Ũi. Defining U by (5.7), it follows that we have a trivialization

U ∼= TGM × (Ũ0 × · · · × ŨN ). (5.8)

Denote by Lj −→ U the pull back of the Gibbons-Manton torus factor
from E∗

N to U . In light of (5.8), this is equivalent to the product of pull back

of Lj to TGM, which is canonically trivial, with Ũ0 × · · · × ŨN . Thus each
Lj −→ U is trivialized by our choices of (Ai,Φi).

This allows us to consider global framings for ideal monopoles on Z|U .

Indeed, Lemma 4.4 gives a diffeomorphism Xj
∼= R3 × U with respect to

which any universal Dirac bundle Q −→ D, obtained by pull back from D′,
admits an isomorphism

Q|Sj
pr∗1Qkj ⊗ pr∗2Lj

Sj S
2 × U

∼=

∼=

(5.9)

By triviality of Lj −→ U , we may consider monopole framings (Aj ,Φj) on
Sj|U which are pulled back from S

2.
We equip each Xj with a canonical smooth family of monopoles; regarding

Xj as the space

Xj
∼= R3 × U ∼= R3 × TGM × (Ũ0 × · · · × ŨN ),

with the corresponding projection Xj −→ Ũj, we endow the R3 factors with

the smooth family (Aj +a,Φj +φ) determined by the projection to Ũj. The
framings P |Sj

∼= pr∗1Qkj ×i SU(2) determined by this family then identify
P |Sj

with a universal Dirac bundle Q|Sj
.

Next, we may pull back a universal Dirac monopole (a, φD′ from D′ to
D, and by associating Q to an SU(2) bundle, we obtain a familiy of SU(2)-
Dirac connections AD, and an SU(2) Higgs field ΦD satisfying ∇AD

ΦD = 0.
Composing with a gauge transformation if necessary, we may assume that
(AD,ΦD) agrees with the framing of (Ai,Φi) (and therefore of (Ai+a,Φi+φ)
and the U(1) orbits of these) at Si.
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Finally, proceeding as in Proposition 3.9, we may produce a smooth pair
(A,Φ) extending (Aj + a,Φj + φ) on Xj and (AD, 1 + εΦD) on D, with the
required properties. �

Before proceeding with the construction of a solution from this back-
ground configuration (A,Φ) we need to discuss two topics related to analysis
on Z: normal operators and Sobolev spaces.

5.2. Differential and normal operators. The algebras of vector fields
V̺(Z) and Vγ(Z) give rise to algebras of differential operators: Diff∗

̺(Z)
and Diff∗

γ(Z) are essentially the respective universal enveloping algebras of
V̺ and Vγ , generated by composition with respect to the action on C∞(Z).
If E and F are vector bundles over Z, we have similar spaces of differen-
tial operators Diff∗

̺(Z;E,F ) and Diff∗
γ(Z;E,F ) acting from C∞(Z;E) to

C∞(Z;F ).
As Vγ = ρDρBV̺, we have inclusions

(ρDρB)
kDiffk

̺ ⊂ Diffk
γ ,

though equality does not hold, the difference being in the lower order terms.
For example,

Diff1
γ = (ρDρB)Diff1

̺ +Diff0
̺

and so on.
For elements of V̺(Z), restriction to D makes sense as this face lies in a

fiber of ̺; this restriction can be identified with the quotient

V̺(Z) −→ V̺(Z)/ρDV̺(Z)

where ρDV̺(Z) ⊂ V̺(Z) is easily seen to be an ideal. The restriction to Xj

is similar. Along with restriction of smooth functions, this generates maps
from Diff∗

̺(Z;E,F ) to differential operators on D or Xj, which we call the

normal operator homomorphisms N̺
D and N̺

X .

Proposition 5.2. The normal operator homomorphisms define short exact
sequences

0 −→ ρDDiffk
̺(Z;E,F ) −→ Diffk

̺(Z;E,F )
N̺

D−→ Diffk
b(D/I;E,F ) −→ 0

0 −→ ρjDiffk
̺(Z;E,F ) −→ Diffk

̺(Z;E,F )
N̺

X−→ Diffk
b(Xj/I;E,F ) −→ 0

The latter spaces denote fiberwise b differential operators with respect to the
fibrations

Xj −→ Xj −→ I and D −→ D −→ I. (5.10)

Proof. This follows immediately from the basic claim that the quotient alge-
bras V̺(Z)/ρDV̺(Z) and V̺(Z)/ρjV̺(Z) may be identified with V̺(D) and
V̺(Xj), respectively, which are precisely the fiberwise b vector fields with
respect to the fibrations (5.10). This is an easy exercise in local coordinates;
for instance, near D ∩ X , a general element of V̺(Z) is a(x, r, y,m)(x∂x −
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r∂r) +
∑

j bj(x, r, y,m)∂yj with local coordinates (x, r, y) on the fiber Z

and coordinate m on the base I, and the quotient by {x(x∂x − r∂r), x∂y}
amounts to expanding the coefficients in Taylor series about x = 0 and
throwing out terms of order O(x) and identifying x∂x − r∂r with −r∂r,
giving −a(0, r, y,m)r∂r +

∑
j bj(0, r, y,m)∂yj . �

For the algebra Diff∗
γ , the normal operators at Xj and D are quite dif-

ferent from one another. On the one hand, the quotient map Vγ(Z) −→
Vγ(Z)/ρjVγ(Z) is easily identified with the ordinary restriction of vector
fields to Xj; in fact the quotient can be identified with the algebra Vsc(Xj/I)
of fiberwise scattering vector fields, and we have:

Proposition 5.3. The sequence

0 −→ ρjDiffk
γ(Z;E,F ) −→ Diffk

γ(Z;E,F )
Nγ

X−→ Diffk
sc(Xj/I;E,F ) −→ 0

is exact.

On the other hand, [Vγ(Z),Vγ(Z)] ⊂ ρDVγ(Z), so in fact the quotient
Vγ(Z)/ρDVγ(Z) is an abelian Lie algebra, i.e., the bracket is trivial. El-
ements of this quotient can be regarded as families of first order, con-
stant coefficient differential operators along the fibers of the vector bundle
γTZ −→ D, and in general the normal operator homomorphism is a map

Nγ
D : Diffk

γ(Z;E,F ) −→ Diffk
I,fib(

γTZ|D;E,F )

where Diffk
I,fib(

γTZ|D) denotes fiberwise constant coefficient differential op-
erators. It is then convenient to use the fiberwise Fourier transform to
identify such operators with polynomials in the fibers of γT ∗Z, and identify
composition of those differential operators with multiplication of polynomi-
als. We denote the Fourier transform of Nγ

D by σD.

Proposition 5.4. The sequence

0 → ρDDiffk
γ(Z;E,F ) → Diffk

γ(Z;E,F )
σD→ C∞(D;P k(γTZ)⊗Hom(E,F )) → 0

is exact, where P k(γTZ) =
⊕

l≤k S
l(γTZ) is a sum of symmetric products

of γTZ, whose sections are polynomials on the fibers of γT ∗Z.

Proof. We again give an indication of how this works in local coordinates.
The abelian lie algebra generated by

{
x2∂x − xr∂r, x∂y

}
may be identified

with the one generated by the translation invariant vector fields {∂ξ, ∂η}
on γTZ, where (ξ, η) are linear coordinates on γTZ associated to the basis{
x2∂x − xr∂r, x∂y

}
. Using ordinary restriction for smooth functions, the

general local vector field a(x, r, y,m)(x2∂x − xr∂r) +
∑

j bj(x, r, y,m)x∂yj
is then identified with a(0, r, y,m)∂ξ +

∑
j bj(0, r, y,m)∂ηj , and under the

fiberwise Fourier transform this becomes a(0, r, y,m)ξ̂ +
∑

j bj(0, r, y,m)η̂j ,

where (ξ̂, η̂) are the dual coordinates on γT ∗Z. �
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The content of Propositions 3.10 and 3.11 in this setting is the following.
Let (A,Φ) be the pregluing configuration from Proposition 5.1, and let

L = DBA,Φ + d∗A,Φ (5.11)

denote the linearized Bogomolny operator at (A,Φ), augmented by the gauge
fixing operator, which we decompose relative to the splitting p = p0 ⊕ p1 as

L =

(
L0 O(ρ∞D ρ

∞
B )

O(ρ∞D ρ
∞
B ) L1 +Φ1

)
(5.12)

near D ∪ B.

Proposition 5.5. The γ normal operator at Xj of L is the family of lin-
earized gauge fixed operators

Nγ
X (L) = LX =

[
∗dA + ad(Φ) −dA

−d∗A ad(Φ)

]
∈ Diff1

sc(Xj/I; (
scΛ1 ⊕ scΛ0)⊗ p),

and the ̺ normal operator of (ρDρB)
−1L0 is identified with the family of

operators

N̺
D((ρDρB)

−1L0) = ρXρ
−1
B LD ∈ Diff1

b(D/I;
cΛ1 ⊕ cΛ0),

LD =

[
∗Dd −d
−d∗ 0

]
∈ Diff1

c(D/I;
cΛ1 ⊕ cΛ0),

where we use the trivialization of p0 over D and the rescaled restriction
isomorphisms γΛkZ ∼= cΛkD, and d∗ denotes the L2 adjoint of d with respect
to the family of fiberwise conic metrics gD on the fibration D −→ I.

As for the operator L1 + Φ1, we note that L1 is a twisting of a Dirac
operator on γΛ1 ⊕ γΛ0 by the bundle p1, hence its normal symbol in the
sense of Proposition 5.4 is the corresponding Clifford multiplication.

Proposition 5.6. The normal symbol of L1 +Φ is invertible, and is given
at (x, ξ) ∈ γTZ) by

σD(L1 +Φ)(x, ξ) = icℓ(ξ)⊗ 1 + 1⊗ adΦx ∈ End((γΛ1 ⊕ γΛ0)⊗ p1),

where cℓ is a skew adjoint Clifford action on γΛ1 ⊕ γΛ0.

Proof. Invertibility follows from the fact that icℓodd(ξ) and adΦx commute
and are self-adjoint and skew-adjoint, respectively, with the latter nonde-
generate. �

5.3. Sobolev spaces. We first define fiberwise L2-based Sobolev spaces
with respect to µ : Z −→ I. The bilinear form g̃ in (5.5) is a fiberwise
metric with respect to ̺ : Z −→ I × [0,∞), so to obtain a metric on the
fibers of µ we set

g = g̃ + π∗[0,∞)
dε2

ε2
. (5.13)

This is a complete metric on the interior of any fiber Z of µ, and

L2(Z; g) = (ρDρB)
3/2L2

b(Z),
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where the latter space is the L2 space defined by any b-metric on Z. For
what follows we fix a fiber Z and a Hermitian vector bundle V −→ Z.

For k, l,m ∈ N, let

Hk,l,m
µ,̺,γ (Z;V ) ∋ v ⇐⇒ Vm′

γ · V l′
̺ · Vk′

µ v ∈ L2(Z;V ; g),

∀ m′ ≤ m, k′ ≤ k, l′ ≤ l. (5.14)

Here the vector fields are lifted to act on sections of V by a choice of γ,
̺, and µ connections ∇γ , ∇̺ and ∇µ, respectively, on which choices (5.14)
does not depend. The subspaces (5.14) may then be equipped with inner
products associated to the norms

‖u‖2
Hk,l,m

µ,̺,γ
=

∑

0≤m′≤m,
0≤k′≤k,
0≤l′≤l

∥∥∥∇m′

γ ∇k′
̺ ∇

l′
µu
∥∥∥
2

L2(Z;V ;g)
,

with respect to which the (5.14) are Hilbert spaces, whose topology is in-

dependent of the choice of connections. For brevity, we write Hk,l
µ,̺(Z;V ) =

Hk,l,0
µ,̺,γ(Z;V ) and Hk,l

µ,γ(Z;V ) = Hk,0,l
µ,̺,γ(Z;V ). Some properties of these

spaces, including multiplicativity results, are proved in Appendix A.

Remark. An alternate (and in many ways more convenient) definition of
H∗

̺(Z) andH
∗
γ(Z) in terms of pseudodifferential operators is given in Appen-

dix D which permits the order to take any real value. However, nonnegative
integer orders will suffice for our purposes.

Due to the nature of the operator (3.32), we will need to measure reguarity
differently near D ∪ B according to the splitting p = p0 ⊕ p1.

Thus, for a fixed smooth Φ ∈ C∞(Z; p) such that Φ 6= 0 on D ∪ B, the
split Sobolev spaces are defined on a fiber Z via the norm

Hk,l(Z; p) ∋ v ⇐⇒
∥∥∥ρl−1χv0

∥∥∥
Hk,l

µ,̺

+ ‖χv1‖Hk,l
µ,γ

+ ‖(1− χ)v‖Hk+l <∞,

where ρ = ρDρB, χ is a cutoff function near D ∪ B with support in the
neighborhood where the splitting p = p0 ⊕ p1 = C 〈Φ〉 ⊕ Φ⊥ is defined, and
χv = χv0 + χv1 denotes the decomposition with respect to the splitting.
Thus, v1 supports up to l derivatives of gluing type with k additional µ-
derivatives in L2, while v0 supports up to l derivatives of ̺ type, with up to
k additional µ-derivatives in ρ1−lL2. In other words, near D ∪B,

Hk,l(Z; p) ≃ ρ1−lHk,l
µ,̺(Z; p0)⊕Hk,l

µ,γ(Z; p1).

The spaces Hk,l(Z; p) are independent of the choice of χ, and the definition
extends naturally to the spaces Hk,l(Z; γΛ∗ ⊗ p).

For fixed k > 2, these are the basic (fiberwise) Sobolev spaces with which
we work, where

Hk,2(Z; γΛ∗ ⊗ p) ≃ ρ−1Hk,2
µ,̺(Z;

γΛ∗ ⊗ p0)⊕Hk,2
µ,γ(Z;

γΛ∗ ⊗ p1)
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supports the infinitesimal gauge transformations,

Hk,1(Z; γΛ∗ ⊗ p) ≃ Hk,1
µ,̺(Z;

γΛ∗ ⊗ p0)⊕Hk,1
µ,γ(Z;

γΛ∗ ⊗ p1)

supports the infinitesimal monopole data, and

Hk,0(Z; γΛ∗ ⊗ p) ≃ ρ1Hk
µ(Z;

γΛ∗ ⊗ p0)⊕Hk
µ(Z;

γΛ∗ ⊗ p1)

is the range of the Bogomolny map. By increasing k we increase the overall
regularity, and we note that the space H∞,l =

⋂
k H

k,l includes polyhomo-
geneous sections with appropriate decay.

Letting the fiber Z vary, we obtain Hilbert space bundles over I with
fibers given by the Hk,l(Z; γΛ∗ ⊗ p). When working globally over any open
set U ⊂ I, we use the Fréchet spaces

H
k,l(Z|U ;

γΛ∗ ⊗ p) := C∞(U ;Hk,l(Z; γΛ∗ ⊗ p)), (5.15)

consisting of smooth sections of these Hilbert bundles.
We shall also need to restrict to a smaller range in ε; thus we denote

H
k,l(Z|U×[0,ε0];

γΛ∗ ⊗ p) = C∞(U ;Hk,l(Z|{0≤ε≤ε0};
γΛ∗ ⊗ p)),

which is to say the smooth sections over U with values in the Sobolev space
of sections on fibers Z restricted over [0, ε0] which admit extensions to (5.15).
(Note that the fibers Z ∩ {0 ≤ ε ≤ ε0} are not complete with respect to g,
though this will not cause any problems.)

The next result is proved in Appendix A.

Theorem 5.7. For each k > 2, there is a well-defined gauge group

Gk(Z) = H
k,2(Z; AdP )

with Lie algebra consisting of H k,2(Z; p)). This group acts on the spaces
H k,1(Z; γΛ∗⊗p)) and H k,0(Z; γΛ∗⊗p)). Additionally, the product on γΛ∗⊗p

extends to a continuous bilinear map

H
k,1(Z; γΛ∗ ⊗ p)× H

k,1(Z; γΛ∗ ⊗ p) −→ H
k,0(Z; γΛ∗ ⊗ p) (5.16)

5.4. Gauge fixing. Having just defined the Sobolev versions of the gauge
group we will consider over Z, we digress briefly to discuss the issue of gauge
fixing. Fixing a sufficiently smooth configuration (A,Φ), the infinitesimal
action of the gauge group at (A,Φ) is given by the operator

dA,Φ : C∞(Z; p) −→ C∞(Z; (γΛ1 ⊕ γΛ0)⊗ p),

dA,Φη = (−dAη,−[Φ, η]).
(5.17)

Note that if (A′,Φ′) = (A+ a′,Φ + φ′), then

dA′,Φ′ = dA,Φ − (a′, φ′)

where the latter multiplication operator acts by (a′, φ′) · η = ([a′, η], [φ′, η]).
For smooth (A,Φ), dA,Φ admits a bounded extension

d(A,Φ) : H
k,2(Z; p) −→ H

k,1(Z; (γΛ1 ⊕ γΛ0)⊗ p)



62 CHRIS KOTTKE AND MICHAEL SINGER

for all k, and if (A′,Φ′) = (A + a′,Φ + φ′) is a perturbation with (a′, φ′) ∈
H k,1(Z; (γΛ1⊕ γΛ0)⊗ p) then dA′,Φ′ admits a similar extension for k > 2 by
Theorem 5.7.

We recall that a section (a, φ) of (γΛ1 ⊕ γΛ0) ⊗ p) is in Coulomb gauge
with respect to (A,Φ) if

d∗A,Φ(a, φ) = −d∗Aa+ [Φ, φ] = 0, (5.18)

where the adjoints are taken with respect to the formal fiberwise L2 pairing
on sections γΛ∗⊗p using the volume form from the γ metric g̃. In particular,
d∗A = −∗dA∗.

This is naturally an infinitesimal condition, where (a, φ) are considered as
elements in the tangent space to the space of configurations at (A,Φ), and
then Null(d∗(A,Φ)) determines a subspace complementary to the action of the

gauge group in this tangent space. However, it is also known to give local
slices for the gauge action on the configuration space itself. In the present
setting, this takes the form of the following result, proved in Appendix B.

Theorem 5.8. Suppose A is a smooth (true) connection on p over Z, and
Φ ∈ C∞(Z; p), where both are diagonal to infinte order with respect to the
splitting p = p0 ⊕ p1 near D ∪ B. Fix l > 2 in N.

Then for any compact set K ⊂ I, there exists εK > 0 such that for all
sufficiently small

(a, φ) ∈ H
l,1(Z|K×[0,εK]; (

γΛ1 ⊕ γΛ0)⊗ p),

there exists a unique gauge transformation

γ ∈ Gl(Z|K×[0,εK])

such that

γ · (A+ a,Φ+ φ)

is in Coulomb gauge with respect to (A,Φ) on Z over K × [0, εK]. Further-
more, if (a, φ) is additionally in H l+n,1(Z|K×[0,εK]; (

γΛ1 ⊕ γΛ0)⊗ p) for any

n ≥ 0, then in fact γ ∈ Gl+n,2(Z|K×[0,εK]) as well.

This justifies the addition of the Coulomb gauge operator to L in (5.11).
The proof of Theorem 5.8 makes use of the following invertibility result

for the associated linear operator, which will also be used in §6.

Proposition 5.9. Let (A,Φ) satisfy the hypotheses of Theorem 5.8. Then
for any k ≥ 0, the linear operator

d∗A,ΦdA,Φ = ∆A + (adΦ)∗(adΦ) : H
k,2(Z; p) −→ H

k,0(Z; p)

is invertible over sets of the form K × [0, εK] ⊂ I × [0,∞), with inverse
independent of k.

We also record another important fact concerning the background config-
uration (A,Φ).
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Proposition 5.10. Let (A,Φ) be the pregluing configuration on Z|U of
Proposition 5.1 and let K ⊂ U be any compact set. Then there exists εK > 0
such that the map

K× (0, εK) ∋ (m, ε) 7−→ (A,Φ)|(m,ε) ∈ C(R3)

is smooth and transverse to the orbits of the gauge group.

Proof. It suffices to show that the derivative of this map has nontrivial
projections onto a complementary subspace to the infinitesimal gauge action.
Recall that the infinitesimal gauge action at (A,Φ) is given by the image of
the map

dA,Φ : η 7−→ (−dAη,−[Φ, η])

and that a natural complementary subspace is the nullspace of d∗A,Φ, which is

the Coulomb gauge slice. Projection onto Null(d∗A,Φ) is given by the operator

Π = I − d(A,Φ)Gd
∗
(A,Φ), G = (d∗(A,Φ)d(A,Φ))

−1.

By Proposition 5.9, we have a bounded operator

Π : H
∞,1(Z|K×[0,εK]; (

γΛ1⊕ γΛ0)⊗p) −→ H
∞,1(Z|K×[0,εK]; (

γΛ1⊕ γΛ0)⊗p),

representing projection onto the Coulomb gauge slice of (A,Φ) over each
fiber (m, ε) ∈ K × [0, εK].

Let V ∈ ϕTm,ε(K× [0, εK]) be any fibered boundary vector, as defined at
the end of §4. For ε > 0 this is any tangent vector. We may extend V as a
vector field over a neighborhood of (m, ε) and apply it to (A,Φ) to get

(a, φ) := V · (A,Φ) ∈ A∗(Z|K×[0,εK]; (
γΛ1 ⊕ γΛ0)⊗ p).

By construction of the pregluing configuration (a, φ) is in the Coulomb
slice over ε = 0 so

Π(a, φ) ∈ H
∞,1(Z|K×[0,εK]; (

γΛ1 ⊕ γΛ0)⊗ p)

is nonvanishing at ε = 0, and therefore also for ε ≤ εV for some εV > 0.
Minimizing εV over the unit sphere bundle of ϕT (K× [0, εK]), we obtain εK,
and the result is proved. �

5.5. True solution. Given the pregluing configuration (A,Φ), the formal
solution procedure in §3.7, applied fiber by fiber over U , produces an asymp-
totic series for a correction (a, φ) ∈ A∗(Z|U×[0,∞); (

γΛ1 ⊕ γΛ0) ⊗ p) at the
faces D and X = ∪jXj. To sum such a series, which has smooth coefficients
in the parameters I, it is necessary to restrict to a compact set. Thus let
K ⊂ U be any compact subset of the space (5.7).

Proposition 5.11. Given the pregluing configuration (A,Φ) from Proposi-
tion 5.1 and a compact set K ⊂ U , there exists (a, φ) ∈ AF (Z|K×[0,∞); (

γΛ1⊕
γΛ0)⊗ p) such that B(A+ a,Φ+ φ) = O(ε∞), with F given as in (3.34).
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Next we remove the O(ε∞) error of our solution to the Bogomolny equa-
tion which remains after the formal construction, over a region where ε is
sufficiently small. The first step is the existence of a good right parametrix
for the linear operator L. The following is proved in Appendix D.6 using
the pseudodifferential operator calculus developed in Appendix D. The main
ingredients are the invertibility of the normal operators/symbols of L as in
Propositions 5.5 and 5.6.

Proposition 5.12. There exists a right parametrix, R to L with bounded
extensions

R : H
k,0(Z|U ; (

γΛ1 ⊕ γΛ0)⊗ p) −→ H
k,1(Z|U ; (

γΛ1 ⊕ γΛ0)⊗ p), k > 2,

such that, for some 0 < δ < 1
2 ,

LR = I − εδE,

where E extends to a map

E : H
k,0(Z|U ; (

γΛ1 ⊕ γΛ0)⊗ p) −→ H
k,0(Z|U ; (

γΛ1 ⊕ γΛ0)⊗ p), k > 2,
(5.19)

i.e., is a smooth section over U of bounded linear maps on the Hilbert bundle
fibers Hk,0(Z; (γΛ1 ⊕ γΛ0)⊗ p).

Next we set up an inverse function theorem type fixed point argument in
the range space H k,0(Z|U ; (

γΛ1 ⊕ γΛ0)⊗ p)).

Proposition 5.13. For any compact set K ⊂ U , there exists εK > 0 and

(ã, φ̃) ∈ ε∞H ∞,1(Z|K×[0,εK]; (
γΛ1 ⊕ γΛ0) ⊗ p)) such that B(A + a + ã,Φ +

φ+ φ̃) = 0 on Z over K × [0, εK].

Proof. For notational convenience for the remainder of this proof, we omit
the decoration γΛ∗ from the bundle, understand Z to be restricted over
K × [0,∞), and let u0 = (A,Φ) and u1 = (a, φ), so that U = u0 + u1 is the
the formal gauge-fixed solution of the previous section:

B(U) ∈ ε∞H
∞,0,0(Z; p).

We seek u ∈ ε∞H ∞,0(Z; p) such that B(U + u) = 0, for sufficiently small
ε. Expanding the gauge-fixed Bogomolny equation into background, linear
and quadratic parts, we have

B(U + u) = B(u0) + Lu0(u1 + u) +Q(u1 + u)

= B(U) + Lu0u+Q(u1 + u)−Q(u1).

Here B(U) = O(ε∞), Q is the zeroth order quadratic term, and Lu0 = L
is the linear operator to which we constructed a right parametrix above. It
follows from the multiplicativity result in Theorem 5.7 that u 7−→ Q(u1 +
u)−Q(u1) is a bounded map from εNH k,1(Z; p) to εNH k,0(Z; p).
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We initially seek a solution of the form u = Rv, v ∈ εNH k,0(Z; p) for
fixed N and k > 2, which should satisfy

0 = B(U) + v − εδEv +Q(u1 +Rv)−Q(u1),

⇐⇒ v = Tv := εδEv − B(U)−Q(u1 +Rv) +Q(u1).

Restricting consideration to a single fiber Z over m ∈ K for the moment, we
claim that, for εm sufficiently small, T is a contraction mapping on a ball of
sufficiently small radius in the Hilbert space εNHk,0(Z|[0,εm]; p). Indeed, as

a bounded operator on the latter space,
∥∥εδE

∥∥ ≤ εδ0C for some C > 0, and
G(v) := Q(u1 + Rv) − Q(u1) vanishes at 0 along with its derivative, hence
by the mean value theorem, there exists Rm > 0 such that

‖v‖ ≤ Rm =⇒ ‖G(v)‖ ≤
1

3
‖v‖ ,

∥∥G′
vv

′
∥∥ ≤

1

3

∥∥v′
∥∥ .

Then taking εm small enough that εδmC < 1
3 and ‖B(U)‖ < 1

3 , it follows
that

T : B(0, Rm) ⊂ εNHk,0(Z|[0,εm]; p) −→ B(0, Rm) ⊂ εNHk,0(Z|[0,εm]; p)

is a contraction mapping, hence has a unique fixed point v. By uniqueness
of v, along with the fact that ε commutes with the linear operators E and
R, it follows that in fact we may take N → ∞ without altering the size of
εm or Rm.

To see that we may also take k → ∞, we proceed as follows. We have
shown thus far that there exists a unique v ∈ B(0, Rm) ⊂ εNHk,0 such that
v − T (v) = 0; in particular,

I − dTv : εNHk,0 −→ εNHk,0, dTv = εδE −Q′(u1 +Rv)R (5.20)

is an isomorphism. Applying the above argument in the space εNHk+1,0

and shrinking εm and Rm once if necessary, we likewise conclude that v ∈
εNHk+1,0, and that

I − dTv : εNHk+1,0 −→ εNHk+1,0 (5.21)

is an isomorphism which coincides with (5.20) where defined.
Now let V ∈ Vb(Z) and apply it to v − T (v) = 0 to obtain

0 = V · v − V · (T (v)) = (I − dTv)(V · v) + (V · T )(v),

where

(V · T )(v) = [V, εδE] v −Q′(u1 +Rv) [V,R] v

+ (Q′(u1)−Q′(u1 +Rv))(V · u1)− V · B(U) ∈ εNHk+1,0.

Indeed, [V, εδE] is bounded on εNHk+1,0 and [V,R] is bounded from εNHk+1,0

to εNHk+2,0 as shown in Appedix D, and u1 and B(U) are polyhomogeneous.
We conclude that V ·v ∈ εNHk+1,0, and since V was arbitrary, v ∈ εNHk+2,0

and the linear map

I − dTv : εNHk+2,0 −→ εNHk+2,0
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is an isomorphism coinciding with (5.20) and (5.21) where defined. Proceed-
ing inductively, we conclude that v ∈ εNH∞,0 without any further reductions
on εm.

Applying the above argument fiber by fiber over K and taking εK =
min {εm : m ∈ K} gives v ∈ ε∞H k,0(Z|K×[0,εK]; p). �

Combining the previous results, we have proved the following.

Theorem 5.14. Let U ⊂ I be the set (5.7), determined by choices (Aj ,Φj)
of framed monopole solutions in Mki i = 0, . . . , N . Then for every compact
set K ⊂ U , there exists εK > 0 and a solution to B(A,Φ) = 0 on Z|K×[0,εK]

which is tautological over ε = 0. The solution has the form (A0 + a,Φ0 + φ)
where (A0,Φ0) is smooth and (a, φ) ∈ AF(Z; γΛ∗ ⊗ p) ⊂ H ∞,1(Z; γΛ∗ ⊗ p),
with F given as in Theorem 3.15.

In particular, (A,Φ) is smooth on Z|K×(0,εK) = R3 × K × (0, εK) and
therefore determines a smooth map

Ψ : K × (0, εK) −→ Mk, (ι, ε) 7−→ [(A,Φ)|ι,ε] (5.22)

We denote the restriction of Ψ to the sets U c = U ∩ Ic and Kc = K ∩ Ic

of initial data representing centered ideal monopoles by

Ψc : Kc × (0, εK) −→ Mk, (ι, ε) 7−→ [(A,Φ)|ι,ε] (5.23)

We show below that Ψc is a local diffeomorphism onto its image (for
possibly smaller εK), and then compute the metric asymptotics to leading
order in ε. However, it is convenient for the metric computation to allow
variation in the centers of the ideal monopole data, hence our defining Ψ as
we have.

Theorem 5.15. For possibly smaller εK, the map (5.23) is a local diffeo-
morphism onto its image.

Proof. Since K×(0, εK) andMk are both smooth manifolds of dimension 4k,
it suffices to verify that Φc is an immersion. Letting V ∈ Tp(K× (0, εK)) be
a nonzero tangent vector, we may regard it as an element of ϕTp(K× [0, εK))

and extend it locally to a vector field Ṽ . The derivative is given by

DΨc
pV = [(ιṼ FA,∇Ṽ Φ)|p] ∈ T[A,Φ]Mk,

where have used the connection A to lift Ṽ to act on (A,Φ). As (A,Φ) are a

smooth family of solutions to B(A,Φ) = 0, it follows that (a, φ) := Ṽ ·(A,Φ)
satisfies DBA,Φ(a, φ) = 0. To see that [(a, φ)] 6= 0 ∈ T[A,Φ]Mk, it suffices
to verify that (a, φ) are transverse to the gauge orbit. However, shrinking
εK if necessary, this follows from Proposition 5.10 since (A,Φ) satisfies the
tautological property. Thus, for some εK > 0,

V 6= 0 =⇒ dΦpV 6= 0, p ∈ K × (0, εK),

so that Φc is an immersion. �
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6. The metric

In this section we show how to compute the monopole metric to leading
order in ε at a monopole m(ε), say, which is in the image of our ‘gluing map’
Ψ from Theorem 5.14. In particular we shall prove Theorem 1.3.

Let Z be the gluing space of §3 used in the construction of a 1-parameter
family of monopoles with the configuration data ζ = (ζ1, . . . , ζN ) fixed. The
formal solution constructed in that section (and then improved to a genuine
solution in §5.5) is of the general form

(A,Φ) = (A,Φ) + (a, φ) (6.1)

where (A,Φ) is a smooth pre-gluing configuration4

(a, φ) ∈ As(Z), (6.2)

this spaceAs(Z) being the conormal space given in Theorem 3.15 (cf. (3.34)):

FB = {(2, 0), (3, 1), . . . , },

FD = {(2, 0), (3, 1), . . .}, (6.3)

FX = {(1, 0), (2, 0), (3, 1), . . .}.

(The index sets FB and FD start at order 2 because of the definition of
pregluing configuration.) In this section we generally suppress the coefficient
bundles γΛ = γΛ0 ⊕ γΛ1 as well as p. We recall that the component in p1 of
(a, φ) is rapidly decreasing at B ∪D.

It will also be convenient to denote the restriction of (A,Φ) to the fibre
̺−1(ε) by (A(ε),Φ(ε)). We apply this convention similarly to other data, so
for example we shall write Mk(ε) for the framed moduli space of monopoles
of charge k on ̺−1(ε) and shall denote by m(ε) the point of Mk(ε) rep-
resented by (A(ε),Φ(ε)). Recall that for positive ε all fibres ̺−1(ε) are

canonically identified with the original R
3
, so we can equally regard m(ε) as

a 1-parameter family in Mk.
For the purposes of this section, it is convenient to allow uncentred ideal

monopoles as initial data in our construction, which is to say we consider
the map (5.22); instead, we restrict the configuration data to ζ. For clarity,
we denote this restricted gluing map by

ψ = Ψ|ζ : U0 × U1 × · · · × UN × (0, ε0) −→ Mk (6.4)

for bounded open neighhbourhoods Uj of mj in Mkj .
Now consider a smooth one-parameter family of ideal monopoles ιt. As

in Prop. 5.1 we may also assume that ιt|D is independent of t. We assume
ι0 = ι is a centred ideal monopole and that ιt ∈ U0 ×U1 × · · · ×UN is in the
domain of (6.4). Let

uj =
d

dt
(ιt|Xj)

∣∣∣∣
t=0

. (6.5)

4Elsewhere (A,Φ) has typically been used for framings. We hope the reader will forgive
us for the present change of usage.
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This is the tangent vector to (Aj ,Φj) = ι|Xj in the 1-parameter family ιt.
We may assume that uj is in Coulomb Gauge with respect to (Aj ,Φj) so
that

Ljuj = 0 on X̊j (6.6)

where as before, Lj is the linearization/gauge-fixing operator associated to
(Aj ,Φj) (cf. §2.6).

Our 1-parameter family ιt gives rise to a smooth 1-parameter family
(At,Φt) of pregluing configurations and hence a smooth 1-parameter family
of solutions

(At,Φt) = (At,Φt) + (at, φt). (6.7)

Then the derivative Dψ of ψ assigns to (u0, . . . , un) the field

u(ε) =

(
d

dt
(At,Φt)

∣∣∣∣
t=0

)∣∣∣∣
̺−1(ε)

. (6.8)

on ̺−1(ε) which represents a tangent vector [u(ε)] to Mk(ε).

Lemma 6.1. If u is as defined in (6.8), then

u ∈ A′
s(Z), u|Xj = uj , (6.9)

where the index sets of A′
s(Z) are

F ′
B = {(2, 0), (3, 1), . . . , },

F ′
D = {(2, 0), (3, 1), . . .}, (6.10)

F ′
X = {(0, 0), (1, 0), (2, 0), (3, 1), . . .}.

Proof. Because the framings at the corners are independent of t, we can take
the restriction to D of the pregluing configuration also to be independent of
t, as in the proof of Prop. 5.1. Then we have

d

dt
(At,Φt)

∣∣∣∣
t=0

∈ ρ2Bρ
2
DC

∞(Z) ⊂ A′
s(Z) (6.11)

and its restriction to Xj is just the variation uj = (Ȧj , Φ̇j) of ι0|Xj . The
variation in (a, φ) lies in As(Z) ⊂ A′

s(Z) and so the result follows. �

To compute the length-squared of [u(ε)] with respect to the monopole
metric G(ε) on Mk(ε), we need to replace u by a representative of the
same element of Tm(ε)Mk(ε) but which is in Coulomb gauge with respect
to (A(ε),Φ(ε)). This is accomplished in the following:

Lemma 6.2. Given the above data, there exists an infinitesimal gauge trans-
formation ξ over Z such that

d∗A,Φ (u− dA,Φξ) = 0, (6.12)

where ξ is smooth over the fibers ̺−1(ε) for ε > 0 and vanishing over ̺−1(0).
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Proof. (Cf. also Proposition 5.10.) It is convenient in this discussion to
use the notation f = O(ρaBρ

b
Dρ

c
X) to mean that f has a polyhomogeneous

conormal expansion on Z with smooth index sets of the kinds that have
appeared throughout this paper, with the lower bounds (a, 0)B , (b, 0)D and
(c, 0)X . Thus u = O(ρ2Bρ

2
D) by virtue (6.9). Recall also the notation

dA,Φξ = (dAξ, [Φ, ξ])

for the infinitesimal action of the gauge group on monopole configurations.
By construction, on each fibre u is in Coulomb gauge with respect to

(A,Φ),

d∗
A,Φ

u|̺−1(ε) = 0 (6.13)

and

(d∗A,Φu− d∗
A,Φ

u)|̺−1(ε) = {(a, φ), u}|̺−1(0) (6.14)

by (6.1), where {·, ·} on the RHS is some bilinear operation with smooth
coefficients. Hence

d∗A,Φu = O(ερ4Bρ
3
D). (6.15)

The equation

d∗A,Φ(u− dA,Φξ) = 0 (6.16)

can be solved with ξ = O(ερ2BρD) and dA,Φξ therefore O(ερ3Bρ
2
D). Indeed,

we may first construct a formal solution, proceeding as in §3.7, giving the
asymptotic estimate, and then remove the rapidly vanishing error using
Proposition 5.9. The above estimates give that ξ vanishes on ̺−1(0), com-
pleting the proof.

�

With ξ from the Lemma, define

ũ = u− dA,Φξ (6.17)

Then for each positive ε,

[ũ(ε)] = [u(ε)] ∈ Tm(ε)Mk(ε) (6.18)

In this way we define a family of mappings

f̃ε : Tm0Mk0 × Tm1Mk1 × TmN
MkN −→ Tm(ε)Mk(ε) (6.19)

where

f̃ε(u0, u1, . . . , uN ) = ũ(ε) (6.20)

which represents the differential, Dψ, of (6.4), the advantage being that

ũ(ε) 6= 0 ⇔ [ũ(ε)] 6= 0. (6.21)

We note

Lemma 6.3. The map f̃ε is an isomorphism for sufficiently small ε > 0.
In particular Ψ is a local diffeomorphism for sufficiently small ε > 0.
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Proof. If u1, say, is non-zero, then from the estimates in Lemma 6.2, it
follows that ũ(ε) 6= 0 near X1. By (6.21), this means that [ũ(ε)] 6= 0 and so

the map is injective. Since f̃ε is a linear map between vector spaces of the
same dimension, it is an isomorphism. �

We can now prove Theorem 1.3. We have seen in Prop. 2.11 that for
a centred monopole m, the metric on TmMk decomposes canonically as
an orthogonal direct sum of R3, with 2πk times the euclidean metric, and
TmMc

k. It is therefore enough to prove that the metric Gε on Tm(ε)Mk(ε)
is approximately equal to the product metric on the product of Tmj

Mkj .

Theorem 6.4. Let fε be as above. Then fε is an approximate isometry.

Proof. By the previous lemmas,

ũ = O(ρ2Bρ
2
D) (6.22)

and

ũ|Xj = uj . (6.23)

Hence the pointwise length-squared |ũ(ε)|2 on ̺−1(0) is O(ρ4Bρ
4
D) and its

restriction to each Xj is |uj |
2.

In order to do the integration, we have to multiply by the lift of the
euclidean density dµe to Z. Since γT = ρBρD

̺T , the lift of the euclidean
density has the form ρ−3

B ρ−3
D µb where µb is a smooth positive section of

Λ3 ̺T ∗, whose restriction to each Xj is the euclidean volume element dµj.
Hence the density

|ũ|2dµe = O(ρBρD) (6.24)

and its restriction to each of the Xj is the density |uj |
2dµj . Performing the

integration, we see that

Gε(ũ(ε), ũ(ε)) =

N∑

j=0

Gj(uj , uj) +O(ε) (6.25)

as required. �

6.1. Infinitesimal translations. We now consider the differential of the
gluing map Ψ or Ψc with respect to variation in the base parameters, C

∗
N .

In light of Proposition 4.3, it suffices to consider translations.
Thus, fix j ∈ {1, . . . , N}, let V = ξ ·∂zj = ξ1∂z1j

+ ξ2∂z2j
+ ξ3∂z3j

∈ Vsc(C
∗
N )

be an infinitesimal translation along the jth Euclidean factor. In particular,
as an ordinary vector field, V vanishes at E∗

N = ∂C
∗
N .

In order to lift this to Z, we first lift V to Z ′ using the product structure
on the interior, Z̊ ′ = R

3 ×C∗
N , and extension by continuity. As discussed at

the end of §4.3, we may then use the connection on I × [0,∞) induced by
the canonical connection on the Gibbons-Manton torus bundle to obtain a
horizontal lift Ṽ ∈ V(Z).
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Lemma 6.5. Ṽ vanishes at D and Xi, i 6= j, and with respect to the iden-
tification of Xj with R3 × I induced by Lemma 4.4, we have

Ṽ |Xj = (−ξ · ∂z, 0), Xj
∼= R3 × I. (6.26)

Proof. As discussed in the proof of Lemma 4.4, coordinates on Z ′ near the
interior of X ′

i are given by (ε, wi, ζ1, . . . , ζN ), where wi = z − zi. The lift,

Ṽ ′, of V to X ′
i is therefore given by

Ṽ ′ = εξ · ∂ζj − δijξ · ∂wi
,

which vanishes at ε = 0 if i 6= j and gives a vector field like (6.26) otherwise,

with respect to X ′
j
∼= R3 × E∗

N . It is similarly easy to verify that Ṽ ′ = O(ε)

near D′ and B′.
Denoting the further lift of Ṽ ′ to Z by Ṽ using the Gibbons-Manton

connection, we note that any component of Ṽ in the parameter directions
vanishes over ε = 0, since this is the lift with respect to a smooth connection
of V , which vanishes there; and (6.26) follows at once. �

Now let (A,Φ) represent a solution to B(A,Φ) = 0 on Z|K×[0,εK] as ob-
tained in the previous section. To compute the variation in (A,Φ) with re-

spect to Ṽ , we may use the connection A itself to differentiate (recall that,
while the subsequent modifications of the pregluing connection were in the
fiber directions, i.e., sections of γΛ1 ⊗ p, A is nevertheless a full connection
on P −→ Z), which yeilds

Ṽ · (A,Φ) = (ι
Ṽ
FA,∇Ṽ

Φ).

In light of Lemma 6.5, we obtain the following result:

Corollary 6.6. The variation Ṽ · (A,Φ) vanishes at D and Xi for i 6= j,
while

Ṽ · (A,Φ)|Xj = (−ιξFA,−∇ξΦ) = −τξ,

where τξ was introduced in §2.8.

In particular, this is equivalent modulo O(ε) to a variation of the ideal
monopole family by the infinitesismal translation −ξ in the jth factor, the
metric evaluation of which was considered in the previous section.

Appendix A. Sobolev spaces

In this section we prove the fundamental multiplicativity results for the
Sobolev spaces introduced in §5.3. It will be sufficient to work fiberwise
over I, so for the remainder of the section we consider a fixed fiber, Z, of
µ : Z −→ I.
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Lemma A.1. Let ρ := ρDρB. For k > 2, l ≥ 0, multiplication of smooth
functions extends to bilinear maps on the Sobolev spaces of Definition 5.14:

ραHk,l
µ,̺(Z; g)× ραHk,l

µ,̺(Z; g) −→ ρ2α+3/2Hk,l
µ,̺(Z; g), (A.1a)

ραHk,l
µ,̺(Z; g)× ρβHk,l

µ,γ(Z; g) −→ ρα+β+3/2Hk,l
µ,γ(Z; g), (A.1b)

ρβHk,l
µ,γ(Z; g)× ρβHk,l

µ,γ(Z; g) −→ ρ2β−l+3/2Hk,l
µ,̺(Z; g). (A.1c)

Proof. Let gb = ρ−2g be the associated b-metric on Z. Then (Z̊, gb) is a
complete Riemannian 4-manifold, which enjoys the same Sobolev embed-
ding results as R

4 with respect to derivatives which are bounded with re-
spect to gb, i.e., with respect to b-derivatives Vb(Z) ≡ V̺(Z). In particular,

Hk
µ(Z; gb) is an algebra for k > 2, and distributing derivatives via the Lieb-

nitz formula, it follows that, for l ≥ 0, the spaces Hk,l
µ,̺(Z; gb) andH

k,l
µ,γ(Z; gb)

are algebras, and

ρα
′

Hk,l
µ,̺(Z; gb)× ρβ

′

Hk,l
µ,̺(Z; gb) −→ ρα

′+β′

Hk,l
µ,̺(Z; gb),

ρα
′

Hk,l
µ,γ(Z; gb)× ρβ

′

Hk,l
µ,γ(Z; gb) −→ ρα

′+β′

Hk,l
µ,γ(Z; gb).

The results above then follow from the identity ρα
′

L2(Z; gb) = ραL2(Z; g)
where α′ = α+ 3

2 , and the inclusions

ραHk,l
µ,̺(Z; g) ⊂ ραHk,l

µ,γ(Z; g), ρβHk,l
µ,γ(Z; g) ⊂ ρβ−lHk,l

µ,̺(Z; g),

which in turn follow from the fact that Vγ(Z) ∋ X = ρX̃ for X̃ ∈ V̺(Z). �

Proof of Theorem 5.7. With respect to the splitting p = p0⊕p1, the product
on Λ∗ ⊗ p decomposes as

[u, v]0 = [u1, v1], [u, v]1 = [u0, v1] + [u1, v0].

Boundedness of the products Hk,l′,β×Hk,l,β −→ Hk,l,β for l′ ≥ l then follows
from (A.1b) and (A.1c)

For the gauge group, we work in the universal enveloping algebra U(p),
here identifiable with 2× 2 complex matrices locally. Near D ∪B, we have
a splitting

U(p) = U(p)0 ⊕ U(p)1

consistent with the splitting of p ⊂ U(p); indeed, we may take U(p)0 and
U(p)1 to be the diagonal and anti-diagonal matrices, respectively. The prod-
uct in U(p) then decomposes as

(uv)0 = u0v0 + u1v1, (uv)1 = u0v1 + u0v1,

and it follows from Lemma A.1, (A.1a)–(A.1c) that Hk,2,β(Z;U(p)) is an al-
gebra. Adjoining a unit and exponentiating in the algebra 1+Hk,2,β(Z;U(p)),
we obtain the gauge group Hk,2,β(Z; AdP ), with Lie algebra Hk,2,β(Z; p) as
claimed. The action of this group on the spaces Hk,l,β(Z; Λ∗ ⊗ p) follows
from boundedness of the infinitesimal action. �
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A.1. Sobolev spaces for Xi. In appendix C we require hybird b/scattering
Sobolev spaces on the fibers Xi. Thus let

Hk,l
b,sc(Xi;V ) ∋ v ⇐⇒ Vk′

b · V l′

scv ∈ L2(Xi;V ; g), ∀ k′ ≤ k, l′ ≤ l.

Here L2(Xi;V ; g) is defined with respect to the induced metric on Xi; from
Proposition 3.3 this is the Euclidean metric with respect to the identification

Xi
∼= R3. The spaces Hk,l

b,sc(Xi;V ) are Hilbert spaces with respect to inner

products constructed from any choices of b and scattering connections on

V . We consider also weighted versions ραHk,l
b,sc(Xi;V ), where ρ = ρD. The

next result is proved in [Kot15a].

Proposition A.2. If α′ ≥ α, k′ ≥ k and l′ ≥ l, then

ρα
′

Hk′,l′

b,sc (Xi;V ) ⊂ ραHk,l
b,sc(Xi;V ).

Furthermore, if α′ > α and either k′ > k or l′ > l, then the inclusion is
compact. If α ≥ β + l, then

ραHk,l
b,sc(Xi;V ) ⊂ ρβHk+l

b (Xi;V ).

For V = p, with the associated splitting p = p0 ⊕ p1 near ∂Xi, we define
the split Sobolev spaces (cf. §5.3)

Hk,l
b/sc(Xi; p) ≃ Hk+l

b (Xi; p0)⊕Hk,l
b,sc(Xi; p1)

via the norm

Hk,l
b/sc(Xi; p) ∋ v ⇐⇒ ‖χv0‖Hk+l

b
+ ‖χv1‖Hk,l

b,sc
+ ‖(1− χ)v‖Hk+l <∞,

where χ is a smooth cutoff supported near ∂Xi = D. We denote weighted
versions of these spaces by

ρα,βHk,l
b/sc(Xi; p) ≃ ραHk+l

b (Xi; p0)⊕ ρβHk,l
b,sc(Xi, p1),

where ρ = ρD.

Appendix B. Coulomb gauge

This section is devoted to a proof of Theorem 5.8. Combining (5.17) and
(5.18), the condition that γ ·(A+a,Φ+φ) be in Coulomb gauge with respect
to (A,Φ) amounts to the condition G(a, φ, γ) = 0, where

G(a, φ, γ) = d∗A(a− (dA+aγ)γ
−1)− adΦ(γ(Φ + φ)γ−1). (B.1)

Lemma B.1. For k ≥ 3, (B.1) extends to a differentiable map

G : H
k,1(Z; Λ1⊗p)×H

k,1(Z; p)×H
k,2(Z; AdP ) −→ H

k,0(Z; p). (B.2)

with derivative

F := ∂γG(0, 0, 1) = d∗AdA − adΦ2 : H
k,2(Z; p) −→ H

k,0(Z; p). (B.3)
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Proof. Fix a fiber Z of µ : Z −→ I. That (B.2) is a bounded map over
Z follows from Theorem 5.7, and the diagonality assumption on Φ, from
which it follows that adΦ maps Hk,l to Hk,l ∩ Hk,0 for l = 1, 2 (while
Hk,2 6⊂ Hk,1 6⊂ Hk,0, adΦ kills the p0 components to infinite order). Since
all the nonlinear terms are simple products, (B.2) is an analytic map.

Setting γ = 1+η, where η ∈ Hk,2(Z; p) and discarding terms of quadratic
and higher order in η, we obtain the linearization

∂γG(a, φ, 1)η = d∗AdA+aη − adΦ ad(Φ + φ)η. (B.4)

Setting (a, φ) = (0, 0) gives (B.3). Letting Z vary, it is clear that, as bounded
operators, G and F vary smoothly over I. �

We will show that (B.3) is invertible for sufficiently small ε and appeal to
the implicit function theorem.

The restrictions of F in (B.3) to the boundary faces X and D of Z are
analyzed in §C.3 where they are shown to be invertible, and in §D.6 we
construct a smooth family of fiberwise parametrices for F on µ : Z −→ I.
There we prove

Proposition B.2. There exist right and left parametrices QR and QL for
F such that, for some 0 < δ < 1

2 ,

FQR = I − εδER, QLF = I − εδEL, (B.5)

where ER and EL extend to (fiberwise bounded) linear maps on H k,0(Z; p))
and H k,2(Z; p)), respectively.

Proof of Theorem 5.8. Fixing a compact set K ⊂ I, and εK > 0, the error
terms in (B.5) satisfy bounds of the form CεδK on H k,∗(Z|K×[0,εK]; p), and,
making εK sufficiently small, can be inverted by Neumann series.

It follows that

F : H
k,2(Z|K×[0,εK]; p)) −→ H

k,0(Z|K×[0,εK]; p))

is invertible map of Hilbert bundles over K, and then the existence of a
unique γ satisfying G(a, φ, γ) = 0 for (a, φ) ∈ H k,1(Z|K×[0,εK ]) sufficiently
small (with respect to supK ‖·‖Hk,1) is a consequence of the implicit function
theorem.

For the regularity statement it suffices to work on a fixed fiber Z. We
proceed by induction on l, showing that there are unique solution maps

Ul−1 ⊂Hk+l−1,1(Z; p) −→ Hk+l−1,2(Z; AdP )

Ul = i−1(Ul−1) ⊂Hk+l,1(Z; p) −→ Hk+l,2(Z; AdP )

(a, φ) 7−→ γ s.t. G(a, φ, γ) = 0,

(B.6)

where the Ul are convex open neighborhoods of the origin and i : Hk+l,1 −→
Hk+l−1,1 denotes the natural inclusion. In particular, the domains don’t
decrease with l.
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The above construction, applied with k and k + 1, furnishes the base
case; shrinking U0 if necessary, we may assume that U1 = i−1(U0). For
the inductive step, suppose (a, φ) ∈ i−1(Ul) ⊂ Hk+l+1,1 with the solution
γ = exp(η), η ∈ Hk+l,2(Z; p). Let V ∈ Vb(Z) be an arbitrary b vector field,
and consider

0 = V ·
(
G(a, φ, exp(η))

)

= (V ·G)(a, φ, exp(η)) +G1(a, φ, exp(η))V (a, φ) +G2(a, φ, exp(η))V η.
(B.7)

Here G1(a, φ, exp(η)) = ∂(a,φ)G(a, φ, exp(η)) is the linearization of G with
respect to the (a, φ) variables, G2(a, φ, exp(η)) = ∂ηG(a, φ, exp(η)) is the
linearization with respect to η, and (V · G) denotes all terms where V dif-
ferentiates the coefficients of G, i.e., where V differentiates a term in the
background configuration (A,Φ).

By the smoothness assumption on (A,Φ), the proof of Lemma B.1 applies
to (V ·G), and we conclude that

(V ·G) : Hk+l,1(Z; p) ×Hk+l,2(Z; AdP ) −→ Hk+l,0(p)

is a C1 map. Likewise, the linear map

G1(a, φ, exp(η)) : H
k+l,1(Z; p) −→ Hk+l,0(Z; p)

is bounded, and V (a, φ) is in Hk+l,1 by assumption. Finally, as a result of
the inductive hypothesis (B.6), it follows that

G2(a, φ, exp(η)) : H
k+l−1,2(Z; p) −→ Hk+l−1,0(Z; p),

G2(a, φ, exp(η)) : H
k+l,2(Z; p) −→ Hk+l,0(Z; p)

are isomorphisms, with inverses which coincide where defined. Rearranging
(B.7), we conclude that

V η = −G−1
2 (a, φ, exp(η))

(
(V ·G)(a, φ, exp(η)) +G1(a, φ, exp(η))V (a, φ)

)

∈ Hk+l,2(Z; p).

Since V was arbitrary, in fact η ∈ Hk+l+1,2. Letting (a, φ) vary in i−1(Ul)
and appealing to the uniqueness of the solution γ, we conclude that (a, φ) 7−→
γ such that G(a, φ, γ) = 0 defines a C1 map

Ul+1 := i−1(Ul) ⊂ Hk+l+1,1(Z; p) −→ Hk+l+1,2(Z; AdP ),

which completes the induction. �

Appendix C. Linear analysis

C.1. Linear analysis of LXi
. In this section we give the analysis of the

operator L(A,Φ) (3.31) as needed for the construction of the formal solution
in §3.7 over the Euclidean boundary hypersurfaces Xi. Thus let X be the
radial compactification of R

3, with boundary defining function ρ and let
(A,Φ) be a smooth solution of the Bogomolny equations. This operator has
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been considered previously by Taubes and more systematically by the first
author. We need to refine the parametrix found by Kottke in [Kot15c] for
applications in this paper; on the other hand there are some simplifications
that result from X being the radial compactification of R3 rather than a
general scattering manifold. Denote by Λ the bundle scΛ1 ⊕ scΛ0 over R

3

and by p the complexification of the adjoint bundle ad(P ). Then

LX = L(A,Φ)

[
a
φ

]
=

[
∗dA −dA
−d∗A 0

] [
a
φ

]
+ ad(Φ)

[
a
φ

]
. (C.1)

where (a, φ) ∈ Λ⊗ p.
We begin with the consequences of the decomposition p = p0 ⊕ p1 near

∂X. Let Φ̂ = Φ/|Φ|.

Lemma C.1. Let C = ∇AΦ̂, defined over a collar neighbourhood U of ∂X.
Then

C ∈ ρ∞C∞(U , p1). (C.2)

Proof. By differentiation of |Φ̂|2 = 1, we get 〈Φ̂, C〉 = 0, showing that
C ∈ C∞(U , p1 ⊗

scT ∗). We also have

C = ∇A(|Φ|
−1Φ) = d(|Φ|−1)Φ + |Φ|−1∇AΦ (C.3)

Since also ad Φ̂C = C by definition of p1, it follows that

C = |Φ|−1 ad(Φ̂)∇AΦ (C.4)

and so the rapid decay of C follows from that of ad(Φ)∇AΦ discussed in
§2. �

Given any section u of p define u0 ∈ C∞(U ,C) by

u0 = 〈Φ̂, u〉. (C.5)

Then
u1 = u− u0Φ̂ (C.6)

is a section of p1 and thus satisfies

ad Φ̂u1 = u1. (C.7)

Denote by ∇1 the connection on p1 induced by projection of ∇A on p1.

Proposition C.2. Under the identification p = p0 ⊕ p1, p0 ≃ C just de-
scribed,

∇A

[
u0
u1

]
=

[
du0
∇1u1

]
+

[
0 ad(C)
C 0

] [
u0
u1

]
(C.8)

Proof. If u0 ∈ C∞(U ,C), then we calculate

∇(u0Φ̂) = du0 ⊗ Φ̂ + u0C. (C.9)

Thus the p0 and p1 components are precisely du0 and u0C, proving the first
line of (C.8). If u1 ∈ C∞(U , p1, then by definition

∇1u1 = ad(Φ̂)∇Au1. (C.10)
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Differentiating the equation u1 = ad(Φ̂)u1, we obtain

∇Au1 = ad(Φ̂)u1 + ad(C)u1 = ∇1u1 + ad(C)u1. (C.11)

The result is proved. �

As a consequence, we have (c.f. (3.32))

Proposition C.3. Over U , relative to the decomposition p = p0 ⊕ p1,

LX =

[
L C1

C∗
1 L1 +Φ1

]
(C.12)

where

L =

[
∗d −d
−d∗ 0

]
, (C.13)

is the euclidean Hodge-de Rham operator on R
3, L1 is the same operator

coupled to p1, Φ1 denotes ad(Φ) acting on p1 and C1 is a zeroth order O(ρ∞)
term.

Thus, near U , LX behaves like a sum of the uncoupled euclidean Hodge-de
Rham operator L and the fully elliptic scattering operator L1 +Φ1.

As is well known, Fredholm extensions, solvability and boundary regu-
larity properties of the p0 component of LX are therefore governed by the
homogeneous solutions of Lu = 0.

Proposition C.4. Suppose that Lu = 0 over R
3 \ 0 and u is homogeneous

of degree α. Then if α ≥ 0, it follows that α = n is a non-negative integer,
and there is a homogenous harmonic polynomial h of degree n+1, such that

u = Lh (C.14)

If α < 0 then α = −2− n, where n is a non-negative integer, and there is a
harmonic polynomial, homogeneous of degree n, such that

u = L(|z|−2n−1h) (C.15)

Proof. It is clear that (C.14) and (C.15) do give homogenous solutions of
the given degree, because L2 = ∆. Let us consider (C.15). If Lu = 0
and u is homogeneous of some negative degree α, then Lu extends to R

3

uniquely as a homogeneous distribution supported at 0. The only possibility
is a linear combination of derivatives of the Dirac distribution δ0. Since this
distribution is of degree −3, it follows that s = Lu can only be homogeneous
of degree −3−n, for some n ≥ 0. Applying L, ∆u = Ls and u = Lf , where
f is the unique homogeneous solution of ∆f = s. Thus f has the form
|z|−2n−1h where h is an R

4-valued harmonic polynomial, homogeneous of
degree n, proving the result.

The proof of (C.15) is similar; by elliptic regularity, if the homogeneity is
non-negative, then Lu = 0 on R

3. So u is an R
4-valued harmonic polynomial,

homogeneous of degree n ≥ 0. However any such polynomial can be written
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u = ∆v (take v a multiple of |z|2u). Then u = L(Lv) and Lv is an R
4-valued

function, homogeneous of degree n+ 1. �

The remainder of the section is devoted to a proof of the following

Theorem C.5.

(a) For m ≥ 0, β ∈ R, and α ∈ (−1, 1) the bounded extension

LX : ρα−1/2,βHm,1
b/sc(X; Λ ⊗ p) −→ ρα+1/2,βHm,0

b/sc(X; Λ ⊗ p) (C.16)

is Fredholm and surjective. The spaces here are defined in §A.1. The
null-space N is of complex dimension 4k and if u ∈ N is decomposed as
u = u0 + u1 relative to p = p0 ⊕ p1 near the boundary,

u0 ∈ ρ2C∞(U), u1 ∈ ρ∞C∞(U , p1). (C.17)

(b) There is a right-inverse G of (C.16) with range equal to the L2 orthog-
onal complement of N with the following roperty. If f ∈ A∗(X; Λ ⊗ p)
with f = f0 ⊕ f1 near ∂X,

fi ∈ AFi(X; Λ ⊗ pi), (C.18)

then u = Gf solves Lu = f with u ∈ A∗(X; Λ ⊗ p). Moreover, decom-
posing u = u0 + u1 near ∂X, we have ui ∈ AEi, where

E0 = 2̂∪(F0 − 1),

E1 = F1.

(c) Let U be a product neighbourhood of ∂X as before and consider the
Schwarz kernel of G on restricted to U × U . Then G|U × U decomposes
with respect to Hom(π∗R(p0 ⊕ p1), π

∗
L(p0 ⊕ p1))

G =

(
ρG̃0ρ

−2 G01

G10 G1

)
,

G̃0 ∈ Ψ−1,F
b (X; Λ ⊗ p0), F = (FL, FR, FF ), FL, FR, FF ≥ 0.

G1 ∈ Ψ−1,0
sc (X; Λ⊗ p1), Gij ∈ ρ∞Ψ−1(X; Λ⊗ pj ,Λ⊗ pi).

(C.19)

Here ρ∞Ψ−1 is well-defined in either calculus as ρ∞Ψ−1 = Ψ
−1,(∞,∞,∞)
b =

Ψ,∞
sc .

The proof of this is an elaboration of work of the first author in [Kot15c]
and starts from a parametrix construction using both the b and sc calculi as
well as the pseudo-differential operators in ρ∞Ψs(X). Note that this forms
a bi-ideal in either calculus, in the sense that

ρ∞Ψk ◦Ψl,E
b ⊂ ρ∞Ψk+l, Ψl,E

b ◦ ρ∞Ψk ⊂ ρ∞Ψk+l,

ρ∞Ψk ◦Ψl,e
sc ⊂ ρ∞Ψk+l, Ψl,e

sc ◦ ρ∞Ψk ⊂ ρ∞Ψk+l.
(C.20)

It is convenient to replace L by L̃ = ρ−2Lρ in what follows. We also
omit mention of Λ since this is a passenger and the important thing is the
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splitting p = p0 ⊕ p1. In order to construct a parametrix near the boundary

for the p0 part L̃, we need to know its indicial roots:

Lemma C.6. specb(L̃) = ±N1 = Z \ {0}.

Proof. This follows at once from Proposition C.4 and the definition L̃ =
ρ−2Lρ. The calculation is done in the more general setting that X is an
arbitrary scattering 3-manifold in [Kot15c], by identifying L with the odd-
signature operator on X. �

As an initial step, let Q be a distribution on X2 conormal to the diagonal
on the interior, with principal symbol inverting that of LX , and decomposing
near U2 as

Q =

(
ρQ̃0ρ

−2 0
0 Q1

)
.

Here we assume that Q1 ∈ Ψ−1,0
sc (X; p1) has scattering symbol inverting

that of L1 + Φ1 (which is invertible by the fact that L1 is self-adjoint, Φ1

is skew-adjoint and nondegenerate on p1, and these commute to leading

order at ∂X), and we assume that Q̃0 ∈ Ψ
−1,(1̂L,1R,0F )
b (X; p0) satisfies I −

L̃Q̃0 ∈ Ψ
−1,(∞L,1R,1F )
b (X; p0), following the first few standard steps in the

construction of parametrices in the b-calculus [Mel93]. More precisely we

assume that that Q̃0 has interior principal symbol inverting that of L̃, that

the indicial operator I(Q̃0) is obtained by taking the inverse Mellin transform

of I(L̃, λ) along Re(λ) = α ∈ (−1, 1) (which is free of indicial roots by
Proposition C.6; the indicial roots to the right and left of this line contribute

the index set 1 at the right and left faces for Q̃0), and that the Schwartz

kernel of Q̃0 is in the formal nullspace of the lift of L̃ to X2
b at the left face,

contributing the index set 1̂ for Q̃0 and the rapid vanishing of I− L̃Q̃0 there.
These assumptions are all consistent with the choice of interior conormal
symbol of Q.

It follows that the initial error term E = I − LXQ has the form

E =

(
ρ2Ẽ0ρ

−2 E01

E10 E1

)
,

Ẽ0 ∈ Ψ
−1,(∞,1,1)
b (X; p0), E1 ∈ Ψ−1,1

sc (X; p1),

E01 = −C1Q1 ∈ ρ∞Ψ−1(X; p1, p0)

E10 = −C∗
1ρQ̃0ρ

−2 ∈ ρ∞Ψ−1(X; p0, p1),

near (∂X)2, with interior conormal singularity of order −1. This term may
now be removed by Neumann series. Indeed, absorbing terms ρ∞Ψ−N into
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Ψ
−N,(∞,∞,∞)
b and Ψ−N,∞

sc , it follows that

EN =

(
ρ2Ẽ

(N)
0 ρ−2 E

(N)
01

E
(N)
10 E

(N)
1

)
,

Ẽ
(N)
0 ∈ Ψ

−N,(∞,1̂N ,N)
b (X; p0), E

(N)
1 ∈ Ψ−N,N

sc (X; p1),

E
(N)
ij ∈ ρ∞Ψ−N

where 1̂N = 1∪2∪ · · · ∪N. The series
∑∞

k=0E
k may be summed asymptoti-

cally, resulting in an operator I−S, where S has an expression similar to E,

except that S̃0 ∈ Ψ
−1,(∞,1̂,1)
b (X; p0). Denoting an improved right parametrix

by QR = Q(I − S), it follows that the new error term ER = I − LXQ
R has

the form

ER =

(
ρ2ẼR

0 ρ
−2 ER

01

ER
10 ER

1

)
,

ẼR
0 ∈ Ψ

−∞,(∞,1̂,∞)
b (X; p0), ER

1 ∈ Ψ−∞,∞
sc (X; p1),

ER
ij ∈ ρ∞Ψ−∞

The parametrix QR has a block form similar to the block form of Q, with

Q̃R
0 ∈ Ψ

−1,(1̂,1̂∪2,2̂∪1∪0)
b (X; p0), and off-diagonal terms in ρ∞Ψ−1. The precise

form of the index sets is not as important as the statement that Q̃R
0 lies in

the b-calculus.
A similar construction gives a left parametrix QL with error term EL =

I −QLLX of the form

EL =

(
ρẼL

0 ρ
−1 EL

01

EL
10 EL

1

)
,

ẼL
0 ∈ Ψ

−∞,(1̂,∞,∞)
b (X; p0), EL

1 ∈ Ψ−∞,∞
sc (X; p1),

EL
ij ∈ ρ∞Ψ−∞

With these parametrices in hand, we may prove the following:

Proposition C.7.

(a) The extension (C.16) is Fredholm and surjective for α ∈ (−1, 1), m ≥ 0
and β ∈ R.

(b) The nullspace of such an extension consists of polyhomogeneous sections,
with

Null(LX) ∋ u = u0 ⊕ u1, near ∂X,

u0 ∈ ρ2C∞(X; p0), u1 ∈ ρ∞C∞(X; p1).

Proof. To see that the extension is Fredholm, it suffices to verify that EL

and ER are compact on the appropriate spaces. Over the interior of X this
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is clear, and near the boundary we have

ρẼL
0 ρ

−1 : ρα−1/2Hm+1
b −→ ρα+1/2H∞

b ⊂ ρα−1/2Hm+1
b ,

EL
1 : ρβHm,1

b,sc −→ ρ∞H∞,1
b,sc ⊂ ρβHm,1

b,sc

E10 : ρ
α−1/2Hm+1

b −→ ρ∞H∞
b ⊂ ρβHm,1

b,sc

E01 : ρ
βHm,1

b,sc −→ ρ∞H∞,1
b,sc ⊂ ρα−1/2Hm+1

b

where all inclusions are compact by Proposition A.2. The argument for ER

is similar.
For (b), observe that EL maps ρα−1/2,βHk,1

b/sc into ρ
0,∞A2̂, meaning poly-

homogeneous sections whose p1 components are rapidly vanishing and whose
p0 components have index set 2̂ = 1̂ + 1. Thus, supposing LXu = 0 and

applying the left parametrix, it follows that u = ELu ∈ ρ0,∞A2̂.

In fact, since X is Euclidean, L̃ ≡ I(L̃) agrees identically with its indicial
operator in a neighborhood of ∂X. It then follows from LXu = 0 that

I(L̃)ρ−1u0 = 0 mod ρ∞C∞, and so u0 ∈ ρ2C∞.
Surjectivity will follow from injectivity for the adjoint operator

L∗
X : ρ−α−1/2,−βHm,1

b/sc −→ ρ−α+1/2,−βHm,0
b/sc. (C.21)

Here we are considering the adjoint determined by the L2 pairing between

weighted spaces ρα,βL2 and ρ−α,−βL2, with Hm,l
b/sc functioning as domains

for the unbounded operators LX and L∗
X . Note that −α ∈ (−1, 1) since

α ∈ (−1, 1) by assumption. Since L∗
X = LA − ad(Φ) differs from LX only

in the sign of the zeroth order term, we may apply the foregoing analysis to
it, and in particular deduce that if u is in the null space of (C.21), then it
is O(ρ2) (and conormal).

Now we use the basic identity

LXL
∗
X = ∇∗

A∇A − (ad(Φ))2 (C.22)

which follows from the Bogomolny equations and the fact that R3 is (Ricci)
flat. If L∗

Xu = 0, u = O(ρ2), we have

(u,LXL
∗
Xu) = (u,∇∗

A∇Au) + ‖ ad(Φ)u‖2 (C.23)

as u and its derivatives are all in L2. The decay at ∂X is sufficient to
integrate by parts with no boundary term, we conclude

0 = ‖L∗
Xu‖

2 = ‖∇Au‖
2 + ‖ ad(Φ)u‖2 (C.24)

from which u is covariant constant hence zero because vanishing at the
boundary. �

It follows from the previous result that there exists a bounded right inverse
to LX on the Sobolev spaces in consideration:

G : ρα+1/2,βHm,0
b/sc(X; p) −→ ρα−1/2,βHm,1

b/sc(X; p),

LXG = I, GLX = I −ΠN
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where ΠN is projection on the null space N of LX . From the identities

QL = QLLXG = G− ELG,

G−GER = GLXQ
R = QR −ΠNQ

R,

it follows that G satisfies

G = QR +QLER −ΠNQ
R + ELGER.

Because of the bi-ideal properties of ρ∞Ψ−∞ = Ψ−∞,∞
sc and left (resp. right)

ideal properties of Ψ
−∞,(∞,∗,∞)
b (resp. Ψ

−∞,(∗,∞,∞)
b ), the last term has the

form

ELGER ∈

(
ρΨ

−∞,(1̂,1̂,∞
b )ρ−2 ρ∞Ψ−∞

ρ∞Ψ−∞ Ψ−∞,∞
sc

)

near (∂X)2. Computing the compositions of the other terms leads to a
proof of Theorem C.5.(c). Note that the precise index sets are not of critical
importance; for the present purpose it suffices to only keep track of the
leading orders.

As a consequence, Gmaps polyhomogeneous sections to polyhomogeneous
sections:

G : A∗ ∩ ρα+1/2,βHk,0
b/sc(X; p) −→ A∗(X; p). (C.25)

The precise behavior of the index sets, as in Theorem C.5.(b), is then de-
termined a posteriori, rather than from the estimates on the index sets for
G.

The following is a general result for b differential operators:

Proposition C.8 ([Mel93], Prop. 5.61, p. 205). Let P ∈ Diffk
b(X;V ), and

suppose u ∈ AG(X;V ) ∩ ραHk
b(X;V ) satisfies Pu = f ∈ AF (X;V ) ∩

xαL2(X;V ), where α /∈ specb(P ). Then in fact u ∈ AE(X;V ), where

E = Ê+(α)∪F, (C.26)

where E+(α) = {(z, k) ∈ Specb(P ) : Re(z) > α}.

Proof of Theorem C.5. Parts (a) and (c) were proved above; it remains to
prove part (b). Suppose f = f0 ⊕ f1 near ∂X with f0 ∈ AF0(X; p0), f1 ∈
AF1(X; p1) and let u = Gf , which is polyhomogeneous by (C.25). Thus
LXu = f and u = u0 ⊕ u1 near ∂X with ui ∈ AGi , for some index sets G0

and G1. We now use the fact that LX has the form

LX =

(
ρ2D̃0ρ

−1 0
0 D1 + adΦ

)
+O(ρ∞).

with D̃0 ∈ Diff1
b(X; p0). Since the off-diagonal terms coupling between p0

and p1 are vanishing rapidly, they have no effect on the terms which actually
appear in the index sets and will be ignored.
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It suffices therefore to suppose that, near ∂X, we have

ρ2D̃0ρ
−1u0 = f0 ∈ AF0(X; p0),

fD1u1 + adΦu1 = f1 ∈ AF1(X; p1).

Rewriting the first equation as D̃0(ρ
−1u0) = ρ−2f0 ∈ AF0−2 and invoking

Proposition C.8 with E+(α) = 1, we obtain

u0 ∈ AE0(X; p0),

E0 = 1̂∪(F0 − 2) + 1 = 2̂∪(F0 − 1)

as claimed.
In the second equation, adΦ is the dominant term in the operator as far

is polyhomogeneity is concerned; thus we may write

adΦu1 = f1 − ρD̃1u1 D̃1 ∈ Diff1
b(X; p1).

Proceeding inductively over the leading terms in the index set F1, we con-
clude that u1 ∈ AF1(X; p1). �

C.2. Linear analysis of LD. Next we consider the linear operator

LD =

[
∗d −d
−d∗ 0

]

on Λ = Λ1 ⊕ Λ0 the face D.

Theorem C.9.

(a) For α, β ∈ (−1, 1) and any k ≥ 0,

LD : ρ
α−1/2
B ρ

β+1/2
X Hk

b (D; Λ) −→ ρ
α+1/2
B ρ

β−1/2
X Hk−1

b (D; Λ) (C.27)

is invertible. Here the Sobolev spaces are based on L2(D) with respect to
the rescaled metric ε−2g|D of conic/scattering type and ρX =

∏
i ρXi

.
(b) Given

f ∈ AF (D; Λ) ∩ ρ
α+1/2
B ρ

β−1/2
X Hk−1

b (D; Λ),

F = (FB , FX),

there exists a unique u ∈ AE(D; Λ) such that LDu = f , where

E = (EB , EX),

EB = 2̂∪(FB − 1),

EX = 0̂∪(FX + 1).

(c) The inverse L−1
D to (C.27) has the form

L−1
D = ρBρ

−1
X G̃ρ2Xρ

−2
B , G̃ ∈ Ψ−1,F

b (D; Λ),

F = (FL, FR, FF ), FL, FR ≥ 1, FF ≥ 0.
(C.28)
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The proof is similar to the proof of Theorem C.5, so we shall be brief.
Recall that, as a compact manifold with boundary, D = [X; {ζj}] is the

radial compactification of euclidean R
3, blown up at a finite number of

points.
Thus, as LD is a homogeneous operator of order 1, of conic type near D∩

Xi, and scattering type near D∩B, the first step in the proof of Theorem C.9
is to define the related b operator

L̃ = ρ−2
B ρ2XLDρ

−1
X ρB ∈ Diff1

b(D; Λ). (C.29)

Observe that the mapping properties (boundedness, invertibility, Fredholm-
ness, self-adjointness, etc.) of

L̃ : ραBρ
β
XH

k
b (D; Λ; gb) −→ ραBρ

β
XH

k−1
b (D; Λ; gb) (C.30)

are the same as the mapping properties of (C.27), where gb = ρ2Bρ
−2
X ε−2g is

the conformally related b-metric.

Proposition C.10. For α, β ∈ (−1, 1), the extension (C.27) is invertible,
and Null(LD) ∈ ρ2BC

∞(D; Λ)

Proof. Proceeding as in Proposition C.6, we see that the indicial roots at all
boundary faces of D are given by

specb(L̃) = Z \ {0} .

As the extension (C.27) of LD and hence the extension (C.30) L̃ are self-
adjoint when α = β = 0, it follows from standard results for b differential
operators that (C.27) is Fredholm with index 0 for α, β ∈ (−1, 1), and it

follows from the fact that L̃ agrees identically with its indicial operator near
Xi and B that Null(LD) ∈ ρ2BC

∞(D; Λ).
To see that (C.27) is invertible, we use the Bochner formula

L∗
DLD = ∆ = ∇∗∇+Ric = ∇∗∇,

where the adjoints are computed with respect to L2(D; Λ; ε−2g). This for-
mula follows as in the proof of Proposition C.7. Thus for u ∈ Null(LD) with
respect to any extension (C.27) with α, β ∈ (−1, 1),

‖∇u‖2L2 = 〈∇∗∇u, u〉 = 〈L∗
DLDu, u〉 = 0

and since u|B = 0, u must vanish identically. The integration by parts is
justified by comparing the decay rate O(ρ2Bρ

0
X) of the nullspace with the

volume element near B and X. It follows that (C.27) is injective, and
therefore surjective since it has index 0. �

Proof of Theorem C.9. Part (a) has been shown, and part (b) then follows
immediately from Proposition C.8 and (C.29). Finally, part (c) follows by

expressing the inverse, G̃ = L̃−1, of (C.30) as

G̃ = Q̃R + Q̃LẼR + ẼLG̃ẼR ∈ Ψ−1,F
b (D; Λ),
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where Q̃R ∈ Ψ
−1,(1̂∪2,1̂,2̂∪1∪0)
b (D; Λ) is a right parametrix for L̃ with ẼR =

I− Q̃RP̃0 ∈ Ψ
−∞,(1̂,∞,∞)
b (D; Λ), and likewise Q̃L ∈ Ψ

−1,(1̂,1̂∪2,2̂∪1∪0)
b (D; Λ) is

a left parametrix with ẼL = I − P̃0Q̃L ∈ Ψ
−∞,(∞,1̂,∞)
b (D; Λ). These may be

constructed as in the previous section. �

C.3. Linear analysis for Coulomb gauge. Here we analyze the lin-
earized operator

F = ∆A − adΦ2 = d∗AdA − adΦ2

from the Coulomb gauge fixing problem. Here (A,Φ) are assumed to be
smooth and diagonal to infinite order near D∩B, and we restrict our analysis
to boundary faces X and D of a fiber Z of Z over I.

Over X, we may assume A is in radial gauge with respect to the boundary
defining function ρ for X ∩D. It follows that

FX := NX (F )|X =

(
∆A F01

F10 ∆A − adΦ2

)
Fij ∈ ρ∞Ψ1(X; p)

On p1, the term − adΦ2 = (adΦ)∗(adΦ) is positive and nondegenerate so
that ∆A − adΦ2 ∈ Diff1

sc(X; p1) is fully elliptic as a scattering operator
[Mel94]. On p0 we write

∆A = ρ1+3/2∆̃Aρ
1−3/2 = ρ5/2∆̃Aρ

−1/2

∆̃A = −(ρ∂ρ)
2 + 1

4 +∆A,∂X ∈ Diff1
b(X; p0).

Here ∆A,∂X denotes the scalar Laplacian on ∂X = S
2 determined by the

restriction of A (which is well-defined as A is a true connection) to ∂X and

the rescaled metric ρ2g|∂X = hS2 . This explicit form of ∆̃A follows by a
direct computation from the assumption that A is in radial gauge. As a
consequence,

specb(∆̃A) =

{
±
√

1
4 + ν : ν ∈ spec(∆A,∂X)

}
.

In particular the interval (−1
2 ,

1
2) is disjoint from specb(∆̃A).

Theorem C.11. For α ∈ (−1
2 ,

1
2), and any β ∈ R, k ∈ N, the bounded

operator

FX : ρα−1,βHk,2
b/sc(X; p) −→ ρα+1,βHk,0

b/sc(X; p) (C.31)

is invertible, with inverse G represented as a conormal distribution on X2,
decomposing with respect to Hom(π∗R(p0 ⊕ p1), π

∗
L(p0 ⊕ p1)) as

G =

(
ρ1/2G̃0ρ

−5/2 G01

G10 G1

)

G̃0 ∈ Ψ−2,F
b (X; p0) F = (FL, FR, FF ), FL, FR ≥ 1

2 , FF ≥ 0.

G1 ∈ Ψ−2,0
sc (X; p1), Gij ∈ ρ∞Ψ−2(X; pj , pi)

(C.32)
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Proof. The construction is similar to the one in Theorem C.5, so we shall
be brief. Fixing the parameters α ∈ (−1

2 ,
1
2), β ∈ R, and k ∈ N, we proceed

as in §C.1, beginning with an initial right parametrix Q of the form

Q =

(
ρ1/2Q̃0ρ

−5/2 0
0 Q1

)

Q̃0 ∈ Ψ
−2,(Ŝ,S,0)
b (X; p0), Q1 ∈ Ψ−2,0

sc (X; p1),

where S =
{
(s, k) ∈ Specb(∆̃A) : s ≥ 1/2

}
and Ŝ =

⋃
n∈N(S+n), for which

the error E = I − FXQ has the form

E =

(
ρ5/2Ẽ0ρ

−5/2 E01

E10 E1

)

Ẽ0 ∈ Ψ
−1,(∞,S,1)
b (X; p0), E1 ∈ Ψ−1,1

sc (X; p1),

Eij ∈ ρ∞Ψ−1

Summing the Neumann series for E leads to the improved right parametrix
QR = Q(

∑∞
N=0E

N ) with ER = I − FXQ
R of the form

ER =

(
ρ5/2ẼR

0 ρ
−5/2 ER

01

ER
10 ER

1

)

ẼR
0 ∈ Ψ

−∞,(∞,Ŝ,∞)
b (X; p0), ER

1 ∈ Ψ−∞,∞
sc (X; p1),

ER
ij ∈ ρ∞Ψ−∞

and QR having a similar decomposition to Q, but with off-diagonal terms

in ρ∞Ψ−2 and Q̃R
0 ∈ Ψ

−2,(Ŝ,S∪(Ŝ+1),1∪(S+Ŝ)∪0)
b (X; p0).

A similar procedure gives a left parametrix QL with EL = I −QLFX of
the form

EL =

(
ρ1/2ẼL

0 ρ
−1/2 EL

01

EL
10 EL

1

)

ẼL
0 ∈ Ψ

−∞,(Ŝ,∞,∞)
b (X; p0), EL

1 ∈ Ψ−∞,∞
sc (X; p1),

EL
ij ∈ ρ∞Ψ−∞

As operators on ρα+1,βHk,0
b/sc(X; p) and ρα−1,βHk,2

b/sc(X; p), ER and EL are

compact, so the extension (C.31) is Fredholm. From the fact that EL maps

ρα−1,βHk,2
b/sc into ρ0,∞AŜ+1/2 and u ∈ Null(FX) ⇐⇒ u = ELu, it follows

that

Null(FX) ⊂ ρ0,∞AŜ+1/2(X; p).

In particular u ∈ Null(FX) has leading order O(ρ1+ǫ) since S ≥ 1
2 . This is

enough decay to justify the integration by parts in the identity 〈∆Au, u〉L2 =

‖dAu‖
2
L2 , from which it follows that

u ∈ Null(FX) =⇒ ‖dAu‖L2 = 0,
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so that u is covariant constant, and therefore vanishing since u|∂X = 0. Thus
(C.31) is injective, and applying the same reasoning to the L2 adjoint

∆A − adΦ2 : ρ−α−1,−βHk,2
b/sc(X; p) −→ ρ−α+1,−βHk,0

b/sc(X; p)

proves that (C.31) is surjective as well. Letting G denote the inverse of
(C.31) and writing

GFXQ
R = G−GER = QR, QLFXG = G− ELG = QL,

it follows that G satisfies the identity

G = QR +QLER + ELGER.

(C.32) is then a consequence of the bi-ideal properties of ρ∞Ψ−∞ and the

left (resp. right) ideal properties of Ψ
−∞,(∞,∗,∞)
b (resp. Ψ

−∞,(∗,∞,∞)
b ). �

Next we consider the normal operators of F at D. Again decomposing
with repsect to p0 ⊕ p1, and writing

F =

(
F0 F01

F10 F1

)
,

with Fij = O(ρ∞), we have

FD := ND(F0)|D = (lim
ε→0

ε2F0)|D = ∆A|D

where A|D is the restriction of A as a smooth connection to D.

Theorem C.12. For α, β ∈ (−1
2 ,

1
2), and k ∈ N, the extension

∆A|D : ρα−1
B ρβ+1

B Hk+2
b (D; p0) −→ ρα+1

B ρβ−1
B Hk

b (D; p0) (C.33)

is invertible, with inverse of the form

∆−1
A|D = ρ

1/2
B ρ

−1/2
X G̃ ρ

5/2
X ρ

−5/2
B , G̃ ∈ Ψ−2,F

b (D; p0),

F = (FL, FR, FF ), FL, FR ≥ 1
2 , FF ≥ 0.

(C.34)

Proof. For the remainder of the proof, we denote A|D simply by A. We
consider the operator

∆̃A = ρ
−5/2
B ρ

5/2
X ∆A ρ

−1/2
X ρ

1/2
B ∈ Diff2

b(D; p0).

Taking A to be in radial gauge near the ends of D, it follows that near D∩X,

∆̃A = −(r∂r)
2 + 1

4 +∆A,D∩X ,

with ∆A,D∩X denoting the Laplacian on D ∩X = S
2 induced by A and the

metric ρ−2
X ε−2g = hS2 , and likewise near D ∩B,

∆̃A = −(x∂x)
2 + 1

4 +∆A,D∩B.

In either case, the indicial roots near an end of D have the form

specb(∆̃A) =

{
±
√

1
4 + ν : ν ∈ spec(∆A,∂D)

}
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and in particular are always disjoint from the interval (−1
2 ,

1
2).

Proceeding with the standard steps in the b-calculus, we may construct
right and left parametrices

Q̃R ∈ Ψ
−2,(Ŝ,S∪(Ŝ+1),1∪(S+Ŝ)∪0)
b (D; p0),

Q̃L ∈ Ψ
−2,(S∪(Ŝ+1),Ŝ,1∪(S+Ŝ)∪0)
b (D; p0)

for ∆̃A, where S =
{
(s, k) ∈ Specb(∆̃A) : s > 1/2

}
and Ŝ =

⋃
n(S + n) as

before. The error terms ẼR = I − ∆̃AQ̃
R and ẼL = I − Q̃L∆̃A have the

form

ẼL ∈ Ψ
−∞,(Ŝ,∞,∞)
b (D; p0), ẼR ∈ Ψ

−∞,(∞,Ŝ,∞)
b (D; p0).

Then QL/R := ρ
1/2
B ρ

−1/2
X Q̃L/R ρ

5/2
X ρ

−5/2
B are left/right parametrices for ∆A,

and the error terms EL = I−QL∆A and ER = I−∆AQ
R extend to compact

operators on the domain and range of (C.33), respectively, with EL mapping

the domain into ρ
1/2
B ρ

−1/2
X AŜ(D; p0).

It follows that (C.33) is Fredholm, with nullspace in ρ
1/2
B ρ

−1/2
X AŜ ; in par-

ticular, the leading order of u ∈ Null(∆A) has order O(ρ1B , ρ
0
X). Due to the

homogeneity in the conic/scattering volume form of D, this is enough decay

to justify the integration by parts in the identity 〈∆Au, u〉L2 = ‖dAu‖
2
L2 ,

from which it follows that u ∈ Null(∆A) is covariant constant, hence vanish-
ing since it vanishes atD∩B. Thus (C.33) is injective, and by self-adjointness
is also surjective, hence invertible. (C.34) follows by writing

∆−1
A = QR +QLER + EL∆−1

A ER. �

As for F1, we recall the normal operator homomorphism of Proposi-
tion 5.4. Regarding σD(F1) as a smooth fiberwise polynomial on γTD −→ D
with values in End(p1), the observation that ∆A is a laplacian on p1 lead to
the following Theorem.

Theorem C.13. The symbol σD(F1) ∈ S2(γTD; p1) is given at (x, ξ) ∈ γTD
by

σD(F1)(x, ξ) = |ξ|2 − adΦ2
x,

and is invertible for all (x, ξ).

Appendix D. Pseudodifferential operators

Here we construct the calculi of pseudodifferential operators which ‘mi-
crolocalize’ the algebras Diff∗

̺(Z) and Diff∗
γ(Z) of differential operators as-

sociated to the vector fields V̺(Z) and Vγ(Z), respectively. To keep the no-
tational complexity at a minimum we consider operators on scalar functions
only; the extension to operators acting between sections of vector bundles
over Z is a straightforward matter.

The kernels of these pseudodifferential operators are defined as distribu-
tions on appropriate geometric resolutions of the fiber product Z×̺Z; these
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“double spaces” are discussed in §D.1. The composition of two such oper-
ators is defined via the associated “triple spaces”—resolutions of the triple
fiber product Z ×̺ Z ×̺ Z—which are discussed next in §D.2. The ̺ and
γ pseudodifferential operators are defined and some of their essential prop-
erties are investigated in §D.3 and their mapping properties with respect to
Sobolev spaces are proved in §D.4.

Note that, in our constructions involving monopoles, we only compose
pseudodifferential operators with differential ones. Such compositions can
be defined directly on the double spaces, avoiding the technical complexity of
the triple spaces. However, the composition of pseudodifferential operators is
used to establish their mapping properties with respect to L2 via a standard
argument due to Hörmander (see the proof of Lemma D.9); for this reason
we have developed the general composition results in Theorems D.7 and D.8
below.

D.1. The double spaces. In the first place, Z2
̺ is meant to be a resolution

of the fiber product Z [2] := Z×̺Z of the single space with itself with respect
to the b-fibration ̺ : Z −→ I × [0,∞). There are two ways to achieve this.
The most direct is to use the theory developed in [KM15] and [Kot15b]
regarding resolutions of fiber products. Alternatively, since many readers
will not be familiar with this theory, Z2

̺ may be constructed directly via a

sequence of blow-ups from the space (X)2 × I × [0,∞). We shall describe
both approaches.

Let Y be a manifold with corners and denote by F(Y ) =
⊔

d Fd(Y ) the
set of boundary faces of Y , where d is codimension. Recall from [KM15,
Kot15b] that Y has an associated monoidal complex PY , which is a collection
of monoids σG ∼= N

d for each boundary face G ∈ Fd(Y ), with canonical
injective maps iFG : σG −֒→ σF whenever F ⊂ G identifying σG with
a face of σF . These monoids σG are all smooth, meaning that they are
freely generated by independent elements in the associated vector space
σG ⊗N R ∼= R

d; indeed the generators for a given σG may be identified
with the faces iGH(σH) ∼= N for the hypersurfaces H meeting G. For any
b-map f : Y −→ Z, there is an associated morphism f♮ : PY −→ PZ ,
mapping each σG into σf#(G) where f#(G) is the boundary face of Z of
maximal codimension into which G maps. Expressed in a basis with respect
to the generators of σG and σf#(G), these maps of monoids are represented by

matrices with nonnegative integer entries given by the exponents e(H,H ′) ∈
N, where

f∗(ρH) = a
∏

H∈F1(Y )

ρ
e(H,H′)
H , H ∈ F1(Z), 0 < a ∈ C∞.

In fact, f♮ : σG −→ σf#(G) may be identified with the b-differential

bf∗ :
bNG −→ bNf#(G).
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In particular, f is b-normal if and only if no generator of any σG is mapped
into the interior of any monoid σF of PZ .

If f1 : Y1 −→ Z and f2 : Y2 −→ Z are b-maps which are b-transversal,
a condition which is automatically satisfied if at least one is a b-fibration,
then the fiber product

Y1 ×Z Y2 ⊂ Y1 × Y2 (D.1)

is what is called an interior binomial variety of the manifold Y1 × Y2. Such
a space, though smooth in its interior, is generally not a manifold with
corners; it belongs to a category of “manifolds with generalized corners,”
which has been developed by Joyce [Joy15], though subspaces such as (D.1)
and their resolution theory is described in [KM15] and [Kot15b]. Indeed,
a complex PY1×ZY2 may also be associated to the fiber product, with each
monoid of dimension l corresponding to a boundary face (which is again
an interior binomial variety) of codimension l, and the face relations of the
complex corresponding to the meeting of boundary faces. The failure of the
fiber product to be smooth is measured by the failure of the monoids of
PY1×ZY2 , which have the form σG1 ×σF

σG2 , F = (f1)#(G1) ∩ (f2)#(G2), to
be smooth (meaning freely generated). To any resolution of PY1×ZY2 , mean-
ing a consistent way of subdividing the non-smooth monoids into smooth
ones, there corresponds an generalized blow-up of Y1 ×Z Y2 resolving it to a
smooth manifold with corners, the combinatorial structure of whose bound-
ary faces (i.e., codimension and meeting of boundary faces) is again en-
coded by the resolving monoidal complex. Below we will also be concerned
with the problem of determining the induced resolution of a boundary hy-
persurface H ⊂ Y1 ×Z Y2 from a resolution of PY1×ZY2 . The monoidal
complex of H itself is obtained from PY1×ZY2 as the complex of quotient
monoids {σ/σH : σH ⊂ σ ∈ PY1×ZY2}, which we may denote by PY1×ZY2/σH .
A smooth resolution of PY1×ZY2 induces a smooth resolution of the quotient
since the quotient of a freely generated monoid by a generator is again freely
generated.

In the present case of the b-fibration ̺ : Z −→ I × [0,∞), the space
Z has boundary faces of codimension at most 2, so PZ consists of the 1-
dimensional monoids σXi

, σD, σB ∼= N and the 2-dimensional monoids σD∩B,
σD∩Xi

. The monoidal complex of the base I × [0,∞) consists of the single
nontrivial monoid τ ∼= N. The associated morphism ̺♮ sends σB to {0} while
σD and σXi

are mapped isomorphically onto τ. On the monoids of dimension
2 we have

̺♮ : σD∩Xi
∼= N

2 −→ τ ∼= N, (m,n) 7−→ m+ n,

̺♮ : σD∩B
∼= N

2 −→ τ ∼= N, (m,n) 7−→ m.

It follows that the only singular monoids in PZ×I×[0,∞)Z are

σD∩Xi
×τ σD∩Xj

, 0 ≤ i, j ≤ N.
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Each of these is a 3-dimensional monoid of the form

ν :=
{
(m1, n1,m2, n2) ∈ N

4 : m1 + n1 = m2 + n2
}
, (D.2)

with dependent generators (1, 0, 1, 0), (0, 1, 0, 1), (1, 0, 0, 1) and (0, 1, 1, 0).
These generators may be identified respectively with the four hypersurfaces

D ×I D, Xi ×I Xj, D ×I Xj, Xi ×I D ∈ F1(Z
[2]) (D.3)

of the fiber product, which all meet at a face of codimension 3 (hence the sin-
gularity). Indeed, since D and X are both mapped to U ×{0} ⊂ I × [0,∞),
it follows that D ×I×[0,∞) D ≡ D ×I D, which is a fibration over I with

fibers D2. Likewise D ×I×[0,∞) Xi ≡ D ×I Xi (with fibers D ×Xi over I)

and so on, and these form boundary hypersurfaces of Z [2] with associated
monoids σD ×τ σD ∼= N, σD ×τ σXi

∼= N, etc. The latter are identified with
the generating 1-dimensional submonoids of σD∩Xi

×τ σD∩Xj
in the complex.

For brevity of notation, we will denote the boundary hypersurfaces (D.3) as
{DD,XXij ,DX j,XDi}.

The task is to resolve the singular monoids above by smooth ones in a
way which preserves the b-fibrations to the single space Z; these b-fibrations
are represented by the monoid homomorphisms

ν −→ N
2, (n1,m1, n2,m2) 7−→ (ni,mi), i = 1, 2. (D.4)

There are two inequivalent minimal resolutions, though in this case there is
a canonical choice which to which the fiber diagonal lifts to be transversal
to the boundary. This is to replace each monoid σD∩Xi

×τ σD∩Xj
by the two

smooth monoids

N 〈DD,DX j ,XXij〉 , N 〈DD,XXij,XDi〉 , (D.5)

which is to say

N 〈(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 0, 1)〉 , N 〈(1, 0, 1, 0), (0, 1, 0, 1), (0, 1, 1, 0)〉),

respectively. In doing so we replace each singular codimension 3 face by two
smooth codimension 3 faces which are joined by a new codimension two face
(corresponding to the monoid generated by

{
σDD, σXXij

}
). (See Figure 2.)

The result is a smooth manifold with corners we shall provisionally call Z2
b

with two b-fibrations to Z lifting the right and left projection maps from
the fiber product, and a b-fibration to the parameter space I × [0,∞). This
is not yet the space we want; the final step is to blow-up the codimension 2
face represented by B ×I×[0,∞) B:

Z2
̺ := [Z2

b ;B ×I×[0,∞) B] −→ Z2
b . (D.6)

At the level of monoids, this corresponds to subdividing σB2
∼= N

2 into the
two submonoids N 〈(1, 0), (1, 1)〉 and N 〈(1, 1), (0, 1)〉, with the new hyper-
surface represented by the common face N 〈(1, 1)〉.

We denote the boundary hypersurfaces of Z2
̺ by their factors in the orig-

inal face of Z2
̺ lifting the product D ×I×[0,∞) D ≡ D ×I D in Z [2]; below

we show that it is diffeomorphic to the families b double space (D ×I D)b.
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σXD

σDD

σDX

σXX

Figure 2. Smooth refinement of the monoid σDX ×τ σDX

Similarly, DXi denotes the lift of D ×I×[0,∞) Xi and so on. We write BB
to denote the front face of the blow-up (D.6), and BZ, etc. to denote the
hypersurface lifting the original face B×I×[0,∞)Z of the fiber product. The

complete list of boundary hypersurfaces of Z2
̺ is as follows (see Figure 3):

DD, DXi, XDi, XXij , BB, ZB, BZ,

DD

BB

XX

XDDX

ZBBZ

Figure 3. The double space Z2
̺ .

Lemma D.1. (a) The double space Z2
̺ has b-fibrations πR : Z2

̺ −→ Z and

πL : Z2
̺ −→ Z and ̺ : Z2

̺ −→ I × [0,∞) lifting the corresponding maps

from the fiber product Z [2] = Z ×̺ Z. Composing with the projection
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I × [0,∞) −→ I defines a fiber bundle µ : Z2
̺ −→ I whose fibers,

denoted generically by Z2
̺ , are manifolds with corners.

(b) The lifted fiber diagonal ∆ ⊂ Z2
̺ meets all boundary faces transversally.

(c) The boundary faces meeting ∆ may be identified with the family (over
I) b-double spaces (D ×I D)b, (Xi ×I Xi)b, and the front face of the
blow-up (D.6), which may be identified with the product of the b-front

face of (R3)2b with I × [0,∞).
(d) For ε > 0, the fibers ̺−1({p} × {ε}) ⊂ Z2

̺ , p ∈ I are diffeomorphic to

the b double space X2
b.

Remark. (D×ID)b is a fiber bundle over I with fibers given by the b-double
space D2

b, obtained by blowing up the coimension 2 corner in the fiber prod-
uct D×I D. It supports Schwartz kernels of families of b-pseudodifferential
operators on the fiberr of D −→ I, which we denote by Ψ∗

b(D/I). Similar
statements hold for (Xi ×I Xi)b and (Xε ×I Xε)b.

Proof. In the first place, the space Z2
b has b-fibrations to Z and I × [0,∞),

lifting the assocaited maps from the fiber product. Indeed, since only bound-
ary faces have been blown up in passing from Z [2] to Z2

b , the only issue to
check is b-normality, and this can be verified at the level of the monoids.
The homomorphisms (D.4) from singular monoids σD∩Xi

×τ σD∩Xj
have the

b-normality property, which is that no 1-dimensional face of a monoid is
mapped into the interior of a monoid in the range complex PZ , and the
resolution described above retains this property. The subsequent blow-up
of B ×I×[0,∞) B to define Z2

̺ introduces a new boundary hypersurface, but
this is mapped via the right and left projections to the hypersurface B ⊂ Z,
so the lifted maps from Z2

̺ are b-fibrations as well. Since b-fibrations are
closed under composition and I × [0,∞) −→ I is a b-fibration to a manifold
with no boundary, (a) follows.

For (b) and (c) consider the boundary faces of the singular space Z [2]

which meet ∆. These are evidently the faces D[2] ≡ D×ID, X
[2]
i ≡ Xi×IXi

(which are hypersurfaces as remarked above), B[2] (which has codimension

2), the singular corners (D∩Xi)
[2] of codimension 3, and the smooth codimen-

sion 3 corner (D∩B)[2]. Upon resolution, B[2] is replaced by a hypersurface,
with the lifted fiber diagonal meeting it transverally, and the codimension 3
faces above are replaced by codimension 2 corners.

By considering the quotient monoids σD∩Xi
×τ σD∩Xj

/σDD ∼= N
2 and

σD∩B ×τ σD∩B/σD ∼= N
2, and the corresponding quotients of the resolu-

tion, which induce the ordinary blow-up (i.e., star subdivision) of N
2, it

follows that the lift of D[2] to Z2
̺ corresponds to the the blow-up [D[2]; (D ∩

B)[2], (D ∩ Xi)
[2]], which is precisely the b-double space (D ×I D)b. A simi-

lar argument shows that the hypersurfaces X
[2]
i ⊂ M[2] lift to the b-double

spaces (Xi ×I Xi)b. The lifted fiber diagonal passes through the front faces
of (D ×I D)b and (Xi ×I Xi)b, and is therefore a p-submanifold. This
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can be verified directly in the monoidal theory; the monoidal subcomplex
P∆ ⊂ PZ×I×[0,∞)Z meets each singular monoid of the form ν in the sub-

monoid generated by {(1, 0, 1, 0), (0, 1, 0, 1)} and meets σB×I×[0,∞)B
∼= N

2 in

the submonoid generated by (1, 1). In the above resolution, we introduced
each of these into the complex, and by a result in [KM15], it follows that ∆
lifts to a p-submanifold in the resolution.

Finally, to see (d), note that the fiber of Z [2] over ε > 0 is smooth, and
coincides with the product ̺−1(ε) ×U ̺

−1(ε) ∼= X2 × I. This is unchanged
in passing to Z2

b , since all blow-ups take place at ε = 0. The blow-up of
B ×I×[0,∞) B then restricts to the blow up [X2 × I; (∂X)2 × I] in the fiber
over ε, giving the b-double space as claimed. �

Alternatively, Z2
̺ may be constructed as follows. For simplicity we restrict

consideration to a single fiber Z of ̺ : Z −→ I × [0,∞). First, note that Z

itself may be obtained as a blow up of the product D× [0, 1), where D = R3:

Z = [D × [0, 1); {p0, p1, . . . , pN} × {0}],

where the collection of points {p1, . . . , pN} at ε = 0 is determined by the
appropriate configuration in E∗

N , and p0 = 0 is the origin in D. That this is
is equivalent to the definition of Z in §3 can be checked in local coordinates.
The intermediate space Z2

b is obtained by iterated blow-up; fiberwise

Z2
b = [D2 × [0, 1); {pi × pj} × {0} , {pi ×D} × {0} , {D × pj} × {0}].

First the pairs pi×pj are blown up at ε = 0 (they are separated so the order
is not important); once this is done the lifts of the subspaces pi ×D × {0}
and D×pj×{0} are separated and may be blown up in any order. The final
step is the blow-up (D.6). That the resulting space satisfies the properties
in Lemma D.1 may be verified by straightforward but tedious computations
in local coordinates.

Since the interiors of Z and Z2
̺ may be identified with the simple products

R
3×I × (0,∞) and (R3)2 ×I × (0,∞), respectively, the lift of vector fields

in V̺(Z) to Z2
̺ from the left or right is well-defined by continuous extension

from the interior, and we have the following result:

Lemma D.2. Let V ∈ V̺(Z). The left and right lifts π∗L(V ) and π∗R(V ) are
tangent to all boundary faces of Z2

̺ , and differentiate transversally to ∆. In
particular, the restriction of the lift π∗R(V ) to the boundary faces DD, XXii,

or to the fiber X 2
ε := π−1

[0,1)(ε) for ε > 0 may be respectively identified with

the following:

π∗R(V )|DD ∼= π∗R(V |D), πR : (D ×I D)b −→ D ⊂ Z, (D.7a)

π∗R(V )|XXii
∼= π∗R(V |Xi

), πR : (Xi ×I Xi)b −→ Xi ⊂ Z, (D.7b)

π∗R(V )|X 2
ε

∼= π∗R(V |Xε), πR : (Xε ×I Xε)b −→ Xε ⊂ Z, (D.7c)

and similarly for the restriction of π∗L(V ).
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Proof. Restricted to the interior, the left and right lifts of V̺(Z) to Z2
̺ are

readily seen to differentiate transverally to ∆, so it remains to determine
their behavior at the boundary faces.

The restriction of πR : Z2
̺ −→ Z to DD ∼= (D ×I D)b factors through the

corresponding face of the fiber product Z [2], which as noted above is simply
the product D×I D, followwed by projection onto the right factor, realized
as the boundary face of Z. It follows that

πR|DD : DD ∼= (D ×I D)b −→ D

is identified with the conventional right projection from the b-double space.
The corresponding statements for the left projection, and the restriction of
πR and πL to the other boundary faces and the fiber (Xε×IXε)b are similar.

The identifications (D.7a)–(D.7c) follow immediately, and the the result
that π∗R(V ) and π∗L(V ) are tangent to the boundary faces away from ∆
follows from factoring the restriction of πR or πL through similar product
faces of Z [2]. �

The lift of vector fields from the left or right extends to differential op-
erators. Thus for D ∈ Diff∗

̺(Z;V ), the pull-backs π∗L(D) and π∗R(D) are
well-defined.

Next we consider the gluing double space Z2
γ . This is obtained from Z2

̺

by a sequence of two blow-ups:

Z2
γ = [Z2

̺ ;∆ ∩ BB;∆ ∩ DD].

We denote the new boundary hypersurfaces by Bsc and Dsc, respectively.
(See Figure 4.)

Dsc

Bsc

DD

XX

XDDX

ZBBZ

Figure 4. The double space Z2
γ .
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Lemma D.3. The b-fibrations πR, πL : Z2
̺ −→ Z lift to b-fibrations of Z2

γ

to Z. The boundary hypersurface Dsc is diffeomorphic to the fiberwise radial
compactification γTD −→ D. The lift of XXii to Z2

γ is diffeomorphic to the

scattering double space (Xi ×I Xi)sc (with fibers (Xi)
2
sc over I), as is the lift

of any ε > 0 fiber.
The scattering face of (Xi ×I Xi)sc is identified with the fiber γTD|D∩Xi

.

Proof. To show that πR and πL lift to b-fibrations it suffices to show that
no boundary hypersurface of Z2

γ is mapped into a boundary face of Z of
codimension more than 1 under πR or πL. For the lifts of boundary hyper-
surfaces from Z2

̺ , this follows from the fact that the original maps on Z2
̺

are b-fibrations. This leaves only Dsc and Bsc, which are mapped into the
hypersurfaces D and B, respectively.

As noted previously, XXii ⊂ Z2
̺ is diffeomorphic to the b-double space

(Xi ×I Xi)b. The only blow-up which affects this boundary face is the blow
up of ∆∩DD, which meets (Xi×IXi)b at the intersection ∆∩bf ⊂ (Xi×IXi)b
of the diagonal with the b-front face. It follows that that lift of XXii to Z2

γ

is diffeomorphic to (Xi ×I Xi)sc. A similar argument applies to X 2
ε which

likewise meets the blow-up locus ∆ ∩ BB at ∆ ∩ bf under the idenfication
X 2
ε
∼= (Xε ×I Xε)b.
For the identification of Dsc, we work with local coordinates. Local co-

ordinates on Z2
̺ near DD ∩ XXii are furnished by (x, r′, s, y, y′, q), where

s = x′

x = r
r′ and x is boundary defining for DD. Passing to the blow-up,

these give local coordinates

(x, r′, σ, η, y′, q), σ = s−1
x ∈ R, η = y′−y

x ∈ R
2,

on Dsc (with boundary defining coordinate x) near XXii but away from its
intersection with DD. This front face has the structure of a (radially com-
pactified) vector bundle over D where (σ, η) ∈ R

3 are the fiber coordinates
and the projection is given by (0, r′, σ, η, y′, q) 7−→ (r′, y′, q). To identify this
with γTD, we consider the generating vector fields

{
1
2(xr∂r − x2∂x), x∂y

}
,

which lift to
{∂σ, ∂η}+O(x)

Thus the coordinate basis {∂σ, ∂η} for the vector space constituting a fiber
of Dsc over is naturally associated to the basis of a fiber of γTD. For later
use, we record the fact that the lift of

{
1
2(x

′r′∂r′ − (x′)2∂x′ , x′∂y′
}
(i.e., the

lift of gluing vector fields from the left) is given by {−∂σ,−∂η}+O(x).
At the other end, where Dsc meets Bsc, we start with the local coordinates

(x, ε, s, y, y′, q) on Z2
̺ near DD∩BB, where here s = x′

x and now x and x′ are
the right and left lifts of the boundary defining function ρB for the big end
D ∩ B of D. The first blow-up, of ∆ ∩ BB is represented by coordinates

(x, ε, σ, η, y′, q), σ = s−1
x , η = y′−y

x ,

where now (σ, η) represent coordinates on the scattering tangent bundle
scTD. The subsequent blow-up of ∆∩DD (given locally by {ε = σ = η = 0})
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is then represented by

(x, ε, ς, ξ, y′, q), ς = σ
ε , ξ = η

ε ,

where here (ς, ξ) ∈ R
3 are fiber coordinates on Dsc −→ D and ε is boundary

defining for Dsc. The generating vector fields
{
εx2∂x, εx∂y

}
lift to

{∂ς , ∂ξ}+O(ε)

from the right, and to {−∂ς ,−∂ξ}+O(x) from the left. �

As with the ̺ double space, we may lift vector fields in Vγ(Z) to Z2
γ from

the left or right; these lifts are well-defined by continuity from the interior

using the product decomposition Z̊2
γ
∼= (̊R3)2 × I × (0,∞), and we have

Lemma D.4. The left/right lifts of V ∈ Vγ(Z) are tangent to all boundary
faces of Z2

γ and are differentially transversal to ∆. The restriction of π∗R(V )

to Dsc, XXii or X 2
ε may be identified with the lift of the restriction to the

corresponding double space:

π∗R(V )|Dsc
∼= π∗R(V |D), πR : γTD −→ D ⊂ Z, (D.8a)

π∗R(V )|XXii
∼= π∗R(V |Xi

), πR : (Xi ×I Xi)sc −→ Xi ⊂ Z, (D.8b)

π∗R(V )|X 2
ε

∼= π∗R(V |Xε), πR : (Xε ×I Xε)sc −→ Xε ⊂ Z, (D.8c)

and similarly for π∗L(V ).

Proof. For XXii and X 2
ε , the result follows from Lemma D.2, and Lemma D.3.

The result for Dsc follows from the computations done in the proof of
Lemma D.3. �

D.2. The triple spaces. To obtain the triple space Z3
̺ , we start with the

binomial subvariety (manifold with generalized corners)

Z [3] := Z ×̺ Z ×̺ Z ⊂ Z3,

and its monoidal complex, consisting of monoids of the form σ•×τ σ
′
•×τ σ

′′
• ,

where σ•, σ
′
•, σ

′′
• ∈ {σD, σXi

, σB}. Of these, the most singular are σD∩Xi
×τ

×σD∩Xj
×τ σD∩Xk

, which are each isomorphic to the 4-dimensional monoid

µ := {(n1,m1, n2,m2, n3,m3) : n1 +m1 = n2 +m2 = n3 +m3} ⊂ N
6

(D.9)
with the 8 generators

(1, 0, 1, 0, 1, 0), (1, 0, 1, 0, 0, 1),

(1, 0, 0, 1, 1, 0), (1, 0, 0, 1, 0, 1),

(0, 1, 1, 0, 1, 0), (0, 1, 1, 0, 0, 1),

(0, 1, 0, 1, 1, 0), (0, 1, 0, 1, 0, 1).
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These may be identified respectively with the hypersurfaces (introducing the
obvious notation) DDD,DDX k,DXDj, . . . ,XXX ijk. To resolve these, we subdi-
vide each such monoid into the 6 smooth submonoids:

N 〈DDD,DDX k,DXX jk,XXX ijk〉 , N 〈DDD,DDX k,XDX ik,XXX ijk〉 ,

N 〈DDD,DXDj ,DXX jk,XXX ijk〉 , N 〈DDD,DXDj ,XXDij,XXX ijk〉 ,

N 〈DDD,XDDi,XDX ik,XXX ijk〉 , N 〈DDD,XDDi,XXDij ,XXX ijk〉 .

(D.10)

The remaining singular monoids are of the form σD∩Xi
×τ ×σD∩Xj

×τ σB
(and various permutations of the factors), which are products of the form
ν×N, where ν is the monoid in (D.2) and are resolved by taking the product
of the resolution of ν discussed above with N. The result of all this is a
smooth manifold Z3

b , and the final step is the blow-up

Z3
̺ := [Z3

b ;BBB,BBZ ,BZB,ZBB].

This corresponds to the subdivision of σBBB ∼= N
3 (generated by the 1-

dimensional submonoids σBZZ = N 〈(1, 0, 0)〉, σZBZ = N 〈(0, 1, 0)〉, and σZZB =
N 〈(0, 0, 1)〉) into the following 6 submonoids:

N 〈(1, 0, 0), (1, 0, 1), (1, 1, 1)〉 , N 〈(1, 0, 0), (1, 1, 0), (1, 1, 1)〉 ,

N 〈(0, 1, 0), (0, 1, 1), (1, 1, 1)〉 , N 〈(0, 1, 0), (1, 1, 0), (1, 1, 1)〉 ,

N 〈(0, 0, 1), (1, 0, 1), (1, 1, 1)〉 , N 〈(0, 0, 1), (0, 1, 1), (1, 1, 1)〉 .

(D.11)

(This is equivalent to the so-called “total boundary blow-up” of the codi-
mension 3 corner BBB.)

As with Z2
̺ , we label the boundary hypersurfaces of Z3

̺ by the boundary

faces of Z [3] which they lift, which are labeled in turn by the corresponding
products of boundary hypersurfaces of Z, omitting the symbol ×I . The
complete list of these is:

DDD,DDX k,DXDj ,XDDi,DXX jk,XXDij,XDX ik,XXX ijk,

BBB,BBZ ,BZB,ZBB,BZZ ,ZZB,ZBZ .

Lemma D.5.

(a) Z3
̺ admits three b-fibrations Z3

̺ −→ Z2
̺ lifting the 3 projections Z [3] −→

Z [2].
(b) The total and partial fiber diagonals in Z [3] lift to p-submanifolds of Z3

̺ .
(c) The boundary hypersurface DDD is diffeomorphic to the b-triple space

(D ×I D ×I D)b (with fiber D3
b over I) and likewise XXX iii

∼= (X ×I

X ×I X )b (with fiber X3
b). The lifted projections restrict over these hy-

persurfaces to the corresponding lifted projections to the b-double spaces.
(d) For ε > 0, the fiber XXX ε := ̺−1(I × {ε}) of ̺ : Z3

̺ −→ I × [0,∞) is

diffeomorphic to the b triple space (R3)3b × I.

Proof. In the first place, observe that, under the 3 projections N6 = (N2)3 −→
N
4 = (N2)2, the resolution (D.10) projects to the resolution (D.5) of (D.2)

described above. By results in [KM15, Kot15b], it follows that the maps
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Z [3] −→ Z [2] lift to well-defined b-maps Z3
̺ −→ Z2

̺ . That they are b-
fibrations follows from the fact that, under the corresponding morphisms of
monoids, no 1-dimensional monoid of PZ3

̺
is mapped into the interior of a

monoid in PZ2
̺
, (i.e., the map is b-normal; b-surjectivity is automatic here).

This proves (a).
Part (b) also follows in part from a result in [KM15]. Indeed, the partial

fiber diagonals are also binomial subvarieties of Z [3], and near the corners
formed by D and Xi are associated to further submonoids of (D.9) where
(ni,mi) = (nj ,mj). Near corners formed by B, they are associated to sub-
monoids of σBBB ∼= N

3 ∋ (n1, n2, n3 where ni = nj. The resolutions (D.10)
and (D.11) are compatible with these submonoids, and by [KM15] Proposi-
tion 10.3 it follows that the diagonals lift to p-submanifolds of Z3

̺ .

For (c), we consider the effect of the resolution Z3
̺ −→ Z [3] on the hyper-

surfaces of Z [3]. For example, Z [3] has a boundary hypersurface given by the
product D×ID×ID. Considered as a binomial variety in its own right, this
has smooth corners of codimension at most 3, and its monoidal complex is
isomorphic to the quotient complex PZ [3]/σDDD. For instance, it is straight-
forward to verify that the quotient of (D.9) by σDDD = N 〈(1, 0, 1, 0, 1, 0)〉
is a monoid freely generated by the images of XDDi, DXDj and DDX k. The
image of the resolution (D.10) under this quotient is likewise easily seen to
coincide with the “total boundary blow-up” resolution (D.11) of N3, which
corresponds in turn to the sequence of blow-ups realizing the b-triple space
(D ×I D ×I D)b; thus DDD ∼= (D ×I D ×I D)b in Z3

̺ . A similar argument
applies to XXX i and to (c). �

To define the triple space Z3
γ , let ∆123 and ∆ij , 1 ≤ i < j ≤ 3 denote the

maximal and partial diagonals, respectively, as submanifolds of Z3
̺ , and for

a boundary face F of Z3
̺ write

∆F
∗ = ∆∗ ∩ F

for the intersection of the face with one of these diagonals. Then

Z3
γ := [Z3

̺ ;∆
DDD
123 ,∆

BBB
123,∆

DDD
ij ,∆BBB

ij ,∆
DDX
12 ,∆DXD

13 ,∆XDD
23 ,∆BBZ

12 ,∆
BZB
13 ,∆

ZBB
23 ]

In addition to the lifts of the boundary faces of Z3
̺ , for which we use the

same notation, Z3
γ has as additional boundary faces the various front faces

of the blow up, which we denote by

(DDDsc)123, (BBBsc)123, (DDDsc)ij , (BBBsc)ij ,

DDX k
sc,DXD

j
sc,XDD

i
sc,BBZsc,BZBsc,ZBBsc

where the superscripts indicate the corresponding face Xi while the sub-
scripts are used to indicate the diagonals.

Proposition D.6. (a) Z3
γ admits three b-fibrations πij : Z

3
γ −→ Z2

γ lifting

the fiber projections πij : Z
[3] −→ Z [2].



100 CHRIS KOTTKE AND MICHAEL SINGER

(b) The partial diagonals meet all boundary hypersurfaces of Z3
γ transver-

sally.
(c) The boundary face XXX iii of Z

3
γ is isomorphic to the families scattering

triple space (X ×I X ×I X )sc (with fiber X3
sc), and the πij restrict over

this face to the corresponding b-fibrations to XX ii
∼= (X ×U X )sc.

(d) For ε > 0, the fiber XXX ε := ̺−1(I × {ε}) of Z3
γ is isomorphic to the

scattering triple space (R
3
)3sc × I.

(e) The face DDDsc is diffeomorphic to a compactification of the fiber product
γTD ×D

γTD. The lifted projections πij map DDDsc to Dsc
∼= γTD, and

on the interior are identified with the linear maps π12(p, ξ, ξ
′) = (p, ξ),

π23(p, ξ, ξ
′) = (p, ξ′) and π13(p, ξ, ξ

′) = (p, ξ + ξ′).

The proof, which involves tedious local coordinate computations similar to
those in the proof of Lemma D.3, is left as an exercise to the reader.

D.3. Pseudodifferential operators. Define ̺-pseudodifferential operators
by

Ψs,E
̺ (Z) = AEIs(Z2

̺ ;∆),

E = (EDD, EXX , EBB, EDX , EXD, EZB, EBZ ,∞XXij
)

Here the index sets are indexed by the hypersurfaces of Z2
̺ ; EXX means a

fixed index set for the uniion of hypersurfaces of the form XXii, and likewise
EDX means a fixed index sets for the union of hypersurfaces of the form DXi.
We allow nontrivial asymptotics at all faces meeting ∆, as well as those
spaces one step removed; however our kernels will be rapidly decreasing at
the hypersurfaces two steps removed from ∆; i.e., at XXij for i 6= j. The
extension to operators acting on sections of bundles Vi −→ Z, i = 1, 2 is
achieved by considering coefficients in Hom(π∗LV1, π

∗
RV2) on Z2

̺ .

By Lemma D.1.(b) and (d), The restriction of Q ∈ Ψs,E
̺ (Z) to a bound-

ary face DD ∼= (D ×I D)b or XXii
∼= (Xi ×I Xi)b (where restriction of a

polyhomogeneous section to a boundary face is defined in general to be the
restriction of the leading order term), or to a fiber X 2

ε
∼= (Xε ×I Xε)b may

be identified with the Schwartz kernel of a b-pseudodifferential operator on

the associated space. Thus we define the normal operators of Q ∈ Ψs,E
̺ (Z)

by

ND(Q) := Q|DD ∈ Ψs,FD

b (D/I), (D.12a)

NXi
(Q) := Q|XXii

∈ Ψ
s,FXi

b (Xi/I), (D.12b)

NXε(Q) := Q|X 2
ε
∈ Ψ

s,FXε

b (Xε/I), ε > 0 (D.12c)
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where the index sets F∗ are determined from E :

FD = (Flf,X , Frf,X , Flf,B, Frf,B, Fbf ,X , Fbf ,B)

= (EXD, EDX , EBZ , EZB, EXX , EBB)

FXi
= (F ′

lf , F
′
rf , F

′
bf) = (EDX , EXD, EDD)

FXε = (F ′′
lf , F

′′
rf , F

′′
bf) = (EZB, EBZ , EBB)

To define the action of Ψs,E
̺ (Z) on Ċ∞(Z) we need to be able to pushfor-

ward with respect to πL : Z2
̺ −→ Z, which is only defined for fiber densities.

Since it is most straightforward to prove mapping properties with respect
to fiber b-densities, we define the action by

Qu := (πL)∗
(
Qπ∗Ruπ

∗
Rν
)

Q ∈ Ψs,E
̺ (Z), u ∈ Ċ∞(Z),

where ν is the trivializing section of the µ density bundle on Z obtained
from the volume form of gµ = (ρDρB)

2g. In particular, π∗Lν⊗π
∗
Rν⊗π

∗
I (
∣∣dε
ε

∣∣)
is a trivializing fiber b-density on Z2

̺ −→ I.

Likewise, the composition of A ∈ Ψs,E
̺ (Z) with B ∈ Ψt,F

̺ (Z) is defined
on the triple space by

A ◦B := (π13)∗(π
∗
12Aπ

∗
23B ⊗ π∗2ν) (D.13)

where πij : Z3
̺ −→ Z2

̺ denote the lifted projections to the double space

and πi : Z
3
̺ −→ Z denote the lifted projections to the single space Z. The

conditions under which this composition is well-defined are discussed in the
Theorem below.

The properties of the ̺-pseudodifferential oeprators that we shall need
are summarized in Theorems D.7 and D.11

Theorem D.7.

(a) Let Q ∈ Ψs,E
̺ (Z). At the common boundary face D ∩ Xi, the indicial

operators of ND(Q) and NXi
(Q) are related by

I(ND(Q), λ) = I(NXi
(Q),−λ).

(b) If A ∈ Ψs,E
̺ (Z), B ∈ Ψt,F

̺ (Z), and EZB + FZB > 0, then the composition

A ◦B ∈ Ψs+t,G
̺ (Z) is well-defined, with

GDD = (EDD + FDD)∪(EDX + FXD), GXD = (EXX + FXD)∪(EXD + FDD),

GDX = (EDX + FXX )∪(EDD + FDX ), GXX = (EXX + FXX )∪(EXD + FDX ),

GBZ = (EBB + FBZ)∪EBZ , GZB = FZB∪(EZB + FBB),

GBB = (EBZ + FZB)∪(EBB + FBB).

We always have

NXε(A ◦B) = NXε(A) ◦NXε(B) ∈ Ψs+t,∗
b (Xε/I),
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and, provided that EDX + FXD > EDD + FDD ≥ 0 and EXD + FDX >
EXX + FXX ≥ 0, respectively, then

ND(A ◦B) = ND(A) ◦ND(B) ∈ Ψs+t,∗
b (D/I),

NXi
(A ◦B) = NXi

(A) ◦NXi
(B) ∈ Ψs+t,∗

b (Xi/I),
(D.14)

(c) There is an injective homomorphism of graded algebras

Diff∗
̺(Z) −֒→ Ψ∗

̺(Z),

with respect to which Diffk
̺(Z) ⊂ Ψ

k,(0DD ,0XX ,0BB,∞∗)
̺ (Z), and the normal

operators of P ∈ Diff∗
̺(Z) are identified with restriction of P to the

corresponding boundary face of Z:

ND(P ) ∼= P |D, NXi
(P ) ∼= P |Xi

, NXε(P )
∼= P |Xε .

Proof. To prove (a) we emply a local coordinate description. Near the inte-
rior of DD ∩XXii in Z2

̺ , the coordinates

(x, r′, s, y, y′, q), s = x′

x = r
r′

are valid, with x boundary defining for DD and r′ boundary defining for
XXii. (Alternatively, we may use (x′, r, s−1, y, y′, q)). Here (x, r, y, q) denote
local coordinates on Z pulled back from the right and (x′, r′, y′, q) denote
coordinates pulled back from the left. In any case, I(ND(Q), λ) may be
expressed as the Mellin transform of the restriction of Q to {x = r′ = 0}
with respect to s, while I(ND(Q), λ) is the Mellin transform of the same
with respect to s−1, from which (a) follows.

The composition of pseudodifferential operators in (b) is defined by (D.13).
By wavefront considerations, it is clear that the only interior conormal sin-
gularities of A◦B ∈ Z2

̺ can occur along the fiber diagonal, and the fact that
A ◦B has interior conormal order s+ t (with the principal symbolic compo-
sition formula σ(A ◦B) = σ(A)σ(B)) follows from the usual local consider-
ations. To verify the index set formulae, we may assume s = t = −∞. The
result is then a consequence of the pullback and pushforward theorems for
polyhomogeneous functions with respect to b-fibrations [Mel92]. To invoke
these theorems, it is only necessary to determine the mapping properties of
boundary hypersurfaces with respect to the lifted projections πij (since the
boundary exponents occuring in the b-fibrations πij : Z

3
̺ −→ Z2

̺ are either
0 or 1), but these have been made obvious from the notation. For instance,
the formula for GDX is a consequence of the following:

π−1
13 (DX ) = DDX ∪ DXX ,

(π12)#(DDX ) = DD, (π23)#(DDX ) = DX ,

(π12)#(DXX ) = DX , (π23)#(DXX ) = XX .

The others are similar.
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To see (D.14), observe that if EDD, FDD ≥ 0 and EDX +FXD > 0, then the
leading order contribution of A ◦B at DD comes from DDD. In other words,
this leading order term is given by

(π13)∗(π
∗
12Aπ

∗
23B π∗2νD),

πij : DDD −→ DD ⊂ Z2
̺ , π2 : DDD −→ D ⊂ Z,

(Note that the fiberwise b-density π∗2ν on Z3
̺ restricts canonically to a fiber-

wise b-density on the hypersurface DDD, which is interwtined with the pull-
back of the restriction of ν to D.) That this may be identified with the usual
composition of b-pseudodifferential operators then follows from Lemma D.5.
A similar argument applies to the composition of normal operators with re-
spect to Xi and Xε.

For part (c), let P ∈ Diffk
̺(Z). By Lemma D.2, the lifts π∗L(P ) and π

∗
R(P )

differentiate transversally to ∆ and tangentially to all boundary faces of Z2
̺ ,

and the image of P in Ψk,∗
̺ (Z) is given by applying π∗L(P ) to the kernel of

Id ∈ Ψ
0,(0DD ,0XX ,0BB)
̺ (Z). Composing two such images of P1, P2 ∈ Diff∗

̺(Z) in
Ψ∗

̺ is readily seen to be equivalent to the image of P1◦P2. The identification
of the normal operators follows from Lemma D.2. �

Define γ-pseudodifferential operators by

Ψs,E
γ (Z) = AE ′

Is(Z2
γ ;∆),

E = (EDsc , EXX , EBsc ,∞∗).

E ′ = (EDsc − 3, EXX , EBsc − 3,∞∗).

These kernels are required to have rapid decay at all boundary hypersurfaces
besides those which meet the lift of ∆. The shift in index by −3 at Dsc

and Bsc may be regarded as a normalization convention; in particular Id ∈

Ψ
0,(0,0,0)
γ (Z) with this convention. (The lift of the delta function—which is

homogeneous of degree −1 as a distrubiton—of the fiber diagonal from Z2
̺ to

Z2
γ has polyhomogeneous order −3 at Dsc and Bsc.) Likewise, the pullback

of the fiber b-density bundle Ωb(Z
2
̺) to Z2

γ is isomorphic to ρ3Dsc
ρ3Bsc

Ωb(Z
2
γ ),

so the shift is nullified when these Schwartz kernels are multiplied by the
volume form ν from Z prior to pushing forward.

By Lemma D.3, the restriction of Q ∈ Ψs,E
γ (Z) to a boundary face XXii

may be identified with the kernel of a family of scattering pseudodifferential
operators on Xi, and likewise the restriction to the fiber X 2

ε = ̺−1(I ×
{ε}), ε > 0 may be identified with a family of scattering pseudodifferential
operators on Xε. The restriction of Q to Dsc defines a conormal distribution
on γTD conormal to the 0-section, whose fiberwise Fourier transform may
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be identified with a symbol. Thus we define

σD(Q) = Ffib(Q|Dsc) ∈ AFDSs
1,0(

γT ∗D), (D.15a)

NXi
(Q) = Q|XXii

∈ Ψs,f
sc (Xi/I) (D.15b)

NXε(Q) = Q|X 2
ε
∈ Ψs,f ′

sc (Xε/I), ε > 0 (D.15c)

where

FD = (EBsc , EXX ), f = EDsc , f ′ = EBsc

Theorem D.8.

(a) Let Q ∈ Ψs,E
γ (Z). At the common boundary face D ∩ Xi, the symbol

σD(Q) and the scattering symbol σsc(NXi
(Q)) agree.

(b) If A ∈ Ψs,E
γ (Z), B ∈ Ψt,F

γ (Z) then the composition A ◦ B ∈ Ψs+t,G
̺ (Z)

is well-defined, with

GDsc = EDsc + FDsc GBsc = EBsc + FBsc GXX = EXX + FXX .

and the normal operator maps are homomorphisms:

NXε(A ◦B) = NXε(A) ◦NXε(B) ∈ Ψs+t,∗
sc (Xε/I),

NXi
(A ◦B) = NXi

(A) ◦NXi
(B) ∈ Ψs+t,∗

sc (Xi/I),

σD(A ◦B) = σD(A)σD(B) ∈ A∗Ss+t
1,0 (γT ∗D).

(D.16)

(c) There is an injective homomorphism of graded algebras

Diff∗
γ(Z) −֒→ Ψ∗

γ(Z),

with respect to which Diffk
γ(Z) ⊂ Ψ

k,(0Dsc ,0XX ,0Bsc)
γ (Z), and the normal

operators of P ∈ Diff∗
γ(Z) are identified with restriction of P to the

corresponding boundary face of Z:

NXi
(P ) ∼= P |Xi

, NXε(P )
∼= P |Xε .

Likewise, the semiclassical symbol of P is the same, considered as a
differential or pseudodifferential operator.

The proof is similar to the proof of Theorem D.7, and is left to the reader.
It is worth remarking that, although the triple space Z3

γ is more complex,
the composition result here is much simpler owing to the rapid decay of
elements of Ψ∗

γ(Z) away from all boundary faces except Dsc, Bsc and XX .

D.4. Sobolev spaces and mapping properties. Consider the set of small
̺-pseudodifferential operators:

Ψs
̺,sm(Z) := Ψs,(≥0DD,≥0XX ,≥0BB,∞∗)

̺ (Z),

where the notation indicates that the index sets of the operators have lead-
ing order (0, 0) at DD, XX and BB and are empty everywhere else. By Theo-
rem D.7 this set is closed with respect to composition. Furthermore, if A ∈
Ψs

̺,sm(Z) is elliptic (meaning its principal symbol as a conormal distribution
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is uniformly invertible off the diagonal), then there exists a small parametrix,
meaning B ∈ Ψ−s

̺,sm(Z) such that that I −AB, I −BA ∈ Ψ−∞
̺,sm(Z).

The (fiberwise) ̺ Sobolev spaces are most efficiently defined as follows.
Fix a fiber Z of µ : Z −→ I and set

Hs
̺(Z) =

{
u ∈ C−∞(Z) : Au ∈ L2(Z; g), ∀A ∈ Ψs

̺,sm(Z)
}

where Ψs
̺,sm(Z) denotes the restriction of Ψs

̺,sm(Z) to the corresponding

fiber of µ : Z2
̺ −→ I. It will follow from the results below that if s ≥ 0, this

can be taken to be a domain in L2(Z). Moreover, if s ∈ N then the A can
be taken in Diffs

̺(Z).

Lemma D.9.

(a) Every A ∈ Ψ0
̺,sm(Z) extends to a bounded operator A : L2(Z; g) −→

L2(Z; g). In particular, H0
̺(Z; g) ≡ L2(Z; g).

(b) If A ∈ Ψ−∞
̺,sm(Z), then

A : L2(Z) −→ Hs
̺(Z), ∀s ∈ R.

(c) Fix any elliptic element P ∈ Ψs
̺,sm(Z). Then

Hs
̺(Z) =

{
u ∈ C−∞(Z) : Pu ∈ L2(Z)

}
.

Proof. The first result follows by a standard trick due to Hörmander. Namely,
let c > 0 such that c2 ≥ sup |σ(A)∗σ(A)|. Then by an iterative symbolic
procedure there exists a formally self-adjoint B ∈ Ψs

̺(Z) and R ∈ Ψ−∞
̺,sm(Z)

such that

B2 = c2 Id−A∗A+R

with composition here defined as operators on distributions. Then for u ∈
C∞
c (Z),

‖Au‖2L2 =
〈
c2u, u

〉
+ 〈Ru, u〉 − ‖Bu‖2 ≤ c ‖u‖2 + 〈Ru, u〉 .

Boundedness then follows from part (b) with s = 0, which follows in turn
from Schur’s Lemma.

Indeed, any R ∈ Ψ−∞
̺,sm(Z) is represented by a kernel on Z2

̺ which is uni-
formly bounded (by the hypothesis that its index sets are ≥ 0) and smooth
on the interior. Schur’s Lemma states that this extends to a bounded
operator from L2(Z; g) to L2(Z; g) provided its left and right projections
(πL)∗(|R|), (πR)∗(|R|) ∈ A∗(Z) are uniformly bounded. Here the pushfor-
ward is with respect to the volume form associated to g; to convert to
the natural b-volume form on Z we consider instead the conjugated oper-

ator R̃ = ρ−3/2Rρ3/2, which has the same index index sets as R, namely

R̃ ∈ A(0DD ,0XX ,0BB,∞∗)(Z2
̺). By the pushforward and pullback theorems in

[Mel92], this has left and right projections in A0(Z), which are indeed uni-
formly bounded. This proves part (b) in the case s = 0 (and hence part
(a)). The general case follows by composing with any A ∈ Ψs

̺,sm(Z) and

using the fact that Ψ−∞
̺,sm is an ideal.
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From part (a) and composition, it follows that Ψ−s
̺,sm ∋ Q : L2 −→ Hs

̺ ,
and then part (c) follows from the existence of a parametrix and the identity
QPu = u−Ru, R ∈ Ψ−∞

̺,sm. �

For any choice of elliptic operator Ps ∈ Ψ
s/2
̺,sm(Z),

P ∗
s Ps + 1 : Hs

̺(Z) −→ L2(Z)

is bounded, self-adjoint, and easily seen to have no nullspace. It is therefore
an isomorphism, in terms of which Hs

̺(Z) may be given the structure of a
complete Hilbert space, with topology independent of the choice of Ps. The
following result follows from this observation and composition.

Corollary D.10. Every A ∈ Ψs
̺,sm(Z) extends to a bounded operator

A : Hm
̺ (Z) −→ Hm−s

̺ (Z), ∀m ∈ R.

By definition, an operator A ∈ Ψ∗
̺(Z) is smoothly parameterized by I,

i.e., A can be viewed as a family of pseudodifferential operators with respect
to the fibration µ : Z −→ I. It follows that the space of smooth sections of
the Hilbert bundle over I, with fibers Hs

̺(Z), is characterized as follows:

C∞(I;Hs
̺(Z)) =

{
u : Au ∈ C∞(I;L2(Z)), for all A ∈ Ψs

̺,sm(Z)
}

where “for all” may be replaced by “for some elliptic”.
Finally, we consider the mapping properties of the full calculus Ψ∗

̺(Z)

with respect to the spaces C∞(I;Hm,s
µ,̺ (Z)), where we restrict to m ∈ N for

convenience (to avoid discussion of the associated pseudodifferential opera-
tors).

Theorem D.11. If Q ∈ Ψs,E
̺ (Z) and E satisfies

EXX ≥ 0, EDD, EBB ≥ α′ − α,

EDX , EBZ > α′ + 3
2 , EXD, EZB > −α− 3

2 ,

then Q extends to a bounded operator

Q : C∞(I; ραHk,l
µ,̺(Z)) −→ C∞(I; ρα

′

Hk,l−s
µ,̺ (Z)). (D.17)

for any k ∈ N and l ∈ R, where ρ = ρDρB.

Proof. We first restate the result in terms of b-metrics; since L2(Z; g) =

ρ3/2L2(Z; gb), the result to prove is equivalent to the boundedness of

Q : C∞(I; ρβHk,l
µ,̺(Z; gb)) −→ C∞(I; ρβ

′

Hk,l−s
µ,̺ (Z; gb)),

under the assumptions that

EXX ≥ 0, EDD, EBB ≥ β′ − β,

EDX , EBZ > β′, EXD, EZB > −β,
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which is in turn equivalent to boundedness of

ρ−β′

Qρβ : C∞(I;Hk,l
µ,̺(Z; gb)) −→ C∞(I;Hk,l−s

µ,̺ (Z; gb)),

ρ−β′

Qρβ ∈ Ψs,E ′

̺ (Z),

E′
DD = EDD + (β − β′), E′

BB = EBB + (β − β′),

E′
DX = EDX − β′, E′

XD = EXD + β,

E′
BZ = EBZ − β′, E′

ZB = EZB + β,

E′
XX = EXX ,

so it suffices to consider the case where β = β′ = 0.
Likewise, since everything is smoothly parameterized by I, it suffices to

restrict Q to a fixed fiber Z2
̺ = µ−1(q).

We first consider the case k = 0. Q may be decomposed as

Q = Qsm +Q∞, Qsm ∈ Ψs
̺,sm(Z) Q∞ ∈ Ψ−∞,E

̺ (Z),

into an element of the small calculus and a smoothing element, which may
be considered seperately. Then Qsm was shown above to be bounded, and
Q∞ is seen to be bounded by an application of Schur’s Lemma. Indeed,

(πR)∗(|Q| π∗Lν) ∈ AFR(Z), (πL)∗(|Q| π∗Rν) ∈ AFL(Z)

are well-defined provided EBZ > 0 (respectively EZB > 0), and

FR = (FD, FX , FB) = (EDD∪EXD, EXX∪EDX , EBB∪EZB),

FL = (F ′
D, F

′
X , F

′
B) = (EDD∪EDX , EXX∪EXD, EBB∪EBZ).

The hypotheses on E guarantee that these index sets are ≥ 0, hence the
pushforwards are uniformly bounded.

In the case k > 0, observe that a general vector field in Vµ(Z) ≡ Vb(Z)
may be decomposed into an element of V̺(Z) and a multiple of ε∂ε, where
the latter denotes (by abuse of notation) a choice of lift of the canonical
b-vector field ε∂ε on [0, 1). Since ε∂ε differentiates in the fiber direction,

ε∂ε(Qu) = (ε∂εQ)u+Q(ε∂εu), but ε∂εQ ∈ Ψs,E
̺ (Z) again since ε∂ε is tangent

to all boundary faces of Z2
̺ . The general result then follows by commutation

and induction. �

Proceeding in a similar manner, we may characterize the fiberwise γ
Sobolev spaces by

Hs
γ(Z) =

{
u ∈ C−∞(Z) : Au ∈ L2(Z; g), ∀ /(∃ elliptic) A ∈ Ψs

γ,sm(Z)
}
,

where Ψs
γ,sm(Z) denotes the restriction to a fiber Z2

γ of µ : Z2
γ −→ I of the

set Ψs
γ,sm = Ψs,E

γ (Z) where EDsc , EBsc , EXX ≥ 0.. A nearly identical proof
leads to the obvious analogue of Corollary D.10, and we have
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Theorem D.12. If Q ∈ Ψs,E
γ (Z) and E satisfies

EXX ≥ 0, EDsc , EBsc ≥ α′ − α,

then Q extends to a bounded operator

Q : C∞(I; ραHk,l,m
µ,̺,γ (Z)) −→ C∞(I; ρα

′

Hk,l,m−s
µ,̺,γ (Z)). (D.18)

for any k, l ∈ N and m ∈ R.

Proof. The proof is almost entirely similar to the proof of Theorem D.11
above. The only additional wrinkle is that, for nonzero k, l, it is neccessary
to consider the lift to Z2

γ of vector fields in V̺(Z). As shown above, these

are tangent to the boundary faces of Z2
̺ , so it follows that they lift to be

singular at Dsc and Bsc in Z2
γ . More precisely, the lifts of V ∈ V̺(Z) have

the form

π∗R(V ) = (ρDsc)
−1(ρBsc)

−1Ṽ , π∗L(V ) = (ρDsc)
−1(ρBsc)

−1Ṽ ′,

where Ṽ and Ṽ ′ restrict to the opposite fiberwise constant vector field on
Dsc and Bsc, as follows from the computations in the proof of Lemma D.3.
In particular it follows that the order (ρDscρBsc)

−1 term of the commutator
[Q,V ] = (π∗L(V )+π∗R(V ))Q (the sign change on π∗R(V ) is due to integration
by parts) vanishes, so that

[Q,V ] ∈ Ψs,E
γ (Z), V ∈ V̺(Z).

This may be iterated to show that, for P ∈ Diff l
̺(Z), PQ−QP ′ ∈ Ψs,E

γ for

some P ′ ∈ Diff l
̺(Z), from which the result follows.

Finally, for k 6= 0, it suffices to note that ε∂εQ ∈ Ψs,E
γ (Z). Then the lift

any V ∈ Vb(Z) can be locally decomposed into ε∂ε and the lift of an element
in V̺(Z). Since ε∂ε(Qu) = (ε∂εQ)u+Q(ε∂εu),

[Q,P ] ∈ Ψ−∞,E
γ (Z), P ∈ Diffk

b(Z),

and the result for general k and l follows. �

D.5. Residual ideals. Consider the subset Ψ
s,(∞∗)
̺ (Z) ⊂ Ψs,∗

̺ (Z). These
residual operators have kernels which are conormal of order s at the diagonal
and vanish rapidly at all boundary faces of Z2

̺ . They lift to similarly conor-

mal kernels with rapid vanishing on the space Z2
γ , which is to say the subset

Ψ
s,(∞∗)
γ (Z) ⊂ Ψs,∗

γ (Z), and conversely Ψ
s,(∞∗)
γ (Z) pushes forward under the

blow-down Z2
γ −→ Z2

̺ to Ψ
s,(∞∗)
̺ (Z).

We identify these two subspaces and denote them simply by

ρ∞Ψs(Z) := Ψs,(∞∗)
̺ (Z) ≡ Ψs,(∞∗)

γ (Z), s ∈ R.

It follows from Theorems D.7 and D.8 that these subsets form graded ideals
with respect to composition, i.e.,

ρ∞Ψs(Z) ◦Ψt,E
̺ (Z), Ψt,E

̺ (Z) ◦ ρ∞Ψs(Z) ⊂ ρ∞Ψs+t(Z),

ρ∞Ψs(Z) ◦Ψt,E
γ (Z), Ψt,E

γ (Z) ◦ ρ∞Ψs(Z) ⊂ ρ∞Ψs+t(Z).
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(c.f. (C.20)). We refer to
⋃

s ρ
∞Ψs(Z) as the residual ideal.

D.6. Parametrices. Finally, we emply the pseudodifferential operator cal-
culus developed above to construct parametrices for the linearized Coulomb
gauge fixing operator and Bogomolny operator, respectively.

Proof of Proposition B.2. We construct QR as a conormal distribution on
the double space Z2

̺ , decomposing near DD∩BB∩∆ according to the splitting
p = p0 ⊕ p1 as

QR =

(
π∗L(ρ

1/2) Q̃0π
∗
R(ρ

−5/2) Q01

Q10 Q1

)

Q̃0 ∈ Ψ−2,F0

̺ (Z; p0), Q1 ∈ Ψ−2,F1

γ (Z; p1),

Qij ∈ ρ∞Ψ−2

(D.19)

for some index sets F i, i = 1, 2, determined below. Q1 ∈ Ψ−2,F1

γ (Z; p1) is
the pushforward to Z2

̺ of an operator defined on the gluing double space

Z2
γ .
Working fiberwise, from Theorem C.11, the inverse of (C.31) for α = 0

may be represented as a conormal distribution on X2
b with a decomposition

(C.32). By the smoothness of F |X over I, these inverses patch together
smoothly as a family of distributions on (X ×I X )b ∼= XX ⊂ Z2

̺ over I.
Likewise, the fiberwise Fourier transforms of the symbolic inverses from
Theorem C.13 form a smoothly varying family of conormal distributions on
γTD ∼= Dsc ⊂ Z2

̺ , and the inverses of (C.33) for α = β = 0 form a smoothly

varying family of distributions on (D ×I D)b ∼= DD ⊂ Z2
̺ . Moreover, the

leading order terms in the expansions of these inverses at X ∩ D are com-
patible; the scattering symbol of G1 in (C.32) agrees with the inverse of the
symbol in Theorem C.13 there, and after accounting for the various bound-

ary defining factors, the indicial operators of G̃0 in (C.32) and G̃ in (C.34)
agree.

Consequently, there exists a distribution Q on Z2
̺ whose restriction to XX

agrees with (C.32), and which decomposes as (D.19) where

σD(Q̃0) = σD(F1)
−1, from (C.34),

NX(Q̃0) = G̃0, near X ∩D, G̃0 from (C.32),

I(NX(Q̃0), λ) = I(ND(Q̃0),−λ),

and Q1 ∈ Ψ−2,F1

γ (Z; p0) satifies

NDsc(Q1) = G1, G1 from Theorem C.13

NXi
(Q1) = G1, G1 from (C.32),

σsc(NXi
(Q1)) ∼= σD(NDsc(Q1)).
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Furthermore, by the usual iterative argument using principal symbols, we
can arrange for the interior conormal singularity of QR to invert that of F
to all orders.

The index sets F i, i = 1, 2 for QR satisfy

F 0
DD, F

0
XX , F

0
BB ≥ 0, F 0

XD, F
0
DX , F

0
BZ , F

0
ZB ≥ 1

2 ,

F 1
Dsc
, F 1

Bsc
, F 1

XX ≥ 0.

From Theorems D.7 and D.8, the error term E′ = I − QRF has (inte-
rior conormal) order −∞, and admits a similar decomposition, with E′

0 =

π∗L(ρ
5/2)Ẽ′

0π
∗
R(ρ

−5/2), where Ẽ′
0 ∈ Ψ−∞,G̃0

̺ (Z; p0) and E′
1 ∈ Ψ−∞,G1

γ (Z; p1)

have the same estimates on their index sets as Q̃0 and Q1, but with extra
vanishing at the boundary faces meeting the diagonal over ε = 0 since they

invert F there (for instance, G̃0
DD = FDD \minFDD, etc.). Thus

G̃0
DD, G̃

0
XX , G

1
Dsc
, G1

XX > 0, G̃0
BB, G

1
Bsc

≥ 0,

G̃0
XD, G̃

0
DX , G̃

0
BZ , G̃

0
ZB ≥ 1

2 ,

Once we account for the left and right factors of ρ, it follows that E′
0 =

π∗L(ρ
5/2)Ẽ′

0π
∗
R(ρ

−5/2) is in Ψ−∞,G0

̺ (Z; p0) where

G0
DD, G

0
XX > 0, G0

BB ≥ 0,

G0
DX , G

0
BZ ≥ 1

2 +
5
2 = 3, G0

XD, G
0
ZB ≥ 1

2 −
5
2 = −2.

Now, on Z2
̺ (respectively Z2

γ), ε is a product of defining functions

ε = ρDDρXXρDX ρXD, (resp. ε = ρDDρXXρDXρXDρDsc).

Taking
δ < min(G0

DD, G
0
XX , G

1
Dsc
, G1

XX ,
1
2 ),

it follows that we can write E′ = εδER, where ER =

(
ER

0 ER
01

ER
10 ER

1

)
satisfies

ER
0 ∈ Ψ−∞,I0

̺ (Z; p0), E
R
1 ∈ Ψ−∞,I1

γ (Z; p1), and

I0DD, I
0
XX , I

1
Dsc
, I1XX > 0, I0BB, I

1
Bsc

≥ 0,

I0DX , I
0
BZ > 5

2 , I0XD, I
0
ZB > −5

2 .

By Theorems D.11 and D.12, it follows that

ER
0 : C∞(I; ρ1Hk,0,0

µ,̺,γ(Z; p0)) −→ C∞(I; ρ1Hk,0,0
µ,̺,γ(Z; p0))

ER
1 : C∞(I; ρβHk,0,0

µ,̺,γ(Z; p1)) −→ C∞(I; ρβHk,0,0
µ,̺,γ(Z; p1))

ER
01 : C

∞(I; ρβHk,0,0
µ,̺,γ(Z; p1)) −→ C∞(I; ρ1Hk,0,0

µ,̺,γ(Z; p0))

ER
10 : C

∞(I; ρβHk,0,0
µ,̺,γ(Z; p0)) −→ C∞(I; ρ1Hk,0,0

µ,̺,γ(Z; p1))

are bounded (where defined), and hence ER is a smooth bundle map of
Hk,0,β(Z; p) over I as claimed.

The construction of QL and estimates on EL follow similarly. �



PARTIAL COMPACTIFICATION OF MONOPOLES AND METRIC ASYMPTOTICS111

Proof of Proposition 5.12. The construction is similar to the one in the pre-
vious proof so we shall be somewhat brief. We define R on Z2

̺ , such that,
with respect to the splitting p = p0 ⊕ p1 in a neighborhood of DD ∩ BB ∩∆,

R =

(
π∗LρR̃0π

∗
Rρ

−2 R01

R10 R1

)

where ρ := ρDρB, and R̃0 ∈ Ψ−1,F̃0

̺ (Z; γΛ∗ ⊗ p0), R1 ∈ Ψ−1,F1

γ (Z; γΛ∗ ⊗ p1),
and Rij ∈ ρ∞Ψ−∞(Z; γΛ∗ ⊗ pj ,

γΛ∗ ⊗ pi), where fiberwise over I,

ND(R̃0) = G̃, G̃ from (C.28),

NX(R̃0) = G̃0, near X ∩D, G̃0 from (C.19),

I(NX(R̃0), λ) = I(ND(R̃0),−λ),

and R1 ∈ Ψ−1,F1

γ (Z; p1) satifies

σD(R1) = σD(L1 +Φ)−1, from Proposition 5.6

NXi
(R1) = G1, G1 from (C.19),

σsc(NXi
(R1)) ∼= σD(NDsc(R1)).

That such a R exists follows from compatibility of the inverses for LXi

and LD, which are smoothly parameterized over I, and the fact that such
distributions may be extended smoothly off the relevant boundary faces of

Z2
̺ and Z2

γ . The index sets F̃0 and F1 satisfy

F 0
DD, F

0
XX , F

0
BB ≥ 0, F 0

XD, F
0
DX , F

0
BZ , F

0
ZB ≥ 1

F 1
Dsc
, F 1

Bsc
, F 1

XX ≥ 0.

We may futher suppose that the interior conormal singularity of R inverts
that of L to all orders.

It follows from Theorems D.7 and D.8 that

LR = I − E′, E′ =

(
E′

0 E′
01

E′
10 E′

1

)

where E′
0 = π∗Lρ

2Ẽ′
0π

∗
Rρ

−2 ∈ Ψ−∞,G0

̺ (Z : γΛ∗ ⊗ p), E′
1 ∈ Ψ−∞,G1

γ (Z; γΛ∗ ⊗ p)
and E′

ij ∈ ρ∞Ψ−∞(Z; γΛ∗ ⊗ pj ,
γΛ∗ ⊗ pi). Here

G0
DD, G

0
XX , G

1
Dsc
, G1

XX > 0, G0
BB, G

1
Bsc

≥ 0,

G0
DX , G

0
BZ ≥ 1 + 2 = 3, G0

XD, G
0
ZB ≥ 1− 2 = −1.

If we choose

δ < min(G0
DD, G

0
XX , G

1
Dsc
, G1

XX ,
1
2 ),
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Then it follows that E′ =: εδE, where E =

(
E0 E01

E10 E1

)
has index sets

E0 ∈ Ψ−∞,I0

̺ , E1 ∈ Ψ−∞,I1

γ ,

I0DD, I
0
XX , I

1
Dsc
, I1XX > 0, I0BB, I

1
Bsc

≥ 0,

I0DX , I
0
BZ > 5

2 , I0XD, I
0
ZB > −3

2 > −5
2 .

Boundedness of E as an operator (5.19) follows from Theorems D.7 and
D.8. �
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