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Abstract

It was recently suggested that certain redox proteins operate in an ergodicity-
breaking regime to facilitate biological electron transfer (ET). A signature for this
are large variance reorganization free energies (several eVs) but significantly smaller
Stokes reorganization free energies due to incomplete protein relaxation on the time
scale of the ET event. Here we investigate whether this picture holds for oxidation
of cytochrome c in aqueous solution, with various levels of theory including classical
molecular dynamics with two additive and one electronically polarizable force field,
and QM /MM calculations with the QM region treated by two approaches. Sampling
the protein and energy gap dynamics over more than 250 ns, we find no evidence
for ergodicity-breaking effects. In particular, the inclusion of electronic polarizability
of the heme group at QM /MM levels did not induce non-ergodic effects, contrary to
previous reports by Matyushov et al. The well-known problem of overestimation of
reorganization free energies with additive force fields is cured when the protein and
solvent are treated electronically polarizable. Ergodicity-breaking effects may occur
in other redox proteins and our results suggest that long simulations, ideally on the
ET time scale, with electronically polarizable force fields are required to obtain strong

numerical evidence for them.



Introduction

Marcus theory of electron transfer (ET) is arguably one of the most important and impact-
ful accomplishments of modern chemical reaction kinetics.!? It has provided generations
of physical chemists, biologists and material scientists with an elegant, robust and per-
haps surprisingly accurate framework allowing them to understand, interpret and predict

ET processes in very diverse systems ranging from molecular donor-acceptor complexes,® 6

25-31 34-37

biomolecules,” ?® cellular appendages, microbial biofilms3?3? to certain inorganic

3841 and electrochemical interfaces.*?™% The theory is synony-

and organic semiconductors
mous with the famous pair of intersecting free energy parabolas, one for the initial and one
for the final ET electronic state, with ET occuring at the molecular configurations where the
two curves cross, commonly referred to as the transition state for ET (see Figure 1A). The
elegance of Marcus theory is that the two parabolas and therefore the activation free energy,
AA* is solely determined by just two parameters that can be extracted from experiment or
computation, the reaction free energy or driving force AA® (i.e. redox potential difference
between donor and acceptor) determining their vertical offset and the reorganization free
energy A determining the horizontal offset and curvature, the latter being the same in both
states.

All what is needed to arrive at the paradigm of equal-curvature parabolas is to assume
that the thermal fluctuations of the ET reaction coordinate, the vertical energy gap AE,46:47
are Gaussian distributed and that phase space is sampled according to the Boltzmann distri-
bution on the time scale of the ET reaction (see e.g. Ref.? for a formal treatment). It turns
out that in the majority of cases these assumptions are fulfilled, which may be rationalized
by the central limit theorem even though the energy gap fluctuations due to the molecules
of a condensed phase system are not strictly independent. An important consequence that
follows is that the horizontal offset of the two curves, defined as twice the Stokes reorganiza-

tion free energy, A\*, is not independent from their curvature (or force constant k oc 1/A"?",

"var” for variance of the corresponding Gaussian fluctuations), but in fact related to it since



At =\ = ) is exact for Gaussian fluctuations (see Figure 1A, pair of parabolas in blue).
Hence, only one reorganization free energy (\) appears in Marcus theory.
Yet, exception to the Marcus parabola picture are well known and often attributed to

16,23.48-53 or non-Boltzmann (i.e. non-ergodic)

either non-Gaussian energy gap fluctuations
sampling of molecular configurations on the ET time scale, 1623505455 or hoth.16:23:59:55 Non-
Gaussian gap fluctuations have been observed for charging of an apolar particle with an
unstructured solvation shell,? for solutes with a strong difference in electronic polarizability
in the initial and final ET states*®°%:575 and when oxidation of ions is coupled to a change in
first shell coordination number.4*5%%9 For cytochromes in particular, Amadei and co-workers
showed that non-Gaussian gap fluctuations can result in a possible discrepancy between the
Stokes and the variance reorganization free energy.5*% Though, the linear free energy relation
equating the vertical free energy gap between the two curves with the energy gap AE? is
still fulfilled in that case, the latter only requiring a Boltzmann distribution of molecular
configurations.

Naturally, non-ergodicity is a problem in ultrafast (picosecond) photoexcited ET reac-
tions, e.g. in Photosystem II (PS II).16:505758 Reorganization and hence activation free
energy are strongly overestimated if the energy gap is sampled on time scales longer than
the actual ET event.®"%8 Here a self-consistent non-ergodicity correction has been devised
where frequency components faster than the ET event are simply removed from the reorgani-
zation free energy. This method has been successfully combined with Marcus-Sumi theory*
to explain the non-exponential population decay observed experimentally in PSII.59-°7:58

In a series of recent papers, Matyushov et al. claims that ergodicity-breaking effects
extend well into the regime of thermal biological electron transfer, typically occurring on the
microsecond or slower time scales. 16:50:55:60-63 T analogy with glass-forming materials, the
often highly charged protein-water interface creates a rugged energy landscape that is not
explored ergodically on the time scale of the ET event (see Figure 1B). While the energy

gap fluctuations may still be Gaussian and arise, amongst others, from protein motions



necessary to bring the protein from the equilibrium structure of the initial to the equilibrium
structure of the final ET state, the rugged energy landscape of the protein-water interface
may not allow for this transition to actually occur on the ET time scale (dotted lines in
Figure 1B) keeping the solvated protein trapped in some local minimum on the final ET
state surface (arrows in Figure 1B). Due to incomplete relaxation, the Stokes reorganization
free energy A is now no longer equal to but smaller than the variance reorganization free
energy A NSt < AV amounting to a horizontal shift of the parabolas towards the origin
concomitant with a reduction in activation free energy (pair of red parabolas in Figure 1A).
Requiring the condition of zero energy gap at the point where the free energy curves cross,
it is straightforward to show that in this scenario the activation free energy is still given by

the usual Marcus expression but with A replaced by the smaller reaction reorganization free

energy (superscript “r”),16:5%.61-63
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Using long molecular dynamics (MD) simulations, Matyushov et al. reported a strong
mismatch between A\** and AV, with ratios kg =A"/A*=7.9 for the Cu-containing protein
plastocyanin,® and kg =2.3 for oxidation of cytochrome c (cyt c) at room temperature. 3
For plastocyanine the large values for A" were traced back to an incomplete compensation
of the gap fluctuations due to the charged/dipolar protein residues at the protein surface by
the gap fluctuations due to the dipoles of the water molecules solvating these residues.®® In
cyt ¢ the origin of ergodicity-breaking was of a more subtle nature: it was traced back to the
strong electronic polarizability of the heme-c cofactor in oxidized and reduced states and it
disappeared when the heme ¢ cofactor was treated non-polarizable. !

The existence of ergodicity-breaking effects would profoundly change our traditional un-

derstanding of thermally activated biological ET reactions. It would mean that certain



biological ET reactions occur on physiological time scales because the protein does not have
sufficient time to convert between the (global) equilibrium structures of initial and final ET
states, and if it had, ET would be too slow in these proteins to support biological function.

In contrast to the above, MD simulations carried out in our group on similar heme and
Cu-containing redox proteins have so far not given any evidence for ergodicity-breaking
effects: close agreement between \* and A\ (kg &~ 1) was obtained for Ru-modified cyt
c?254 and bs,% multi-heme cytochromes STC,?* NtrfB,? MtrF% and MtrC,?® cytochrome

23

c oxidase,% the blue Cu-protein azurin® as well as a porphyrine-binding four-helix bundle

protein® (

for the latter, kg ~3.7 in our early study®” reversed to kg~ 1.1 when protein and
water were treated electronically polarizable®). Simulations were typically carried out on
the 10-50 ns time scale which was sufficient to converge both reorganization free energies A\
and AV arising from nanosecond or faster protein motions. However, it may well be that
ergodicity-breaking protein motions occur at longer times that are closer to the time scale
of ET in these proteins, typically microseconds. To test this possibility we calculate in the
present work A and AV for oxidation of native horse-heart cyt ¢ from MD simulations run
over hundreds of nanoseconds, an order of magnitude longer than in our previous works.
Moreover, we investigate the sensitivity of results with regard to (i) the protein and water
force field used (CHARMM vs AMBER), (ii) the inclusion of electronic polarizability for the
redox active heme ¢ cofactor using QM /MM calculations with the QM region treated at the
level of density functional theory (DFT) or perturbed matrix method (PMM),52:53:68°70 and
(iii) the inclusion of electronic polarizability for protein and water using a polarizable force
field with induced atomic dipoles. We choose cyt ¢ because experimental reorganization free
energies for oxidation in solution are well known and agree among different electrochemical

71,72

measurements and because simulation data from the group of Matyushov are available

for comparison. %! %3
Anticipating our results, we find no evidence for ergodicity-breaking effects in cyt ¢ on the

hundred nanosecond time scale, in contrast to Refs.%1"% Both reorganization free energies



are about equal, \** ~ AV = 1.0eV without or with inclusion of electronic polarizability of
the heme center, yet significantly overestimate experimental values obtained from electro-
chemistry, 0.58 eV.”"" Treating the protein and solvent electronically polarizable reduces
both reorganization free energies by &~ 40% aligning the computed estimate with experiment.

61763 (close to 3

Variance reorganization free energies as large as the ones reported in Refs.
eV) are only obtained if the electrostatic field at the heme site is scaled by a factor of about
5. Hence, while ergodicity-breaking effects may occur for other biological ET reactions, our

present simulations suggest that this is not the case in ¢yt c. In the remainder of this paper

we present in detail our simulation results followed by some concluding remarks.

Computational Details

MD with non-polarizable force fields

We set up the simulation system as reported in Ref.®% Starting from the NMR solution
structure of reduced horse heart cytochrome c (pdb id 1GIW™), 116 crystal waters from
the 1YCC™ crystal structure were added to 1GIW after aligning the two PDB structures.
One missing hydrogen in the first residue GLY was added to saturate the valence of a
carbon atom (CA atom type). No counter ions were added as they were found to have a
negligible effect on reorganization free energy (see Ref.®®). This resulted in a total charge
of +7e/+8e¢ for the reduced/oxidized protein. 33232 TIP3P water molecules were added
to the simulation box giving a total of 101441 atoms. Simulations were carried out with
two protein force fields, CHARMM27,7 as in Ref.,% with the charges and bond parameters
for the heme cofactor taken from Kaszuba et al.,"® and with the AMBERO3 protein force
field” with heme atomic charges and bond parameters taken from previous simulations in
our group.?>%7 The topologies for CHARMM27 and AMBERO03 were generated with the
psfgen tool in VMD™ and LeaP in AMBER Tools 16,7" respectively.

MD simulations were carried out with the SHAKE algorithm to constrain O-H bonds in



water molecules. Particle mesh Ewald was used for the electrostatics with a real space cutoff
of 12 A and the same cutoff was applied for Van-der-Waals interactions. The solvated pro-
tein in the reduced oxidation state was initially minimized for 5000 steps and subsequently
equilibrated for 500 ps with all protein atoms kept frozen. The temperature was rescaled to
300 K every 5000 steps and a Langevin barostat was applied with a target pressure of 1 bar,
piston period of 100 fs, and piston decay time of 50 fs. The protein was then slowly released
by applying harmonic restraints around the crystallographic positions with decreasing force
constants of 99, 25, 1.0, 0.1, and 0.001 kcalmol~* A=2. For each restraining force 500 ps
MD simulations in the NPT ensemble were carried out using a 1 fs MD time step. The

thermostat damping coefficient was 1 ps~!

and the barostat parameters were the same as
before. Then all restraints were removed and the protein equilibrated for 10 ns in the NPT
ensemble, followed by equilibration of 10 ns in the NVT ensemble using a 2 fs time step.
After equilibration, the size of the simulation box was 101.08 A x 101.08 A x 101.08 A.
Finally the temperature was decreased to 290K with a cooling rate of 1K /ns. A production
run trajectory of 288.0 ns (250 ns) was generated in the NVT ensemble at 7' = 290K using
the Langevin thermostat for CHARMM27 (AMBERO03). Simulations of oxidized cytochrome
¢ were initiated from an equilibrated snapshot of the reduced protein. The system was equi-
librated for 20 ns in the NVT ensemble at 290 K, followed by a production run of 288.5 ns
for CHARMM27 and 250 ns for AMBERO3. Snapshots were saved with the frequency of 10
ps in the production runs. All classical MD simulations were done with the NAMD code.®"
Energy gap from non-polarizable MM calculations. The energy gap Eq. 5 was
calculated for 28,000 (25,000) equidistantly spaced snapshots sampled along each of the
CHARMM27 (AMBERO03) production trajectories in reduced and oxidized states (sampling
frequency = 100 snapshots/ns), as well as for a sub-ensemble of 513 equidistantly spaced
snapshots along each trajectory (sampling frequency = 2 snapshots/ns). Reorganization free
energies obtained with the lower sampling frequency reproduced the values obtained with

the higher sampling frequency to within 0.05 eV.



Energy gap from QM (DFT)/MM calculations. QM(DFT)/MM calculations of the
energy gap Eq. 5 were carried out on the above 513 equidistantly spaced snapshots taken
from each of the classical MD simulations in reduced and oxidized states to probe the effect
of polarizability of the QM region on reorganization free energy. Two different QM models in
QM(DFT)/MM calculations were employed for the CHARMM?27 trajectories (models 1 and
2) and only one QM/MM model for AMBERO3 trajectories (model 1). Model 1 comprises
of the heme ring, axial ligands and side chains excluding the propionates (Figure 2B). The
latter were saturated with hydrogen atoms at the positions CAA-CBA and CAD-CBD to
CAA-H and CAD-H, respectively. The CB-CA bonds of the cysteine linkages, axial histidine
and methionine were cut and saturated with a hydrogen atom to CB-H. A small amount
of charge was redistributed from Fe to the -CHy-COO propionate side chains in the MM
region to enforce an integer total charge of the QM region. In model 2 (Figure 2C), used
in Ref.,%7% the two propionates where included in their deprotonated form. The bonds
of the axial ligands HIS18 and METS80 and of cysteine linkage CYS14 were capped at the
backbone C-N position and saturated to C-H. The total charge of the QM region is 0/ + le
for reduced/oxidized state in model 1 and —2¢/ — le in model 2. QM model 2 is not an
ideal set-up for QM /MM calculations because the propionates form a salt bridge with neigh-
bouring positively charged residues and both should be either included or excluded from
the QM region rather than treated at separate levels of theory. Moreover, the polar amide
bonds of the amino acid residues are cut and saturated with hydrogens, instead of the apolar
carbon-carbon bonds as is best practice. QM model 1 was designed to remove these issues.
However, the reorganization free energies were not very sensitive to these different set-ups
(see Table 1). In both models, the charge distribution for the (non-polarizable) MM atoms
was the same for reduced and oxidized states. The QM/MM energy gaps were calculated
with the CP2K package.! The QM region was described at DFT level with PBE®? func-
tional, DZVP basis set and GTH atomic pseudopotentials.® The spin multiplicities for the

reduced and oxidized states were singlet and doublet, respectively. For each snapshot, the



QM part was centered in a 30A x 30A x 30A box which guaranteed at least 7.0 A vacuum
padding in each direction. The generalized hybrid orbital method® was used to link QM
and MM atoms at their boundary. The MM settings were the same as used in the classical
MD simulations above. The wavefunction gradient was converged to 107> a.u.

Energy gap from QM (PMM)/MM calculations. QM(PMM)/MM calculations of the
energy gap Eq. 5 with potential energies from Eq. 8-9 were carried out on the 28,000 equidis-
tantly spaced snapshots sampled along each of the CHARMMZ27 production trajectories and

the sub-ensemble of 513 snapshots as described previously. For evaluation of the energy gap

(M)

along the reduced trajectory, the unperturbed ground and excitation energies €, ° and the

(M)
ij

transition-dipole-moment matrix elements .’ were calculated for reduced (M = R) and
oxidized (M = O) QM model 2 on the reduced crystal structure geometry using ZINDO/S
semi-empirical electronic structure calculations, as implemented in Gaussian 16.%% These
parameters remained unchanged for all the snapshots. For evaluation of the energy gap
along the oxidized trajectory, similar calculations for eEM) and p,g\/[) were carried out on the
oxidized crystal structure geometry. The electrostatic potential and field on the Fe atom,
Vre and Eg,, were obtained from force field calculations within periodic boundary condition
using NAMD. %

Energy gap from polarizable MM calculations. The energy gap Eq. 5 was also cal-
culated with the polarizable AMBERO2 force field”” and POL3 water model”” on the same
513 snapshots for which QM(DFT)/MM calculations were carried out (i.e. on configurations
obtained from MD with AMBERO3 force field”” and TIP3P water). Electronic polarizability
of the MM atoms is modelled by atomic and isotropic induced dipoles, while the polariz-
ability of the atoms treated as QM atoms in QM/MM calculations (QM model 1) were set
to zero. This choice was made to probe the effect of the polarizability of the MM region
(outer-sphere) only. The induced dipoles were iterated until successive estimates agreed to

within 10~% debye in the root mean square sense. All calculations with polarizable force fields

including the MD simulations below were carried out with the sander program in AMBER
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Tools 16.77

MD with electronically polarizable force field

For the MD simulation with explicitly polarizable force fields, the initial structure for the
oxidized state was extracted from a snapshot of the previous AMBERO03 production run
trajectory in the oxidized state. Due to increased computational cost in the Ewald sum-
mation in the polarizable MD, the system size was reduced by decreasing the number of
water molecules to 6544. We checked the convergence of reorganization free energy with
size of the solvation shell at the non-polarizable MD level and find that this system size is
sufficient. The system with reduced number of water molecules was initially equilibrated
for 10 ns in the NPT ensemble with the non-polarizable AMBERO3 force field and TIP3P
water and then equilibrated with the polarizable AMBERO02 force field and POL3 water:
500 ps in the NVT ensemble, 2.5 ns in the NPT ensemble to 290 K and 1.013 bar using
a Langevin barostat with piston period 100 fs, piston decay time and thermostat damping
coefficient 15.0 ps~!, and finally 5 ns in the NVT ensemble at a fixed cell size of 59.5A x
59.4A x 59.4A. Instead of solving the induced dipoles iteratively at each step, we adopted
the Car-Parinello scheme for efficient MD propagation, wherein each dipole was assigned a
fictitious mass of 0.33 a.u. Production runs were carried out for 50 ns with a MD time step
of 1 fs. Polarizable MD simulation of the reduced protein was carried out similarly with
a starting structure extracted from a snapshot of the previous AMBERO3 production run
trajectory in the reduced state.

Energy gap from polarizable MM calculations. The energy gap Eq. 5 was cal-
culated with the polarizable AMBERO02 force field”” and POL3 water model®® on 10 ps
equidistantly spaced snapshots taken from each of the 50 ns MD trajectories run for reduced
and oxidized states with the AMBERO2 force field”” and POL3 water. The induced dipoles
were iterated until successive estimates agreed to within 10~ debye in the root mean square

sense.
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Results and Discussion

Reorganization free energies from vertical energy gaps

The Stokes and variance reorganization free energies, \** and A}j" respectively, are defined

by
' = ((AE)r — (AE)o)/2 (3)
v — ﬁ M =R, O, (4)

where AF is the vertical energy gap,

AE(RY) = Eo(RY) — Ex(R"), (5)

Ey(RY) the potential energy of oxidized (M = O) and reduced cyt ¢ (M = R) at the nuclear
configuration RY, (---); denotes the thermal average on the potential energy surface of

redox state M, and

oy =((AE — (AE) )" m (6)

is the variance of the vertical energy gap fluctuations. In the limit of linear response (i.e.,
Gaussian gap fluctuations) and ergodic sampling, A*' =\ = \%".?® The thermal averages
are obtained by sampling the energy gap AFE along MD trajectories for oxidized and reduced
solvated cytc. We set up the same simulation system as in Refs.%7%3 to ensure a fair compar-
ison, see Figure 2 for a snapshot of the solvated protein. We then investigated the sensitivity
of the computed energy gaps and reorganization free energies on (i) the force field used for
MD simulation, CHARMM27 ™ versus AMBERO03" (both non-polarizable) (ii) the inclusion
of electronic polarizability for the heme cofactor (“inner-sphere”) via QM(DFT)/MM?®! and
QM (PMM)/MM?® calculations and (iii) the inclusion of electronic polarizability for the pro-
tein and water (“outer sphere”) using the electronically polarizable AMBERO2 protein force

field”” and POL3 water®® where isotropic atomic dipoles are self-consistently relaxed. Sim-
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ulation protocols and details on the energy gap calculations can be found in Computational

Details. The numerical results are summarized in Table 1.

Force fields: CHARMM27 vs AMBERO03

The vertical energy gaps along trajectories for reduced and oxidized cyt ¢ are shown in
Figure 3A (CHARMMZ27) and Figure 3B (AMBERO03). They fluctuate relatively stably
around their mean values on the simulated time scale of ~ 250ns, and the distribution
of gap energies fit Gaussian functions almost perfectly (R? >0.999) for both force fields.
The convergence of reorganization free energies A** (Eq. 3) and A\Y*" (Eq. 4) with respect to
simulation time is shown in Figure 3C and Figure 3D. While A* is converged after a few ns,
it takes significantly longer (50 ns for CHARMMZ27, 150 ns for AMBERO03) to obtain values
for A¥® that are close to the final result. This is not surprising as it is well known that mean
square fluctuations take longer to converge than the mean. The somewhat abrupt changes
in the accumulated average of \¥* for AMBERO3 are related to short drifts in the energy
gap due to rare protein fluctuations. The RMSD with respect to the crystal structure was
stable and reasonably small for AMBERO3 trajectories, averaging to about 2.0 A in reduced
and oxidized states.

The two force fields give almost identical values for A to within the statistical error
bar, 0.95 and 0.93 eV for CHARMM?27 and AMBERO03, respectively. For CHARMMZ27 this
value is almost perfectly matched by A" and A§Y, 0.96 eV for both oxidation states. For
AMBERO03 the two variance reorganization free energies differ by 0.2 eV but this difference
is equal to the statistical error bar for A\§" implying that present simulations on the 100 ns
timescale are still insufficient to fully converge the fluctuations of the energy gap for this
force field. However, the average A = (A& + A\E")/2 = 0.93eV matches perfectly A\*.
Disregarding this issue, we conclude that for both force fields the ratio kg = A¥ /X' =1.0
as in Marcus theory and that there is no signature of non-ergodic effects at the level of

non-polarizable force field simulations on the time scale of a few 100 ns. This result and the
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numerical values for reorganization free energy are similar to the ones reported by Matyushov

and co-workers for the CHARMMZ27 force field. 6!

Electronic polarizability of heme

QM(DFT)/MM calculations of the energy gap Eq. 5 were carried out on structures sam-
pled from the above classical MD calculations. Two QM models were used, model 1 com-
prised of heme ring and axial ligands (Figure 2B), and model 2 which included, in addition,
the propionates (Figure 2C). The latter model was used in Ref.%'"% For each structure the
electronic potential energies for oxidized and reduced states, Fo and Egr in Eq. 5, are ob-
tained by self-consistent iteration of the Kohn-Sham equations for the QM region in the
electrostatic field generated by the fixed point charges of the MM region applying periodic
boundary conditions. The potential energies are comprised of the QM, QM/MM and MM
interaction energy,

Ey = EQM 4+ QMM L MM A — O R (7)

where EYM is independent on the oxidation state, hence does not contribute to the energy
gap. To reduce the computational effort, we first determined at the MM level the largest
equidistant spacing, or equivalently, the minimum sampling frequency of snapshots along the
~ 250 ns MD trajectories that reproduced the reorganization free energies obtained for the
originally chosen sampling frequency (100 snapshots/ns) to within 0.05eV. We obtain a min-
imum sampling frequency of 2 snapshots/ns for both force fields (see Figure 3E,Figure 3F),
which corresponds to 513 snapshots along the ~ 250 ns MD trajectories. QM(DFT)/MM
energy gap calculations were carried out on this sub-ensemble of configurations.

The accumulated average of the reorganization free energies at the QM(DFT)/MM level
is shown in Figure 4A (CHARMM27 trajectories) and B (AMBERO3 trajectories). We find
that the values are very similar to the ones from classical MD calculations. \** slightly

decreases and AY?" slightly increases, but the difference between the two reorganization free
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energies remains within two (CHARMM?27) and one (AMBERO3) errorbars, giving kg =1.14
(QM model 1, CHARMM27 trj) and 1.20 (QM model 2, CHARMM?27 trj) and 1.07 (QM
model 1, AMBERO3 trj). Hence, we do not observe a truly significant increase in the variance
reorganization free energies upon inclusion of heme electronic polarizability at the DFT level
of theory. This is in line with simulation data from Ref.%® (kg =1.26), but in contrast to
the results of Ref.,% where kg values as large as 2.3 were reported. In the latter two studies
electronic polarizability of the QM region was included by the perturbed matrix method
(PMM), which differs in some important aspects from the QM(DFT)/MM method as we
explain in the following.

QM(PMM)/MM. In the perturbed matrix method (PMM)?2536870 electronic struc-
ture calculations are carried out for the QM center in vacuum and the interaction with the
electrostatic field generated by the MM atoms is calculated perturbatively via a multipole

expansion of the QM center, usually truncated at second order,

HG = (6" + Qi Vie)diy — " - Ere (8)
Ey = Min[{EV,(H")}], M =R, O, (9)

where H™) is the perturbed Hamiltonian matrix for oxidation state M with matrix elements

qM (M)

i » € ~ are the unperturbed ground and excited electronic state energies of the isolated

cofactor, Qgg) is the total charge of the QM region in redox state M assumed to be located on
the Fe atom (i.e., Q(F? =—1le, Qg:) =—2¢), Vpe is the Coulomb potential and Eg,=—VV|g,
the corresponding electric field on the Fe atom due to the MM atoms, and ug\/[) =—e(pi|r|p;)
are the transition-dipole-moment matrix elements obtained from QM calculations in gas
phase. The potential energy of redox state M, Ejs in Eq. 9, is the lowest eigenvalue (EV) of
H™) and used for the calculation of the energy gap Eq. 5. Following the protocol of Ref.61:63

we use ZINDO/S semi-empirical electronic structure calculations®® on QM model 2 of the
(

heme cofactor to obtain eiM) and ugw). Vre and Ep, for protein and solvent configurations
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are obtained from the CHARMMZ27 trajectory. We note that ZINDO/S is not expected
to be the most reliable method for the calculation of transition dipoles, and potentially
better DFT-based approaches are available for large molecules. However, our goal here is to

f.61.63 which is why we use ZINDO/S in present calculations.

reproduce the results of Re

The reorganization free energies obtained from QM(PMM)/MM are shown in Figure 4 A.
We find that the energy gap distributions are again well described by Gaussians in agreement
with previous QM(PMM)/MM calculations of horse-heart cyt c.?® Both A** and A" match
very well the values obtained from present MM and QM(DFT)/MM calculations; we obtain
kg =1.20 (QM model 2, CHARMMZ27 trj) which is virtually identical with the result from
QM(DFT)/MM calculations. A large increase in ™ as reported in Ref.% is not observed
even though the same system set-up is now used. We do obtain similarly large electronic
polarizabilities for the heme cofactor as in Ref.%% (54 A3 and 27 A? for the reduced and
oxidized states when including 100 electronic states for construction of HM )), but they do

not lead to a significant enhancement of the energy gap fluctuations. The reason is that

the electrostatic field at the Fe site is relatively modest (0.05-0.5 V/A) in our simulations so

()

that the off-diagonal terms p;;"" - Epe in Eq. 8 are small compared to the diagonal energy

Z(M) — eg.M) resulting in little mixing between the states. Indeed, if polarizability

differences €
is entirely neglected and the second term in Eq. 8 is set to zero, A\Y* decreases by no more
than 0.05 eV. To obtain values for A" as large as the ones reported in Ref.®%3 (2-3 V),
the electrostatic field due to protein and water would need to be scaled by a factor of
about 5 in our simulations. We also note that while the heme polarizability converges very
slowly with the number of electronic states used to construct H®™) (see Table S1), AV is
converged after including only the ten lowest states (Table S2). This gives credence to the
QM(PMM) /MM calculations of Ref.% where 13 states were included. The energy gap auto-
correlation function shows the typical signatures for solvated redox proteins (Figure S1), a

sharp initial decay on the 100 ps time scale due to relaxation of bulk solvent and amino acid

side chains, and a longer decay to zero on the 10 ns time scale characteristic of the slower
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backbone motions. The calculated correlation time is around 60 ns.

Electronic polarizability of protein and water

Finally, we investigate the effect of electronic polarizability of the MM region (protein and
water) on reorganization free energies. To this end, the energy gap Eq. 5 is calculated with
the polarizable AMBERO2 force field”” and POL3 water® on the same set of structures
for which QM(DFT)/MM calculations were carried out (i.e. AMBERO03 + TIP3P water
trajectories). Electronic polarizability of the MM atoms is modelled by atomic and isotropic
induced dipoles, while the polarizability for the atoms of the QM region was set to zero. This
choice was made to probe the effect of the polarizability of the MM region (outer-sphere)
only. The results are shown in Figure 4C. We find that reorganization free energies now
decrease dramatically from 0.93 eV for non-polarizable MM calculations to A** = 0.69 and
AV = 0.55eV. These values are in good agreement with the experimental estimate from
electrochemistry, 0.58 eV.™

In previous work on electron self-exchange between Ru-aqua ions a similar reduction in
reorganization free energy was obtained upon treating the solvent electronically polarizable,
but this reduction was partly offset when both MD and energy gap calculations were con-
sistently carried out with the same polarizable force field due to differences in the solvation
structure between non-polarizable and polarizable water models.®” By contrast, no such par-
tial cancellation is observed here for solvated cyt ¢ when both polarizable MD simulations
and energy gap calculations are carried out with the AMBERO02 force field and POL3 water.
On the contrary, the reorganization free energies decreased slightly further to A**=0.53eV
and A\Y* =0.46 eV, corresponding to a decrease of 43% and 50% compared to the values from
non-polarizable MM calculations. If the inner-sphere contribution of the heme cofactor,
here described at the MM level, is replaced by a QM description (A;=0.025€V for isolated
heme c cofactor in vacuum??), the final result is very close to experiment, A**=0.56 eV and

A'=0.49eV, while kg remains close to unity.
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The reduction in reorganization free energy upon inclusion of electronic polarizability

of the outer sphere is in line with a bulk of existing simulation data for electron trans-

22,23,25,64-66 87-91

fer and oxidation reactions in proteins and aqueous transition metal ions.
We have shown that MD reorganization free energies in Ru-modified proteins are strongly
overestimated compared to the experimental values by Gray and Winkler if electronic polar-
izability of protein and water is not explicitly accounted for but in much better agreement
if included. 23646687 Along the same lines, the reorganization free energies for oxidation of
simple transition metal ions in liquid water, such as aqueous Ru(bpy)3" % and Mn?*,% were
obtained in excellent agreement with experimental values from liquid jet photo-emission

spectroscopy by Winter and co-workers®%°

when the same polarizable POL3 water was
used as in present protein simulations.

The importance of outer-sphere electronic polarizability may be explained by continuum
theory, which predicts that outer-sphere reorganization free energy is proportional to the
inverse of Pekar factor, 1/(1/e., — 1/€5). For aqueous cyt ¢, the optical dielectric constant
€op May be estimated from experimental data to be 1.84%2 while for non-polarizable force
fields €., = 1. Hence, assuming e, >> €., (which should be fulfilled for solvated proteins),
the reorganization free energy is predicted to be overestimated by a factor ~ 1/1.84 or 46%
if protein and water are not treated electronically polarizable. This agrees very well with
present simulation results, even though for other proteins we typically found a somewhat
smaller effect of 30-40%.23

On the contrary, it was suggested some time ago that the Pekar factor gives a much
too strong dependence of reorganization free energy on the optical dielectric?® and recently
it was shown for some model systems that reorganization free energy is nearly insensitive
or even increases with increasing optical dielectric constant.?® While we are cautious to
generalize results from simple model systems to complex proteins, we note that switching
from a non-polarizable to a polarizable force field is not equivalent to simply changing the

optical dielectric constant of the medium. When electronic polarizability is introduced in
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the force field, the point charges are scaled back from their effective (larger) values in the
condensed phase to the smaller values in the gas phase. As our simulations suggest, in the
case of cyt ¢ the reduction in reorganization free energy due to the smaller point charges
is not compensated for by the induced dipoles and/or additional structural relaxation in
response to the introduction of induced dipoles, resulting in a significant net reduction in

reorganization free energy.

Conclusions

With increasing computational capabilities over the last decades it has become possible to
push the accessible time scale of protein simulations from picoseconds®® to microseconds
and beyond. In the context of redox protein simulation, this has allowed us to calculate the
parameters determining the ET kinetics, e.g. energy gap fluctuations, over much longer time
scales, for some systems approaching the actual time scale of the thermal ET reaction, mi-
croseconds in case of ¢yt c¢. This has subsequently led to numerical evidence for Matyushov’s
hypothesis that in certain redox proteins (in particular, cyt ¢ and plastocyanin) ET oc-
curs on the physiological time scale because of ergodicity-breaking effects in the energy gap
fluctuations and that ET would be too slow otherwise.

In this work we have thoroughly investigated this claim for oxidation of aqueous cy-
tochrome ¢ and have not found evidence for ergodicity breaking on the 250 ns time scale. Sim-
ilar values for Stokes and variance reorganization free energies are obtained, A\' &2 A3 & A\,
with a variety of state-of-the-art methodologies ranging from non-polarizable MD simula-
tions, QM /MM calculations with polarizable QM center at DF'T and PMM level and polar-
izable MD simulation. Our results indicate that ET in solvated cyt c is an ergodic process
and well described by linear response, i.e., Gaussian solvation theory; in other words, cyt ¢
is a classic Marcus system. According to our simulations the overestimation of experimen-

tal reorganization free energies for cyt c typically obtained with non-polarizable force fields
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is due to the missing electronic polarizability of the protein and water, in contrast to the
ergodicity-breaking hypothesis advocated by Matyushov and co-workers.

Ergodicity-breaking is certainly an interesting and conceivable hypothesis for accelerating
biological ET without sacrificing driving force and it may well apply to other redox proteins.
Reviewing our previous simulation results, there are some proteins where reorganization free
energies are somewhat overestimated when compared to experimental data even when the
AMBERO02 polarizable force field and POL3 water was used in the calculations.?%* Yet,
Stokes and variance reorganization free energy sampled over 10-50 ns were still very similar
implying that non-ergodic effects were not present on that (relatively short) time scale.54
Possible reasons for the remaining overestimation in calculated reorganization free energy
could be deficiencies in the polarizable force field model used (POL3 is known to under-
estimate electronic polarization effects?) or, indeed, the occurrence of ergodicity-breaking
effects on longer time scales. Finding strong numerical evidence for ergodicity-breaking ef-
fects in thermal biological ET will require very carefully conducted MD simulations on long
(microsecond) time scales with accurate electronically polarizable force fields. This presents
a formidable challenge to contemporary biomolecular simulations.

Supporting Information. Convergence of electronic polarizability and reorganization free
energy with number of excited states used in QM(PMM)/MM calculations, gap-energy au-

tocorrelation functions (ACFs) and their time integrals.
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Table 1: Computed reorganization free energies for oxidation of solvated horse-
heart cytochrome c (all values in eV).”

CHARMM ff
MM (np)© QM(DFT)/MM(np)" QM(PMM)/MM(np)
SF1/ SF29 QM1/SF29 QM27/SF29 QM2k7/SF1/ QM2k7/SF29 Ref®! Refo3kJ

AP 0.954+0.01 0.95+0.01 0.894+0.01 0.86+0.01 1.00+£0.01 1.00+0.01 0.89 1.32
ARTC 0.92£0.06 0.96£0.08 1.004+0.08 1.03+0.09 1.23£0.08 1.124+0.08 1.32 2.97
A5TE 0.92+0.03 0.96+£0.06 1.03+0.06 1.034+0.08 1.24+0.07 1.31+0.12 0.92 2.97

K 0.97 1.01 1.14 1.20 1.23 1.20 1.26  2.25
AMBER ff
MM (np)© QM(DFT)/MM(np)* MM(pol/np)™ MM(pol/pol)”

SF1/ SF29 QM1¢/SF29 SF29 SF1/

AStP 0.92+£0.01 0.93+0.01 0.89 £0.01 0.69 £ 0.01 0.53 £ 0.01

ARTC 0.80 £0.04 0.80£0.05 0.92 £ 0.06 0.46 £ 0.03 0.39 £ 0.03

G e 1.02+0.16 1.06 +0.17 0.98 +0.13 0.63+0.10  0.52+0.04
k& 0.99 1.00 1.07 0.79 0.86

@ The experimental reorganization free energy is 0.58 eV.”! The statistical uncertainties of mean
and variance of the computed energy gap Eq. 5 are estimated by the uniformly minimum variance
unbiased estimator,”® u((AE)) = o/y/n/s, u(6AE?) = 02\/2/(n/s — 1), where n is the number
of data points, o is the standard deviation and s the statistical inefficiency. The statistical
uncertainties for the reorganization free energies are estimated by Gaussian error propagation.

b Stokes reorganization free energy Eq. 3.

¢ Variance reorganization free energies Eq. 4.

? G = (R AS)/(2X%).

¢ Energy gap and MD calculations with electronically non-polarizable (np) force fields,
CHARMM27 or AMBERO3 and TIP3P water, respectively. Reorganization free energy is the sum
of inner and outer-sphere contributions, both computed at the MM level of theory. The MM
inner-sphere contribution 0.022 eV is in good agreement with DFT(PBE) value 0.025 eV for a
cofactor model in the gas phase.??

f Sampling frequency (SF) for energy gap calculation = 100 snapshots/ns.

9 SF for energy gap calculation: 2 snapshots/ns.

" QM(PBE)/MM calculations on trajectories sampled with CHARMM27 or AMBERO03 and
TIP3P water, respectively.

¢ See Figure 2B and Computational Details for a description of QM model 1.

J See Figure 2C and Computational Details for a description of QM model 2.

¥ QM(PMM)/MM calculations on trajectories sampled with CHARMM27 and TIP3P water at

T = 290K, respectively.

L QM(PMM)/MM calculation for yeast cytochrome c using trajectories sampled with gromos96
and SPC water at T = 300K, respectively. Numerical values were taken as reported in Ref.%! For
horse-heart cytochrome c a value of A' =0.89 eV was reported in Ref.,% but no values for
variance reorganization free energy.

™ Energy gap calculation with electronically polarizable AMBERO02 force field and POL3 water
on trajectories sampled with non-polarizable AMBERO3 force field and TIP3P water, respectively.
" Electronically polarizable AMBER02 / POL3 force-field MD and AFE calculations.
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Figure 1: (A) Parabolic free energy profiles for ET in Marcus theory (A** = A" blue) and
when ergodicity is broken (A** < A" red). In the latter case the protein conformational
transition between the equilibrium configurations in reduced and oxidized states is too slow
to occur on the ET time scale leading to a reduced Stokes shift as indicated by the block
arrows. Consequently, the ET activation free energy is reduced by a factor Ii(_;2 = (Nt \var)2,
(B) ET coupled to slow conformational change of the protein. The initial state is denoted D-
A and the final state DT-A~. The reaction is described by a fast collective coordinate P for
the protein and solvent modes coupling to ET and a coordinate ¢ for the slow conformational
change. ET along P occurs on a faster time scale than protein conformational change along
q, resulting in the formation of a local minimum B’ rather than the equilibrium state B on
the product surface. Adapted with permission from Ref.'® Copyright 2013, AIP Publishing
LLC.
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Figure 2: (A) Snapshot of the simulation box containing cytochrome ¢ in aqueous solution
(101441 atoms in total, 1745 protein atoms) and a zoom-in on the protein with the heme
cofactor shown in stick representation (Fe, pink; S, yellow; O, red; N, blue; C, cyan) and
secondary structure elements in cartoon representation. (B) QM model 1 and (C) QM
model 2 in QM /MM calculations. In model 1, the two cysteine linkages and the two axial
ligands were capped at the a-C and $-C bond and saturated with hydrogens (cyan and white
spheres, respectively); heme propionates were not included in the QM region. In model 2,
deprotonated propionates were included and the peptide bond was capped and saturated
with hydrogens. The carbon atoms that were saturated with hydrogens in panel (C) are
shown as cyan shaded spheres, for comparison. Model 2 was used in Ref.%
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Figure 3: Fluctuations and convergence of the vertical energy gap AE (Eq. 5) for oxidation of
solvated cytochrome c. MD trajectories are run with the non-polarizable (np) CHARMM?27
((A), (C), (E)) and AMBERO03 force fields ((B), (D), (F)). In (A), (B) the fluctuations
and distributions are shown for MD trajectories in the reduced (black) and oxidized (red)
state. They are used for the calculation of the accumulated averages of Stokes and variance
reorganization free energies, A** (Eq. 3), AP, A\&" (Eq. 4), respectively (panels (C), (D)).
The convergence of the reorganization free energies with respect to the sampling frequency
(SF) of snapshots at constant trajectory length (=~ 250-300 ns) is shown in panels (E) and
(F). Convergence to within 0.05 eV is reached at 2 snapshots/ns (SF2 in Table 1).
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Figure 4: Accumulating average of reorganization free energies for oxidation of solvated cy-
tochrome c for different computational models and force fields. The Stokes reorganization
free energy, A** (Eq. 3), is shown in solid lines, and the variance reorganization free energies,
AR and AS" (Eq. 4), in dotted and dashed lines, respectively. In (A) energy gap calcula-
tions at the MM(np), QM(DFT)/MM(np) and QM(PMM)/MM(np) level are carried out
for MD trajectories obtained with the CHARMMZ27 protein force field and TIP3P water.
In QM/MM calculations QM model 2 is used, np stands for electronically non-polarizable.
In (B) energy gap calculations at the MM(np) and QM(DFT)/MM(np) are carried out for
configurations from MD trajectories obtained with the AMBERO3 protein force field and
TIP3P water. In QM /MM calculations QM model 1 is used. In (C) MM(pol/np) calcula-
tions are presented where the energy gap is calculated with the polarizable AMBERO2 force
field and POL3 water on configurations obtained from MD simulation with the AMBERO03
protein force field and TIP3P water. In MM(pol/pol) both energy gap and MD simulations
are carried out with the AMBERO2 force field and POL3 water. See Table 1 for numerical
values. Experimental reorganization free energy from electrochemistry is shown in green.”
See Table 1 for numerical values.
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