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ABSTRACT

This paper presents an architecture and protocol in supgort
seamless mobilityfor future IP Radio Access Networks (IP-
RANSs). It encompasses a novel approach for seamless hamabff
proactive relocation ofP roaming state The latter establishes a
generic substrate for proactigtate relocatiorof different context
classes relating to the state of IP connectivity for a mobdde
(MN).

To address such form of IP mobility, the proposed model iden-
tifies atentative mobility matriXTMM), which represents an ac-
curate mapping betweemaobility neighbourhood vectgMNV),
surrounding the current point of attachment of an MN and tire ¢
rect underlyingrouting neighbourhood vectgiRNV), over arbi-
trary routing topologies.

Sustained IP connectivity is achieved by introducingl-a
neighbour-lookahead (1-NLyiew of IP roaming state derived
from the established TMM component; seamlessness is plrsue
through mapping of the 1-NL component to sopteactive care-
of addresgPCoA) onto the IP Multicast domain; this allows ab-
stracting a plurality of candidate care-of address ing#ons of
the MN onto a single handoff routing identifier.

Proactive Mobility, Seamlessness, Cell bounce effectsg-pi
pong effects, context transfer, state relocation, Preaatare-of
address, multicast, mobility neighbourhood, routing hbigur-
hood, IP roaming state, tentative mobility matrix.

1. INTRODUCTION
The advances of wireless IP networking technologies [1, 2, 3]
and portable computing terminals [6, 7, 8] are reaching gestd
maturity, where users expect convergence in the wireléssiiP
network infrastructure, enablingjue diverse access capabilities:
acces®n the moveglobal spanconstant connectivity, uniform
performance characteristics, seamlessness, |IP tramgyare

In this engendered paradigm shift in traditional access-pra
tices manifested asnobile networking users in command of
portable wireless computing devices require access to some
packet-switchedall-IP wireless network infrastructure. This is
independent of their physical location, while moving toithg-
norance over multiple coverage areas that span geogrélytiza
wards some destination.

The above reasons for the departure from the circuit-swilch
model of personal communication systems (PCS) such as GSM
[9], towards all-IP Radio Access Networks (IP-RANs) [10].11
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In IP-RANSs the mobility of a host translates to attachmentifn
ferent last-hop wireless links realised asdélls independent of
the underlying wireless technology, be it 802.11b/a [12, 14,
GPRS [15], or EDGE/UMTS [16, 17].

Coupled with the notion of ubiquitous computing [18] amak
madiccommunications [19, 20], mobile networking practices en-
able tangible new possibilities for novel kinds of multinedp-
plications 'on the move’: navigation [21, 22, 23], persoluaiator
services [24] interactive audio/video [25, 5], network genfi26].

Real-time dissemination of multimedia information beceme
now even more important than ever, as mobile devices and user
integrate information retrieval as a peripheral task ofirtneain
activity (driving, operating, pursuing, walking, or gea#y 'act-
ing"). These activities require bounded latencies if comioa-
tions are to sustain real-time guarantees in terms of badddask
performance and supporting communicated information. ak h
been shown extensively in [27, 28, 29, 30], that for one-wey d
lays in excess of 150 mskthe quality of interactive audio/video
traffic degrades significantly while beyond 200 ms it is rerde
unacceptable [3%]

Towards ubiquitous mobile networking, Perkins [33] progas
extensions to protocol considerations for network layesthmo-
bility, originally devised by loannidis and Maguire [34]néwn
as Mobile IP. Posed as the dominant standard for mobile mitwo
ing, Mobile IP effects a transparent mapping between theehom
IP address of a mobile node (CN) and a care-of IP address (CoA)
acquired at the visited point of attachment; it is charaztet as a
reactivelP mobility protocol since IP connectivity provisions at a
visited link areinitiated upon detection of an incoming MN.

Despite its wide acceptance, Mobile IP has been shown [85], t
be insufficient for support of real-time IP traffic. In IPv4,ddile
IP [36, 37] restricts the MN in changing points of attachmeoit
faster than once every 1000 ms. Over IPv6 networks, Mobile IP
[38], continues to lack of support for delay-sensitive I&ffic, due
to network layer switching latencies incurred either byecti?v6
protocol functions or due to external factors impactingdily its
reactive character.

With respect to core IPv6 protocol functions, Finney andtSco
[39] verify such deficiency by showing that irrespectivetwd tPv6
router advertisement interval, the allocation of an IP addrre-
quires a minimum of 160 ms with no DAD hits (which can worsen
latency although very rarely); such delay period is accedifitom

Imore accurately around 200 msec
2For a detailed elaboration over latency requirements, éader is in-
vited to peruse our investigations in [32]



the moment that the IPv6 stack of the N notified for stateless
address autoconfiguration until the moment that a bindirdate

is transmitted. The above imply that allocation/activataf IPv6
addressing state generates by itself enough latency te glag
active IPv6 flow on the boundaries of acceptable guarantes f
real-time traffic delivery.

It is noted that, IRoaming (addressing) state may be only one
of the types of context required to admit an MN and its actRe |
flows into a visited network; for instance, security contexiy
have to be re-established prior to any packet flow; in the ofise
resource reservation for the purposes of Integrated Sesv@S
provisioning, the entire end-to-end path needs to be rhéshed
at the new network link. For AAA admission control, credanti
verification must be effected with the home network prior tb a
mission of the MN at the new network link. Each of the these
context states requires one or more round trip times in tesfns
protocol interactions before they are established in aBearian-
ner; this is clearly beyond the control of core IPv6 or mdbili
protocols. The above attest that re-establishment of gbstate
beyond IP addressing augments further the total latenayried
as the MN transits between network links so as to degrade real
time delivery guarrantees well beyond acceptable boueslari
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Figure 1: Network latency for random CNs

Context relocation together with other latency factorg [gin-
stitute what we term akatency externalitieswith respect to IP
mobility. Figures 1 and 2 show an indicative set of real-warét-
work® measurements of round trip times from popular or random
http servers acting as correspondent nodes (CNs) congegiih
stationary MNSs.

The latency factor over mobility has been further considéne
the light of congestion by the work of Mukkamalla and Raman
[41]; their results ranged between 70 ms for no congestiah an

1600 ms during congestion with average values around 540 ms.

For no back-off during losses the latency reached as higl6@8 1
ms while for lost replies peaked at 1950 ms. The work alsotpdin
out that such figures amount also to the capability of the HA to
tunnel traffic for up to 2500 hosts; latency begins to soawvabo
this figure. Considering the capabilities cellular netvgord tackle
handoffs at the rate of 3000/sec, the figure becomes repiadisen

Swhich is orthogonal to any hardware optimizations at thesascouter

4one protocol after the other

Sthe raw data have been statistically analysed after kinehission
from Telcordia Technologies

of the capacity for a single home agent and for packet sizeoup t
250 bytes. Smaller packet size can raise the capacity of e H

From the above it becomes clear thedictivel P mobility mech-
anisms are expected to encounter latencies that will udatty
impede adherence to guarantees for real-time delivery ofaP
fic; the problem is bound to be further exacerbated as the Mz tr
sits at high speeds while crossing small éelisor example, for a
crossing rate of 33.3 m/seand a minimum overlap coverage ratio
of 0.1 (100 meters) [42, 43], the MN has 2.1-3 seconds to effec
the handoff assuming no BER.

To this end, we establish a model that promotes pleac-
tivity in IP mobility mechanisms over future IPv6 Radio Access
Networks. Our mobility model argues that IP mobility manage
ment cannot not rely on the reactivity of the upcoming vibitet-
work when real-time delivery/transmission guaranteestrness-
sured/sustained for active IP flows to/from a visiting MN.i'ts
far too slow as soon as the node begins to consider highereasd |
deterministic mobility patterns; Instead, we propose that the
network either current or previous that mysbactivelymanage
and distribute a mobile node’s IP connectivity (or otherteat)
state much in advance of the MN’s handoff transition.

The rest of this paper is structured as follows: Section 2 pro
vides with some terminology and assumptions with respetieo
proposed IP mobility model. Section 3 presents the proactie-
bility model. Section 4 describes the mechanism for managém
of the mapping between the mobility and routing in ProactiRe
mobility. Section 5 presents the mechanism for brokerindj ren
locating IP roaming state to the MN. Section 6 elaborateshen t
abstraction of the MN's routing identifier in the IP multitako-
main; section 7 describes the behaviour of the MN over Prmct
IP mobility. Section 8 presents related work and a briefuston
on marked differences with the proposed mobility model. \¢e-c
clude with a summary of the proposed seamless mobility model
and future work in Section 9.

2. TERMINOLOGY AND ASSUMPTIONS

Our proactive mobility model assumes for simplicity Aocess
Router (AR) to be controlling a singléccess Point (AP) identi-
fying a unique coverage ar&alt is however, possible to consider

8of nominal range equal to 1 km

“equivalent to a vehicular speed of 165 Km/h

8A coverage area may be modeled as hexagonal for the purpbses o
adjacency and continuous coverage
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control of multiple APS from a single AR. We define an Access
Point as a link layer entity that operates, currently, tpamently
from the perspective of IP layer. We consider an AR and AP as
separate functional entities and argue that such separitios-
sential for future IP-RAN since it allows botiouting as well as
coverage area diversitj44]. This is not possible when these enti-
ties are integrated in a single physical device.

Bandwidth resource are expected to be constrained over wire
less links; for this reason our model emphasizesyonimizing
signaling dependencie®n the MN. Such dependencies become
more critical under harsh propagation effects which arenertm
increased bit error rates (BER) during MN’s movement.

The proposed mobility model is concerned only with stan-
dard cross-link network transitions without distinguistpiinter-
or intra-domain movement.

Each AR is assumed to transit between three possible states:

NEW CURRENT and PREVI OQUS. Details on the transitions be-
tween different states for both the MN and the AR can be found
[44].

The mobility pattern of the MN may affect the stability of the
state transition process for each AR. The most represeatafi
these is what we cadlell-bounce This is also known aging-pong
effect [45].

3. PROACTIVE MOBILITY MODEL

Contrary to the traditional reactive mobility practiceBetnotion

of proactivity is considered from the perspective of tmebility-
enabledfixed network, extended by the last hop AR through its
corresponding wireless AP. It comprizes of a mobility-asvaut-

ing neighbourhoodcommunicating proactivellP roaming state

that is effective over its correspondimgobility neighbourhood.

IP Roaming stateis defined as the IP addressing/registration state
provided to an MN at some CA within a mobility neighbourhood
to maintain constant network connectivity during its mibipat-
tern within that neighbourhood.

A mobility neighbourhood is defined as the set of
geographically-adjacef? coverage areas (CAs); the CA
where the MN resides temporaly is identified as terent CA
while the surrounding CA are identified asighbouring CAsA
fundamental property of a mobility neighbourhood is thategach
current CA there exist a set of neighbouring CAs such thaCAll
neighbours are immediately reachable by the current CA; ithi
illustrated in Figure 3.

e forward-reactive transition transition effected as a result of
a forward hint from some network entity, primarily the cur-
rent AR, to the new AR. The current AR is effectivgdysh-
ing some context state, such that the new AR is somewhat
prepared about the upcoming MN visitor. This identifies an
informed reaction on the part of the new AR. Alternatively,
hint requestanay be sent to the current AR such that some
context state ipulled by the new AR from the current one.
The transition is still effected in response to a reactiam, p
tentially faster.

proactive transition transition administered entirely on the
initiative taken from theandidate AR(sp provide sufficient

IP routing information that is utilized by the current AR for
establishing IP roaming stateell in advanceof the handoff
transition to one of these ARs by the MN; such state is self-
contained and sufficient to enable an MN transition with no
need for reaction on the part of the candidate AR.

The proposed model allowompleteas well agartial proac-
tive mobility management. This is because Proactive IP htpbi
may not be supported aaveryAR within the routing neighbour-
hood. In such event, the IP roaming state provided to the MiN re
resents only part of the mobility neighbourhood; if the Mldrtr
sits to an AR that does not support the proactive IP mobiits,
IP Roaming statéades gracefullyfor that AR while the MN can
revert transparently back to reactive IP mobility mecharsisuch
as [47].

3.1. Components of the proactivity mobility model

A mobility neighbourhood is represented by it®bility neigh-
bourhood vector (MNV) denoted as:

MNV, = {CA,CA,,...,CA,} )

wheren is the number of CAs within that neighbourhood reach-
able from the curren€ Ay. In a fractal fashion, each CA within
some M NV,, maintains its own mobility neighbourhood. Simi-
larly, the underlying routing neighbourhood of the aforeiened
MNV vector with respect to the CURRENT AR defines the corre-

As each CA/AP is assumed to correspond to some AR, the set

of all ARs corresponding to the constituent CAs of the maopili
neighbourhood is defined agauting neighbourhooddepicted in
Figure 3.

To distinguish between proactive mobility and other typelfo
mobility management we identify three abstract types afisia
tion establishment with respect to an AR that may accomneodat
an MN in the immediate future; these types facilitate theamot
of a candidate access router (CAR)kffected within a mobility
neighbourhood. The three transition types are defined as:

e reactive transition: transition is established in response to
the reaction of the new AR detecting an incoming MN on-
link, through IPv6 neighbour discovery mechanisms [46].

9adjacent or not
10ith some minimal overlap

Mobility neighbourhood

‘ Internet backbong

W : Access Router (L3y= : Access Point (L2)

AR2
@ : Network Router (L3)

Figure 3: Mobility neighbourhood and its underlying rowgin
neighbourhood



spondingrouting neighbourhood vector (RNV) denoted as:

RNV, = {(IP, PrefLen, LLA) AR1,
(IP,PrefLen, LLA) AR2,

)

where I P identifies the IP address?ref Len the length of the
AR’s prefix andL L A the link layer address of the AR in a tuple
representing a uniquBNV element Each AR maintains its own
RNV as a one-to-one mapping with the respective MNV of the CA
currently visited by an MN.

The proposed model identifies the notion of proacthability-
routing state exchanged between ARs and tracked by the avail-
ability of a MNV vector that is effected over the corresporgli
routing neighbourhood. It comprizes of the RNV vectors freva
ery AR mapping to some CA within a single MNV. It is, thus,
effectedomni-directionaly, i.e. 360°-wide for the travel direc-
tion of a mobile host. Mobility routing state can providext-
mobility-hop routing information within a mobility neighbour-
hood, while the corresponding ARs amet necessarily adjacent
to each other, in the underlying network topology.

,(IP,PrefLen, LLA)ARn}

4. MOBILITY NEIGHBOURHOOD DISCOVERY

It is important to consider the mapping between the MNV vec-
tor and the underlying topology of the respective RNV vectioe
significance lies on the amount signaling for discovery amubs-
guent configuration of AR members of the RNV vector for some
MNV.

For simplicity in the model description, members of the MNV
vector are assumed to bemogeneouseach CA provides omni-
directional coverage, modelled as a hexagonal approximaif
circular shape with constant diameter; this implies an Matija-
cency patterrof Figure 3. The proposed model is not restricted
by the above modeling assumption, since its core requirepen
tains to the existence of overlap between coverage aret)eio
shape.

Hop-adjacency between the ARs in the RNV vector of the
CURRENT AR, however, depends highly on the topology of the
constituents. For this reason the model assuspsning-tree
topologies over the mobility neighbourhood as shown in ey
that is, movement of the MN between CAses notassume a di-
rect link between their respective ARs.

The MNV and its respective RNV for fixed infrastructure net-
works is not expected to change often. Thus, discovery of the
MNV-RNV mapping may be achieved as follows:

e static configuration the MNV-RNV mapping is manually
configured; while trivial, this approach is not scalable in
terms of CA/AR deployment or failures as well as cost of
ownership for the network provider.

dynamic learning and configurationemploy incremental
dynamic learning on each AR from information conveyed
proactively by the MN. This type of learning relies on the
temporal existence of bypassing MNs. Dynamic learning of
this type fits naturally to the movement of MNs, since they
explicitly discover adjacent CAs in transit towards a dessti
tion.

To effect the latter, each AR maintains a pre-configuCester-
age Area Tuple (CAT), denoted as:

CATca; = {(li,Li,ri) : CAi e MNVca, } 3

wherel; the latitude position o€ A;, (L;) it longitude andr; its

radius. Such information is assumed to be available duriatal-
lation of the AP.

4.1. Incremental RNV Acquisition for an AR

As a mobile host travels geographically towards some detsbin,

it ‘'meets’ along its path new CAm successionas shown in the
mobility neighbouhood part of Figure 3; that is, each CAteidi

is adjacent!! with respect to the previous one and vice versa. For
instance{C Aapa, CAap1) and(CAap1,CAapo) are overlap-
ping*2 neighbours in the travel path of MN.

As the MN transits between adjacent CAs it is bound to receive
new router advertisements from the respective new ARs; Tise ’
covery’ of adjacent CAs through receipt of router advergsiis
can trigger by the MN an exchange of mobility routing state be
tween the respective PREVIOUS and NEW ARs to update their
RNV vector. The temporal initiation of such exchange is ¢ond
tional and depends on whether the PREVIOUS AR provided pre-
viously the MN with any IP roaming state for the NEW AR 'dis-
covered'.

Initially each AR has no mobility routing state; there egisb
RNV mapping for the mobility neighbourhood of its respeetiv
CA. At that stage, the CURRENT AR cannot provide the MN with
any IP roaming state; As such Proactive IP mobility cannatfee
fected between the MN and NEW AR; the mobility model reverts
to base IPv6 mobility until mobility routing state betwedse two
ARs has been established.

On receipt of a router advertisment, the MN checks its router
prefix against any existing IP roaming state. If there is ndcina
within its IP roaming state Cache the MN, upon obtaining IP
connectivity, provides the NEW AR with a unicast indiréd®NV
Update message; this message is assumed be authenticated for the
purposes of malicious MNs that attempt to provide bogus RNV
Updates. The RNV-Update message contains the IPv6 and link
layer address for the network interface of the PREVIOUS A& th
effects a potentially adjacent CA as well as the CAT of thaeco
age area.

On receipt of the indirect RNV Update, the NEW AR first ac-
knowledges the RNV Update to the MN by means oR Ack.
It then calculates thadjacency factord, with respect to its own
CA and the CA of the PREVIOUS AR, notified by the incoming
MN, as follows:

k1 :dl_"“l
kzzdl—Tz

do =d; — (k1 + k2) 4)

1lwe consider the term neighbouring and adjacent to maintiintical
semantics and as such be used interchangeably

12assuming overlap between coverage ares

13The message is considered indirect because it does comafrotner
AR



/ cA2

Figure 4: adjacency and overlap calculation

The distance between the AfPsshown in Figure 4, may be
expressed as:

di = Rda A (%)
where R = 6371.23 km

d, = 2asin(min(1, \/sm(%)2 + cos(li)cos(l,—+1)sin(%)Q))

(6)

where 0L = Liy1 — L; A
where 6l = i1 — 1;

Assuming sphericdl, d, has been optimized by means of half
angles to effect higher accuracy for small distances betudes.
The value ofd, signifies the following:

do >0 ,CAp, CAy adjacent with overlapd,
d,=¢ do,=0 ,CAp,CAy adjacent, but no overlap
do <0 ,CAp,CAp potentially non-adjacent

The receipt of the indirect RNV Update by the NEW AR, signi-
fies that the PREVIOUS AR is currently not aware that their CAs
are neighbouring. If the value of the computgd>= 0, the NEW
AR stores both the IP and link layer AR address of the previous
AR in its RNV vector within itsRNV Cacheand then sends a new
unicastRNV Update, to the PREVIOUS AR; since there is adja-
cency between the previous and new CA, the NEW AR need only
include in the message its own IPv6 and link layer addreshaso t
the PREVIOUS AR updates immediat¥ljits RNV vector. On
receipt of the message the PREVIOUS AR simply responds with
an RNV Ack message after updating its RNV vector . Now, both
PREVIOUS and NEW AR can establish mobility routing state to
be used proactively for generation of IP Roaming state hreeidli-
rection of MN movement between their respective CAs, as show
in Figure 5.

In the event that some element of the RNV for a single AR

14center of two adjacent CAs.

I5Further distance optimizations may be effected by conisigem elip-
soid Earth shape. However, this involves somewhat more ngalcu-
lations.

18ng need to calculate again the adjacency factor

undiscovered CA neighbor

Mobility-routing state
proactively utilizable on MNi+1
if moving towards CA7

Figure 5: Partial proactive mobility through temporal riee
learning

becomes stalé, that element is instantly nullified; this is because
the MN cannot match the routing prefix from the received route
advertisment with any of its IP Roaming state cache entrfes.
such Proactive IP mobility cannot be effected at the MN ang th
the dynamic learning mechanism for incremental RNV actjoisi

is initiated.

4.2. RNV and Mobility routing state convergence per MNV

When an AR acquires the compl#tRNV vector of its mobil-
ity neighbourhood, it theadvertisesthat vector RNV Advertis-
ment (RNV-Adv)- to the members of its RNV vector. Alterna-
tively each AR can explicithsolicit the advertisment of the RNV
from the vector's members throughRNV Solicitation (RNV-
Sol).

To effect that a new instance of neighbour discovery is intro
duced, calledRouting Neighbourhood Vector Discovery (RNV-
D). The RNV-D process allows the complete mobility routingesta
(set of RNVs) for a single mobility neighbourhood to be propa
gated from the center towards thdgesof that neighbourhood. It
is interesting to observe that sinegery CA and effectively AR
is found at the center of some mobility neighbourhaVV;,
the same CA/AR can be found at the edge of some other mobility
neighbourhoodV NV; 41 which overlaps (per CA) with NV;,
as shown in Figure 6. This guarantees that propagation of the
complete mobility routing state, through individual RNV yet-
tisments, will achieve fast convergence within a single iiitgb
neighbourhood. The converged mobility routing state witan
AR of the routing neighbourhood comprizes ttemtative mo-
bility matrix (figure 7) enabling per-mobility-hop routing in that
routing neighbourhood.

For simplicity, when the RNV element (primarily IP address)
for AR; is found in the RNV of somedR;1, then AR; will
be referred to as theuting-neighbour or simply neighbour of
AR;+. (and vice versa), for the remainder of this document.

In a manner similar to router advertisements in IPv6 [46], an
RNV Advert is transmitted periodically. The transmissioteirval
is adjusted by an exponential backoff until some maximurarint

17as in the event of prefix renumbering
18n0 new RNV Updates past a convergence thresfipld



Figure 6: AR propagates its RNV towards the edges of the mobil
ity neighbourhood

Routing Neighbourhood vector (RNV)
for CURRENT AR

4-£38, 9, 15, 19, 18,
13-b7, 8, 14,18, 17,
18 -b 13, 14, 19, 22, 21
19 -+ 14, 15, 20, 23, 22,
15-+9, 10,16, 20, 19,
9-34, 5 10,15, 14,
8-33, 4, 9, 14, 13,

/

Tendative Mobility Matrrix (TMM)

(14): 3863:A4E3:65AA:64DD::1/64 oo
(8): 4563:A4A3:68A9:64AD::1/64
9 :1263:C483:612B:64AC::1/64 AR1
15 : 8888:A4E3:65CC:64DD::1/64
19 : 9999:B4E3:65DD:64CD::1/64AR?
18 : 1111:FAE9:6519:624D::1/64
13 : DDD3:A4E3:6534:6489::1/64
7 : 3FDL:A4E3:65BD:64CF::1/64 ara
17 : 3883:A4E3:658A:694D::1/64
12 : 7863:8B4E:65CA:649D::1/64 ARS

| ARG

3: 9993:1423:8CFA:8FAD::1/64

RNVs of AR neighbours

Routing Neighbourhood Index

Figure 7: Mobility Routing state maintained in RNV at AR14

val thresholdl'maxz rnv 4. To effect responsiveness on sustained
solicitations the backoff value is halved per RNV solidiatup to
some minimum interval thresholmingnv 4.

Periodicity of RNV Adverts is shifted by some small random
delay to avoid periodic effects [48]. Solicited RNV Advedse
syncronised with the periodic transmission of RNV Adventtine
with the proposed advertisment backoff interval.

5. IP ROAMING STATE BROKERING FOR A MOBILE
HOST

Itis assumed that the MN establishes its home addressitegestel
the preferred Home Agent at its home network by means of eithe
remoteor local connection to its home network. Such connection
may be effected in a manner similar to [38].

Assuming existence of home addressing state and IP comnecti
ity through standard (Mobile) IPv6 mechanisms, the MN pdesgi
its CURRENT AR with itdink-layer address (LLA) . On receipt,
the CURRENT AR acknowledges it by sending the MN its own
RNV element, while it forwards that LLA to all of its AR neigh-
bours retrieved from its RNV cache. The MN stores the reakive
RNV element in the event that the MN needs to trigger an intlire
RNV Update to the NEW AR (no IP Roaming state for that NEW
AR). The MN cannot discard this entry until either an indrieétV
Update has been acknowledged by the new AR. In the evenfRhat |
roaming state is available to the MN for the NEW AR, the cached
RNV element at the MN is overwritten by the new RNV element

supplied by the NEW AR.

Establishment of IP connectivity at the MN triggers a trénsi
of the AR from the NEW to the CURRENT state. However, es-
tablishment of IP connectivity by the MN, requires that tHeRG
RENT AR brokersa set of unique IPv6 unicast care-of addresses
(CoA), for the MN admitted; each of these IPv6 CoAs is topelog
ically correct in one of the CURRENT AR’s neighbours; this se
is termed assoft care-of address tuple (sCoAt) The termsoft
implies that the CoA has beeatlocated and may be used during
and after a potential handoff transition.

The sCoA tuple consititutes the IP Roaming state for the MN
since it allows roaming from the CURRENT AR in the mobility
neighbourhood with proactively established signalingisTé be-
cause the candidate AR for the next handoff transition oiMine
is found within that mobility neighbourhood.

The CURRENT AR unicasts the LLA of the MN to all neigh-
bouring ARs in asoft CoA Createmessage. Each of the receiving
ARs is empowered with the IP CoA generation task in a stdteful
fashion; as such the AR neighbour combines the LLA [49] of the
MN into an IPv6soft CoA (sCoA), following generation of the
SCoA, the AR neighbour performs duplicate address detectio
that address[49].

AR neighbours in ARo RNV

AR1

CURRENT

MN ARo ARn

LA

CoA Create

CoA Ready

push sCoA tuple CoA Ready

push ACK

Figure 8: Message interactions for proactive IP generation

5.1. Duplication Address Detection for Proactive IP Mobilty

A standard reactive DAD check under IPv6 is effectively addr
resolution for a tentative address[49]. This is usuallyfqrened
link-locally upon generation of new IPv6 address. If a nbiglr
solicitation is not responded with an advertsment withimedime
interval the address is considered to be unique.

With the case of proactive care-of address generation, @b |P
CoA must be generated off-link at some neighbour AR while the
MN does not currently reside on that link. This is shown in-Fig
ure??. To detect a duplicate sCoA address, the AR neighbour first
checks its neighbour cache entry for that sCoA to see if direa
existent. If not, it creates an entry with the sCoA and linkelia
address of the MN. The entry is marked with a P flagemactive
and set to INCOMPLETE state.

The neighbour AR then attempts DAD through standard ad-
dress resolution. In particular, it sends a neighbour gation
to the solicited-node multicast address mapping to the STA
further includes as source Link Layer address option its owa
on as the send&t The sCoA address is found to be unique if no

this function is usually performed by the MN when on-link



neighbour advertisment is received back witRet r ansTi me
milliseconds.

As soon as uniqueness of the soft CoA is ensured, the AR
neighbour marks its the neighbour cache entry as PROACTWEL
REACHABLE; This new state in Neighbour discovery [46] is in-
troduced for the purposes of enabling proactive reachgloifithat
neighbour cache entry; that is to say, that the particulayetoes
not require a solicited neighbour advertisment by the MN. This is
because a neighbour solicitation is used in two broad oooasi

e when neighbour reachability or duplicate address detedsio
effected. The last degrades to address resolution which has
the same effect on-link. Here the AR is aware that there no
packet has arrived that effects that neighbour solicitatio

the sCoA tuple, the particular context state entry incluales the
following information per AR neighbour:

e theIPv6 addressof the neighbour AR interface that effects

a CA of the mobility neighbourhood. It is required to update
the default router list, as default router list entries thet
provisionally effected during handoff.

the prefix length for that neighbour AR interface. Essen-
tial to derive link layer information for updating the MN'’s
neihbour cache. Required to minimize or eliminate neihg-
bour discovery signaling when the MN handoffs to some AR
neighbour.

From this information the MN can further reconstruct other

o when a packet arrives at the AR for some host on its link routing information that complement the 1P Roaming statetfat
but the neighbour cache entry state has to be set to reach-Mobility neighbourhood. This is:

able. The fundamental difference with the above case is that
the AR is aware that it acts in response to a packet that has
arrived for the host on-link.

In both cases the neighbour solicitation requires the LLhef
MN. In each of the two cases our proposed model reacts differ-
ently. While in the first case the AR defends the soft CoA with
its own LLA, in the second it simply returns the real LLA of the
MN. However, the second case cannot occur in the proposedimod
since no HA or CN knows the soft CoA generated. This is because
there has been no handoff transition yet by the MN on that AR
neighbour that can trigger a Binding Update to announcexise e
tence of the sCoA as a primary CoA for the MN.

By setting the link layer address of the MN in its neighbour
cache in addition to its own LLA, the neighbour AR requiresimi
imal information in order to activate the MN’s LLA when traffi
needs to be forwarded to and from the MN's particular soft CoA
This is because both the neighbour AR and the MN are configur-
ing their neighbour cache entry in advance of transitiorhvtlite
particular entries marked as proactive and set in the sR@AC-
TIVELY REACHABLE. In this manner, communication between
the two entities does not require a solicited neighbour ddve
ment; it can effect communication of packet traffitmediatelly.

The PROACTIVELY REACHABLE state of the cached entry is
reduced to REACHABLE as soon as the MN has sent a Binding
Update (BU) to its peers. The BU ensures that a stable primary
CoA has been activated as detailed in following sections.

5.2. Distribution of the soft CoA

With DAD completed, each neighbour AR returns the sCoA into
a unicastsoft CoA Ready (sCoA Ready)message back to the

e the AR neighboutink layer address. Derived by using the

prefix length together with standard EUI-64 rules for inter-
face identifier generation; alternatively it may be exphci
provided by the CURRENT AR as stored in its RNV Cache.
It is used in the neighbour cache of the MN, marked with
the P flag (PROACTIVE) and set in the PROACTIVELY
REACHABLE state.

the AR neighbourouting prefix . By using the prefix length,
determine the routing prefix of the AR neighbour and popu-
late the prefix list of the MN.

ARIAPL | L
L . AR/APG

Overlap area
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Figure 9: The proactive set of soft CoAs provides 1-domadk#o

CURRENT AR of the MN. Each sCoA received in response to the head network connectivity

MN’s LLA sent, is grouped together in a sCoA tuple comprizing
part of the IP Roaming state for the MN. Note that generation o
soft CoAs is distributed in the mobility neighbourhood, 1ehthe

It can be seen, that the proposed model does not effect sGoA tu
ple generation at the MN. The mobility model argues againgt a

DAD function is performed on the spot at CoA generation time. dependence on the response of the MN back to the CURRENT

Thus, no signaling needs to Ipeoxied between the CURRENT
AR and its AR neighbours for either CoA generation or DAD.

AR since itinduces excessiozerheadrom proxied signaling in-
teractions for the purposes of either address configuratieigh-

The CURRENT ARinjectsthe IP Roaming state established, bour discovery, DAD or other context-specific action betwéee

to the admitted MN, through €ontext State Push(CS-PSH).

MN and AR neighbours through the CURRENT AR; proxied ap-

Context in this case is IP Roaming. The message includes theproaches of control signaling for IP mobility results in ieased

number of AR neighbours providing such state, together with
unique sCoAt identifier associated with a respecBemtext State
Cache (CS-Cachekentry at the CURRENT AR. In addition to

latency between the CURRENT AR and the MN, that may be
significantly affected in cases of corrupted/lossy sigrglilue to
harsh fading conditions.



6. ABSTRACTING THE MN ROUTING IDENTIFIER In explicit join, the CURRENT ARsolicitsa membership report
that must be explicitly sent by the MN to join the PCoA group.

Upon generation of the sCoA tuple, the CURRENT AR abstracts This is required to ensure that the MN configures its hardware
the tuple’s constituents onto a short-lived, globally e, unify- terface for the particular PCoA address. This join soltaita is
ing routing and addressing identifier, that is allocatectifier MN; piggybacked in the CS-PSH message to the MN by means of a
this is referred to aBroactive Care of Address (PCoAxnd isnot join-bit flag (J). The MN responds with an MLD membership re-
a unicast but anulticast IPv6 address. It is assumed that all ARs port [55], that configures the multicast filter on its hardevarter-
are multicast-enabled according to the IPv6 protocol &echire face [56], while the receiving AR enables multicast forwagdfor

[50]. that PCoA on the local link. In the case of theplicit join, the
The mapping of the sCoA tuple onto a PCoA is effeatety at CURRENT AR transmits an MLD membership report to each of
an AR; it is transparent from the perspective of the peetiestof the AR neighbours, on behalf of the MN that may be visiting its

an MN. Both HA and CNs send packets towards the MN through link, since the MN is visiting the CURRENT AR or cannot be on-
the CURRENT AR with no knowledge about the existence of a link with all AR neighbours; each of them, receiving anplicit
PCoA address. By mapping the sCoA tuple over a PCoA addressjoin (I-Join) message, need also enable multicast forwarding for
as shown in Figure 10, the CURRENT AR allows the MN to re- the PCoA address over the link where the soft CoA generated is
ceive traffic through any AR neighbour in its mobility neighis- topologically correct. Figure 11 illustrates the case vehan AR
hood that is candidate for transition. This by effecting R@ooup neighbour (e.g AR6) has to enable group membership afteivec
membership reports for the individual soft CoA instantiat of ing an implicit join solicitation from the CURRENT AR (ARO).

the MN allocated on the respective links of the AR neighbours
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Figure 10: Mapping a multicast address to unicast IPv6 CeA li
teners
) Figure 11: link-local addresses used for conventional MLEsm
Currently the PCoA address allocation process takes plalge o saging
once at the first AR (home or visited) hosting the MN. The pro-
posed mobility model assumes unique allocation of a PCoA ad-  Ngte that group membership reporting is effected only link-

dress. Currently, this aspect is pursued by protocol recemm ¢4y with a multicast-enabled AR; since the MN is not phys
dations from the IETF Multicast Address Allocation WG (MAL- ically on-link with any neighbour AR it is essential that gm

LOC) [51]. Thus, an analysis on multicast address allocaiso membership for the PCoA is managedirectly .
out of the scope of this pagér

6.2. Need for Indirect Group management

6.1. PCoA membership management for AR neighbours From Figure 11 it can be seen that an MLD Membership Report

Upon allocation of the PCOA address, the CURRENT AR must S€nt towards some AR, e.g. AR1, by the MN when on-link, nor-
inform each AR neighbo@t participating in the sCoA tuple, to ~ Mally reaches AR1 through LL-CoAl. However, in proactive IP
enable forwarding of traffic destined to the abstracted P@dA ~ Mobility, AR1 is an AR neighbouwith respect to the current loca-

dress in their downstream interface for which the allocateft tion of the MN within the routing neighbourhood; thus, suepart
CoA is valid since there will be interest in that traffic by atbt must now come through RL6 and then through RL4, since the MN
one host, the MN. is currently residing on-link with ARO. To achieve this, th&an-

To inform itself the CURRENT AR solicits aexplicit ‘join’ dard multicast listener discovery mechanism must be exhol

from the MN, whereas informing the AR neighbours requires th handle indirect listeners at AR neighbours within a routirigh-

CURRENT AR transmitting armplicit join to the AR neigh-  Pourhood.

bours, according to the multicast listener discovery (MLdign- In particular, on receipt of gn_indirectjoin request_, th_een'aing
dard [52, 53, 54]. AR neighbour sets an entry in its group membership list. Tie e

try records the PCoA group and sets a timer for the membetship
20we investigate multicast address allocation and managessres for the G oup_Menber shi p_i nterval as per [53]. The receiv-
the purposes of this scheme in a separate paper ing AR then generates andirect MLD Membership Query (I-
2lincluding itself MLD Query) with destination address the CURRENT AR, the




originator of the indirect join. The I-MLD Query message is
a group-address-specifiquery and is periodic; that is, it targets

membership on a specific PCoA group and is sent by some neigh-
joining it, if the ’join’ (J) and new PCoA (M) flags are set. K i

bour AR querier evenyQuery_i nterval . An I-MLD Query

is not received withimpr oact i ve_cont ext push_ti ne, the
CURRENT AR must retransmit the original CS-PSH message.

Furthermore, the MN shouldccept the provided PCoA by

contains the PCoA address and a maximum response delay timgossible that a new PCoA address is not provided by the CUR-

within which the CURRENT AR must report back.

RENT AR. In this case the MN simply (re)joins the PCoA that

On receipt of an I-MLD Query, the CURRENT AR sets adelay accepted during its last MLD membership report. Denyinga pr
timer adjusted according to [53]. On expiry, the CURRENT AR vided PCoA currently implies that no proactive IP mobiligyre-

transmits anindirect MLD Membership Report (I-MLD Re-
port) with destination IP address the query-originator AR. This i
shown in Figure 12.

(CURRENT)
RDCn RDCo MN

[ ]
PRS-PSH

Roaming context pushed to M|

PRS-Rep

o
3
MLD_join(HCoA)

’7 1-Join Solicitation
unicast 1"MLD Query

1-MLD Report

on link-local IPv6 address

effective
period on HCoA grou
(handolff period)

1-MLD Done

HCoA join established (periodic Reporting refreshes memiship automatically by M
Generate tentative CoA Tuple

B Generation of HCoA group

Figure 12: Periodic I-MLD messaging between ARs

Periodic I-MLD Query/Reports signal interactions refrebk
timer setin the group membership list of the querier AR nbagir.
They also allow for robustness in signaling since if an atiteport
gets lost, membership can be recovered at the next queryahte
If no I-MLD Reports for the PCoA are received by the latteeaft
expiry of response delay of the indirect query, the neighbdR
querier concludes that group membership for that PCoA meist b
removed from its list (link prune).

Note that the I-MLD discovery messaging is effected now
through global IPv6 addresses since the indirection of théM
signal is originating off-link with respect to the recipieAR
neighbour. In addition, I-MLD messaging is exchanged ordy b
tween AR entities. It must not be exchanged with a host/MN. It
also requires the introduction of a P flag in the group meniters
list of an AR; this flag signifies proactivegroup membership en-
try that is valid on-link for the mobility enabled interfacé that
AR.

quired by the MN.

Receipt of the IP roaming state requires further that the MN

must:

e configure its network interface with the provided soft CoAs.
The MN must transmit/receive on any of the soft Caffend
only if a PCoA-Enable message is sent by it to the CUR-
RENT AR as detailed in later section. Such messaging is
effected only near a handoff transition to an AR neighbour.

e update its default router listvith the set of AR neighbour
IPv6 addresses. These addresses are expiectextopolog-
ically correct on the link of some AR neighbour as soon as
the MN transits to it.

Entries created must be placed at the end of default roster li
marked with a proactive (P) flag. When the P flag is set, that
default router entry must not be used, while the entry cannot
be removed. As soon as a PCoA-Enable message is sent by
the MN to the CURRENT AR, the MN may use any of the
proactively marked default router entries in combinatidthw

the correct sCoA. A P flag may be removed from a defautl
router list entry if the MN is on-link with the corresponding
AR neighbour and a binding update has been sent to the peers
of the MN about the new primary CoA. Alternatively, the
MN may update its prefix list by deriving each neighbour
AR network prefix through the neighbour AR IPv6 address
and its prefix size. Each prefix list entry is also marked with

a P flag. The rules defined for the default router list apply
also for the prefix list.

e update its neighbour cache with an entry for the LLA of
each neighbour ARs. Each such entry must be marked
with the P flag and set to the PROACTIVELY REACH-
ABLE (P-REACHABLE) state. Neighbour cache entries in
P-REACHABLE state are excluded from checks on address
resolution or neighbour unreachability detection befand a
during a handoff transition to an AR neighbour. A neigh-
bour cache entry removes its P flag (while its state is reduced
to REACHABLE) if and only if the corresponding soft CoA
becomes the new primary CoA address for the MN.

7.1. PCoA Activation Lifetimes

7. MOBILE NODE BEHAVIOUR Group membership for the PCoA address, requires that the-CUR
RENT AR configures also two lifetimes; and L, which are mo-
bility management specific and extend the conventionalioast
listener discoveryL denotes th&CoA start lifetime and is de-
fined as the lifetime past which the CURRENT AR shoini-

ate transmission of traffic towards the MN, through the configure

The receipt of IP roaming state through the CS-PSH message, p
vides the MN with a complete mobility-aware addressingirau
‘view’ (Figure 9), of the MNV vector at the CURRENT AR. Each
individual soft CoA represents an instantiation of the MNekis-
tence within the CA of an AR neighbour. PCoA group address. Its default value is -1 and deniotfasity;

To ensure reliability in the signaling interaction with tB&JR- this implies that transmission of traffic over the PCoA witins-
RENT AR, the MN acknowledges the received CS-PSH messagemence some time in the future yet undetermined.
with a CS Reply (CS-Rep) The CS-Rep message includes the L, denotes thé?CoA stop lifetime and is defined as the life-
number of AR neighbours received and the sequence numbrer ide time past which the CURRENT AR shoullispendsending of
tifying the original CS-PSH message. If the CS-Rep messagetraffic towards the MN through the PCoA address. The default



value is 0; this implies that the CURRENT AR must suspend for-
warding traffic towards the MN through the PCoA group immedi-
ately (after zero time).

Suspension of traffic forwarding over the PCoA gralges not
imply teardownof the PCoA group address for the MN, at the
AR. This is because traffic forwarding towards the MN throitgh
PCoA address will be effected on a per-handoff transitiosisha
It further avoids additional multicast tree reconfiguratiequired
at the CURRENT AR. Instead, as the MN moves across differ-
ent AR neighbours in the mobility neighbourhood, the malsic
core [57, 58] or RP [59] router effectively moves togethethahe
movement pattern of the MN.

Ls andL, is expected to be conditioned by the mobility vector
of the MN in the case that optimal lifetimes should be pursued
The intention for these fields is to provide a time window dgri
which handoff would be in progress as a rough estimate. More

sage allows the MN to receive transparently IP traffic thateist
downstreamtowards the MN.

On receipt of this message the CURRENT AR forwards any IP
traffic destined for the MN by tunneling it to the PCoA address
while it stops forwarding to the primary unicast CoA of the MN
The action iSmmediatesinceL, = 0.

Traffic sent towards the MN by peers, is now forwarded by the
CURRENT AR asncapsulated multicast payloacat the PCoA
address of the MN; the current AR matches the destinatioreadd
in the packet with som@roactive Binding Cache (PB-Cache)
entry which holds, the sCoA tuple and PCoA allocated for that
MN, its LLA as well as the start and stop lifetimes for that PCo
If a match is successfull, the CURRENT AR encapsulates the re
ceived packet in a new IPv6 header with destination the PCoA
group of the node; otherwise, it applies standard unicastdil-

ing.

accurate lifetime refresh messages may be provided as the MN  Since the AR neighbours are configured to forward traffic for

moves towards a candidate AR.

7.2. Proactive Handoff transitions in the Mobility Neighbour-
hood

During its movement, the MN reaches some overlap area baetwee
the CURRENT AR and one or more AR neighbours. By then, IP
roaming state has been fully configured at the MN and themguti
neighbourhood so that during the next handoff transitianNtN
does not need to configure a new CoA, but singidyivate one of

the soft CoAs as the primary one.

With respect to a handoff transition, a soft CoA may alteznat
between digh secondaryand aow secondary highrefers to the
set of sCoAs that are candidates for primary CoA activatiow;
secondary areconsidered the set of SCoAs that remain Ikelst |
to become a primary one.

Ideally, the MN needs to detect tiégh secondarysoft CoA
prior to a handoff transition and then inform the CURRENT AR
(soon to transit to PREVIOUS state) about it. To achieve, that
the proposed model introduces a mechanisniRatisconnection
avoidance (IP-DA), currently handled through pessimisticap-
proach.

As the MN moves away from the CA of the CURRENT AR, it
crosses some overlap area between itself and a CA neighlvour.
this overlap area the MN receives a different router adsergint
from the one provided by the CURRENT AR; this triggers a check
of the received network prefix against the existing tuple aft s
CoA. The match between that prefix and a single soft CoA trigige
the MN to configure this soft CoA as the high secondary CoA for
the MN; in addtition the MN signals the CURRENT AR with a
PCoA-Enable (PCoA-E) message; this message contains a soft
CoA hitfield (sCoA-B), a lifetime refresh for botl.; and L, with
values 0 and -1 respectively and the sCoA tuple identifienftoe
original CS-PSH sent to the MN. Bits marked with 1 in sCoA-B
represenhigh secondangsCoAs for an MN, whereas bits marked
with 0 are thelow secondary The sCoA tuple identifier refers to
the correct PCoA associated with sCoA tuple allocated tdviNe

Enabling the correct soft CoA is essential fgystream trans-
missions from the MN to its peers. Unless the correct sCoAis e
abled the MN has no means of identifying which IP address, and
default route to employ in transmitting upstream during adudf
transition. What is important, however is that configunataf a
topologically correct CoA is already in effect and thus theo
latency induced by IP address configuration. The PCoA-E mes-

the particular PCoA group in their CA, traffic destined to Wbl

can be received ovamy IP link (CA) in the mobility neighbour-
hood of the CURRENT AR. This is because the configuration of
the hardware interface (link-layer) multicast filter at té&l, does

not depend on the unicast IP CoA allocated for the MN, but only
on the last four octets of the PCoA. Thus, all is required leetuv
the MN and an AR neighbour is link-layer connectivity.

The IP disconnection avoidance mechanism, introducesdhe n
tion of alP multicast encapsulationfor the purposes of forward-
ing traffic to multiple link instantiations that the MN is grable
to exist. This type of IP encapsulation requires the usemti&
ticast tunnel (MT) flag placed as a destination option in the outer
IPv6 header of the encapsulating packet. The CURRENT AR must
also mark the<Next Header fi el d> within the encapsulat-
ing UDP header, with a special type that is calléee/l ENCAP and
denotes an encapsulated packet as the payload of a UDP header

On receipt of the encapsulated packet, the MN must check at
the IP layer that the destination options of the packet wdreth
the MT flag has been set; in addition the MN checks the UDP
header, whether theNext Header fi el d>has been setwith
thel P_LENCAP value denoting UDP encapsulation of an IP packet.
If this is the value of the next header field in the UDP headenth
the decapsulated packet is then re-submitted back to th&dR.s
The packet would now have as destination address the oiGbnk
at the CURRENT AR which the MN must sustain as an active CoA
until its peers have acknowledged a standard Binding Upskate
by the MN.

Traffic will be destined to the PCoA group indefineté/,
—1); that is, until explicitly requested to suspend forward-
ing through the PCoA address. This is because the MN may
bounce multiple times between neighbouring CAs, shown ga Fi
ure 13, causing oscillations in the signaling of PCoA aetiva
tion/suspension at the CURRENT AR.

The MN continues to receive traffic over its PCoA until it
attaches to some AR neighbour plus a time pefifodthat in-
tially varies between 250 and 580ms. 7. is introduced for
the purposes of sustaining reception of traffic through P@oA
ing cell bouncing effects in the MN’s movement pattern betwe
its CURRENT AR and a neighbouring AR; The time peridd
is referred to agExtended PCoA-Rx Time The MN maintains
also acell-bounce accumulator (CBA)that tracks the number of

22this figure needs further experimentation
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Figure 13: Bouncing effects incorporated in the movemetiepa
of the MN

bounces between two ARs. This accumulator geometrically in
creased. for each increment of its counter for the individual MN.
The delayT. is bounded by an upper delay maximum defined as
Max_RandomPCoA Rx St op_Del ay equal to 3000 nf$

When the extended PCoA-Rx time elapses and CBA counter

has not increased, the MN sends a standard Binding Updat® to i

peers (CNs and HA) to inform about the new, stable and topo-

logically correct primary CoA (Figure 14). At the same tintet
MN sends aPCoA-Disable (PCoA-D)message to the PREVI-
OUS AR, through its new primary CoA, to request suspension o
traffic forwarding through the PCoA. The PCoA-D message con-
tains the MN'’s PCoA address together with refreshed lifesrfor
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>
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Figure 14: MN activates the correct soft CoA

The PCoA-D message instructs further the PREVIOUS AR to
manage group membership of the PCoA address; it includas-pr
ing’ of neighbour AR 'traffic listener€* that do not belong in the
MNV-RNV mapping of the new CURRENT AR. The PCoA-D
message includes also the sCoA bitfield with the new primexy (
soft) set.

Z3initial and max value may be conditioned by the size of therlape
area between two CAs and the speed of the mobile
24pCoA group forwarders

7.3. sCoA tracking and Cell-Bounce accumulator (CBA)

The CBA operates on the sCoA bitfield maintained by the MN.
In this bitfield, the CBA tracks the CURRENT AR by assigning
a parent status to its primary CoA bit. Any bit within the sCoA
bitfield is set to 1 when the MN matches the network prefix in a
receivedIPv6 router advertisment (RT-advertyith the network
identifier in some allocated soft CoA from its sCoA tuple. The
parent status is reset to the new primary CoA when a Binding Ac
knowledgement is received by the first of the communicatiegrp

of the MN.

Transition over some overlap (CA) area between the CUR-
RENT AR and some AR neighbour(s), causes the MN to receive
one or more new RT-advert messages originating from that AR
neighbour(s). Receipt of such messages trigger a flip of¢he r
spective sCoA bit to 1 within the bitfield. Similarly, lack aéceipt
of RT-advert messages trigger a flip of the respective sCoAobi
0 within the sCoA bitfield.

When the number of received RT-adver&u(rr_adver¢) iS re-
duced to one, the corresponding AR neighbour becomesthe
mediatehandoff candidate. At this stage the CBA compares the
state of the sCoA bhitfield for the new AR candidaf&B A, 1,
with the bitfield state of the previous AR'BA;. An equilat-
eral bit flip between CURRENT AR and an AR neighbour (i.e.
CBA:+1 # CBA,) signifies a potentiallyclean handoff from
the PREVIOUS AR.

However, the non-determinism of the mobility pattern of the
MN does not allow a clear distinction betweerclean handoff
and anmminentcell bounce. For this reason, forwarding over the

f PCoA address isustainedfor time T.. If within this time T, a

different (new or old) router advertisment is received therell-
bounce candidatds established,; it is, however, considered only a
candidate since it is not certain whether the MN will indeeaven
back to the PREVIOUS AR or it is simply stretching movement in
the overlap area.

Movement oscillation between two CAs (i.e. cell-bounce) is
considered to banminent iff it occurs within the intervall. and
manifests itself by means of a bitfield stafdB A;+» = CBA;.

In this case, the CBA triggers a binary geometric backoffhia t
expiry of T with a corresonding increase of this time period. CBA
increases its counter and continues to track changes intfiedd
state by iterarting the process.

When apotentialclean handoff sustains f@i. with no increase
in the CBA counter, it is considered to beefinite clean handoff;
this triggers a PCoA-D message to be sent by the MN towards the
PREVIOUS AR. There is no handoff effected for a cell-bounce
between the CURRENT AR and any of its neighbours in the event
that the MN returns back to the CA of the CURRENT AR; it is
only required to send the PCoA-D message to the CURRENT AR
such that the latter can suspend the forwarding over the PCoA
group.

In a definite clean handoffyefore sending the PCoA-D mes-
sage to the PREVIOUS AR, the MN must:

e configure its link-local address that is valid over the nevili
Effect the correct primary CoA.

e send a neighbour advertisment to remove P flag from the
neighbour cache of the NEW AR.

e send a Binding Update to its peers; at the same time set the
parent flag to the new primary CoA in its sCoA bitfield.

e reset CBA counter to 0 and continue parent tracking of the
new CURRENT AR.



7.4. Refreshing the soft CoA tuple AR neighbours as described in section 5. In additioimétudes

. . . the new AR neighbours as 'listeners’ to the existing PCoAugro
As soon as the MN has moved over the link of an AR neighbour, it ;44ress of the MN.

is essential that it maintainsvalid sCoA tuple; all of its allocated
CoAs must be valid within theewmobility neighbourhood of the
new CURRENT AR.

To effect that, the MN must request from the new CURRENT
AR to provide the MN with asCoA tuple Update (sCoAt-
Update);, that would include soft CoAs from theew AR neigh-
bours, valid in the RNV of the new CURRENT AR, together with
a bitfield that invalidateseduntant soft CoAs in the RNV of the
new CURRENT AR. Furthermore, the PREVIOUS AR should re-
ceive an invalidation message about the redunant soft Cods a
AR neighbours that maintain group membership in MN’s PCoA
group address. Itis noted that the new CURRENT AR is aware of
the LLA of the MN since it created a soft CoA for that MN during
movement over the PREVIOUS AR.

For instance, in the MNV depicted in Figure 15, the first sCoAt
allocation would require six (6) new soft CoAs. At the nexhta
off the soft CoA tuple need only be refreshed with anotherf8 so
CoAs. This is half the number of soft CoAs originally alloedt

Figure 16: Sustaining accurate mapping of AR neighbours on
MN'’s PCoA group routing identifier

soft CoA tuple Updat

In a similar fashion, the NEW AR sends an sCoAt-RR mes-
sage to the PREVIOUS AR; on receipt, the laggcludesredun-
dant’ ARs from PCoA group membership. This is achieved by
suppressing the sending of I-MLD Reports to the 'redundars
neighbours; in addition, the PREVIOUS AR sends indirecghei
bour advertisments to these AR neighbours such that thes tzdh
remove neighbour cache entries that pertain to the IP roguasn
sociation with the MN.

NEW AR (To)

exclude from PCoA mem/ship (rectangles)

Common Neighbours (circles) Diff(14,Intersection(14,8))

Figure 15: CoA resuse within the SCoA tuple during contirgiou Intersection(14.8)

H ‘ T
movement of the MN PREVIOUS AR (From) s 14_\%1@ ‘ %13
, 4,9, 14, 13, 7

9-¥Y, 5, 10,15, 14, 8
1569, 10, 16,20, 19, 14

The efficiency of the above mechanism depends on how the
PREVIOUS AR resolves the identity ofue redundant ARs and
their respective soft CoA.

19 —% 14, 15, 20, 23, 22,18
Include in PCcAn(\genr;\;‘SgTeps) 18 - , 141 19’ 22’ 21’ 17

7.5. Resolution of redundant SCoA AR neighbours i@ ntersecton(14,2) 13 -2V, 8, 14,18, 17, 12

As soon as the MN has sent a Binding update towards its peers, i
is considered to hawgettledwithin the new CURRENT AR. Upon
settlement, the MN sendss€oAt Refresh Request (SCoAt-RR)
message to the new CURRENT AR; the message includes also th
address of the PREVIOUS AR. This implies that the MN need not
receive completely new IP roaming state, since it does not pr
vide its link layer address; a refresh of its IP roaming siainly
required. The sCoA Update calculation operations, namegdynmon, in-
On receipt of this message the NEW AR determines the AR clude, excludean be performed independently by both AR, either
neighbourscommon to both NEW and PREVIOUS ARs, by PREVIOUS or NEW. This is more important for the NEW AR as
checking the address of the PREVIOUS AR against the contentsit needs to provide the MN with asCoAt deltathat includes the
of its RNV-Cache shown in Figures 16 and 17. By determinirg th new soft CoA as well as an indication for the soft CoA that must
common ARs between with the PREVIOUS ARs, the CURRENT be removed from the MN’s sCoA tuple in its IP Roaming context.
AR can initiate generation dfesh IP Roaming state fromthe new  The The sCoA Update operations are defined as follows:

Tendative Mobility Matrix (TMM)

é:igure 17: Resolving the AR participants that need to beuhed
and excluded from the PCoA group



Common(rnvy, rnv,) = m (rnv,, rnu,)

Include(rnvy, rnv,) = rnv, — Common(rnuvy, rnvy,)

Ezclude(rnvy, rnvy,) = rnv, — Common(rnvy, rnvy, )

wherernuv,,,, are the RNV vectors of PREVIOUS and NEW
ARs maintained in their RNV Cache. Figure 17 illustrates the
mobility traffic matrix maintained in the RNV-Cache of an AR;
according to the above operations, the resulting vedteys.mon.,
Vinetude @aNdVezc104. take the following sample values according
to Figure 16:

rnv, = rnvis = {14, 8,9,15,18,19,13}

rnv, = rnvs = {8,3,4,9,14,13,7}
Voommon (rnvia,rnus) = 18,14,9,13}
Vinectude((rnvia,rnvs) = 13,4, 7}
VEzelude((rnvia.rnvs) = {15, 18,19}

7.6. Forced disruption of IP connectivity

Itis possible that due to limitations in wireless coverape,move-
ment pattern of a MN may enforce a disruption of IP conneigtivi
in its current mobility neighbourhood; typical example i®ve-
ment through road tunnels, underground train stations.hése
cases, the MN appears from the perspective of the network-as u
reachable; it is also possible that the MN may attempt tomesu
IP connectivity at some AR out of the mobility neighbourhaafd
the CURRENT AR.

In the event of a forced disruption of IP connectivity, the U
RENT AR delays the expiry of any state maintained in its Cxinte
state Cache for tim&},;; this time period is calletransient dis-
connection interval (TDI) and represents the interval permissible
for transient IP connectivity disruptions before the MN @nsid-
ered to be off-link or simply disconnected by the AR. Uponigxp
of this time interval, the CURRENT AR expires the correspogd
entry in its CS-Cache as well as ensures that all AR neiglsb@ar
move their membership for the particular PCoA group addoéss
the MN.

Upon re-connection with an expired TDI at the same CUR-
RENT AR the MN must re-aquired new IP Roaming state for the
mobility neighbourhood of the CURRENT AR. If the TDl intetva
has not expired the MN simply refreshes its neigbour cacly en
for the CURRENT AR as REACHABLE according to [46].

In the event that the MN re-connects with an AR different from
the CURRENT one, the MN must discard the IP Roaming state
stored and provide its link layer address in the new CURRENT f
the acquisition of fresh state.

8. RELATED WORK AND DISCUSSION

Recently, several protocols have been proposed in suppdit o
mobility for next generation (IPv6) radio access networksup-
port of seamless mobility. One of these is the fast handdf§ [
proposal; it is similar to [44] approach with respect to tiacept
of pre-registration of the MN with other ARs that may be candi
dates for handoff. Our proactive mobility model is signifitg
different from the fast handoffs proposal for a number ofees.
Our mobility model does not employ proxy neighbour discgver

messaging since tasks like duplicate address detectionateh
by IPv6 Neighbour Discovery standard, require additionghal-
ing which also induces delays of at least one RTT between tie M
andeverycandidate AR.

Furthermore, our model caters for a candidate access rdister
covery algorithm. The fast handoffs proposal has no sucthaec
nism. This is an essential part for a seamless IP mobilityehod
In addition, our model provides a signaling substrate foaptive
context transfers from AR neighbours; the fast handoffppsal is
explicitly designed towards seamless handoffs only. Véhatre,
the fast handoff proposal lacks of robustness with resmecel-
bouncing effects (a.k.a ping-pong); this is because itragsuex-
istence of multiple tunnels towards the MN from candidatesAR
On the contrary, our scheme employs only a single tunnellwisic
effected over multicast; this ensure that the MN &aely bounce
between any AR within the mobility neighbourhood.

Alternative approaches in Mobile IP have also been proposed
in [60], [61], [62]. These schemes employ IP-Multicast fok a
dressing and forwarding of packets to MNs on an end-to-esispa
i.e. the source is destined at either the CN or the HA while MN
is the receiver for the purposes of minimal latency handoffs
this end a small group 'multicast’ solution has been progddé8]
and [64]. Both schemes utilize principles from [65] and tleey-
ploy a multiple unicast destination option at the routingudher of
a packet. This notion is similar to the route segments of §it¢e
both schemes rely on unicast routing to deliver the packéie T
schemes however, rely on the provision of all CoA destimestito
the peer entities from the MN.

The proactive mobility model is architecturaly differemorin
all the above schemes. In the majority of the mobility praies
IP multicast is employed either end-to-end or as a pseude mul
ticast mechanism where the protocol abstracts many unilesst
tinations as a source at the CN or HA. In the proposed mobility
model IP multicast is employeldcally with respect to the loca-
tion of the mobile node (i.e. mobility neighbourhood). A<ku
none of the above schemes proposes a mechanism of estagplishi
such mobility neighbourhood. Furthermore, there is no ars
ation in any of the proposed mobility mechanisms for state-re
cation with respect to multiple mobility contexts. Our abstion
of IP Roaming state as a representative class of relocastdiie
context allows to populate the Context State cache withiplelt
contexts/capabilities that neighbour ARs may need to peowo
the CURRENT AR towards the seamless movement of the MN in
its mobility neighbourhood.

9. CONCLUSIONS AND FUTURE WORK

This paper presented a novel model for proactive IP mohiliti
respect to seamless transitions between different pofrastach-
ment. We have argued that configuring addressing stateétioea
to a handoff transition as effected by current mobile IPv&ine
anisms and protocols is not sufficient for satisfying seas &
connectivity in the light of real-time IP traffic delivery drans-
mission to/from mobile nodes. We are currently working omila f
scale simulation model of the proposed mobility model with f
compliance over IPv6 protocol specifications. Results fthese
simulations are currently work in progress and will be thg=otive
of a following paper.
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