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Mechanisms of Fluorescence Quenching in Prototypical 
Aggregation-Induced Emission Systems: Excited State Dynamics 
with TD-DFTB 

Thierry Tran,a Antonio Prlj,a* Kun-Han Lin,a Daniel Hollas,a  and Clémence Corminboeufa* 

A recent implementation of time-dependent tight-binding density functional theory is employed in excited state molecular 

dynamics for the investigation of the fluorescence quenching mechanism in 3 prototypical aggregation-induced emission 

systems. An assessment of the accuracy of electronic structure method is done by comparison with previous theoretical 

work while dynamics simulations were extended to condensed phase to obtain excited state lifetimes comparable to 

experiment. A thorough investigation is done on tetraphenylethylene in order to resolve the on-going debate on the role 

of specific deactivation mechanisms. Both gas phase and solvent dynamics were computed for fulvene and silole 

derivatives. 

1 Introduction 

Small organic fluorescent molecules are a class of compounds 

with a wide range of applications in fields such as imaging and 

sensing,1–3 optoelectronics,4,5 and photodynamic therapy.6 

Among these small organic molecules, some chromophores 

have the unusual property of being non-fluorescent in solution 

and emissive in the solid state/aggregate. This important 

photophysical phenomenon is called aggregation-induced 

emission (AIE), first reported in 2001 by Luo et al.7 for silole 

derivatives. Since this discovery, the design of AIE-active 

molecules and their applications have become a topic of high 

interest.8–15  

To design efficient AIE systems, a fundamental 

understanding of their excited state deactivation pathways is 

essential. Many experimental and theoretical works have tried 

to provide a photophysical rationale for the AIE phenomenon. 

Two major mechanisms have been proposed: the restriction of 

intramolecular motion (RIM)8,16–18 and the restricted access to 

conical intersection (RACI).19–21 Both models try to rationalize 

the twofold process: i) fluorescence quenching in solution and 

ii) induced fluorescence in the aggregate. Several other 

explanations of the induced emission can be found in the 

literature, such as the formation of excimers22 and J-

aggregates,23,24 and intramolecular planarization.25 In the 

general RIM model, the motions such as the vibrations and 

rotations which are responsible for the nonradiative decay of 

excited state in solution (by dissipating energy to the 

environment) are blocked upon aggregation. The hindered 

motion induces radiative decay through fluorescence. This 

model is currently accepted as the state-of-the-art by the 

experimental community.8,9,15,26 In the RACI model, which has 

gained more importance recently, the molecule in solution can 

decay to the ground state due to the presence of an 

energetically accessible conical intersection (i.e. crossing seam) 

between the potential energy surface of the excited state and 

the ground state. Upon aggregation, the conical intersection is 

no longer energetically accessible and the molecule relaxes to 

the ground state radiatively through fluorescence. Both 

models agree that the restriction of intramolecular motion is 

responsible for the induced fluorescence in aggregate. 

However, the main challenge that remains is to unravel the 

detailed (i.e. atomistic) mechanisms behind the fluorescence 

quenching in solution.  

In the earlier work, the main explanation for the 

fluorescence quenching of the most representative AIE 

molecules, such as tetraphenylethylene (TPE),27–29 

diphenyldibenzofulvene (DPDBF),30,31 and silole derivatives32 

was in terms of energy dissipation through the intramolecular 

motion upon photoexcitation. However, this explanation (in 

the spirit of RIM hypothesis) appears somewhat vague and too 

general. Recent investigations have shown the importance of 

conical intersection for the deactivation of excited state in 

these molecules.19,20,33,34 Moreover, it was reported that the 

excited state decay of TPE35–37 and DPDBF31 in solution occurs 

at the picosecond timescale. The nonradiative decay on 

ultrafast timescales is consistent with dynamics involving 

conical intersections, rather than the vibration-mediated 

decay (typically described within the Fermi’s golden rule 

approximation) which occurs on the nanosecond to 
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microsecond timescales.38 The assessment of accessibility of 

conical intersections and their localization on a potential 

energy surface are a computational challenge for large 

systems. 

The present work has a twofold objective. Our primary goal 

is to employ a computational protocol to investigate the 

fluorescence quenching mechanisms of the relatively large 

molecular systems in solution. Nonadiabatic dynamics will give 

insight into the main deactivation pathways as well as the 

possible side-channels for the nonradiative decay. The 

computation in the presence of solvent will grant us the 

possibility to qualitatively determine solvation effect on the 

timescales and decay mechanisms and to make direct 

comparison with available experiments. However, reaching 

such timescales is challenging for the standard quantum 

chemical methods (such as TD-DFT, wavefunction-based). Thus 

the second goal is to validate the accuracy of a recently 

proposed linear-response time-dependent tight-binding 

density functional theory (TD-DFTB) with long-range correction 

(LC-TD-DFTB).39–41 LC-TD-DFTB is a promising method to 

describe complex and big system due to its low computational 

cost. We employ a nonadiabatic molecular dynamics in the 

framework of LC-TD-DFTB, which was recently implemented by 

Mitric et al.41–43 The three prototypical AIE systems (TPE, 

DPDBF and dimethyltetraphenylsilole, DMTPS; see Fig. 1) 

investigated in this work are the ideal model systems to 

confirm the reliability of LC-TD-DFTB due to available 

computational results obtained at higher levels of theory (TD-

DFT, CASPT2).19,20,33,34 To find the most appropriate TD-DFTB 

approximation, we particularly focus on TPE, for which 

dynamic investigations already exist (gas phase).33,34 Thus, the 

“benchmarking” part (section 3.1.1) refers to the system in the 

gas phase. Overall, a validation of the reliability of TD-DFTB will 

offer the possibility to use this new promising method for 

rational design and screening of new AIEgens with superior 

properties. 

2 Computational details 

2.1 Electronic structure methods 

The electronic structure was described using LC-TD-DFTB 

within the monopole approximation, as implemented by Mitric 

et al. in DFTBaby 0.1.0 code.41–43 We use the default DFTB 

parameters in DFTBaby which are based on the mio 

parametrization; all TD-DFTB computation are done with these 

parameters unless stated otherwise. The two available 

implementations of long-range correction41,44,45 were used for 

the three investigated molecules. The main difference 

between the two long-range corrections is the functional used 

at DFT level of theory to obtain the reference density. In the 

original implementation (LC1) by Mitric et al., the DFTB 

Hamiltonian is based on a local exchange correlation 

functional with a GGA reference density (i.e. PBE) and the 

long-range contribution is included using the full density. The 

latter implementation (LC2) by Niehaus et al. is based on the 

Hamiltonian evaluated with BNL functional and the long-range 

correction is added using a difference of density. It was argued 

that using a difference of density for the long-range 

contribution is a more sensible choice rather than using the 

full density matrix (i.e. LC1-TD-DFTB).42  

The TD-DFTB, TD-DFT and ADC(2) gas phase vertical 

excitation energies were computed at the ground state 

geometry optimized at ωB97XD46/Def2-SVP47. The geometry 

optimization and TD-DFT vertical excitation energies were 

computed with Gaussian 09.48 The TD-DFTB (with mio 

parameter) and ADC(2) vertical excitation energies were 

computed with DFTBaby and Turbomole 7.1,49 respectively. 

The TD-DFTB vertical excitation energies with 3ob parameter 

were computed with DFTB+ 18.1.50 

 

2.2 QM/MM approach 

The computation in solvent was performed using a QM/MM 

(quantum mechanics/molecular mechanics) approach. We 

extended the already existing framework for QM/MM in 

DFTBaby and implemented an interface to Gromacs 5.1.4.51,52 

The interactions of the atoms in the MM part are described 

with the General Amber Force Field (GAFF).53 The QM region 

of the system consists of the AIE molecule and the solvent is 

made of 100 molecules of hexane. A mechanical embedding is 

used for the QM/MM computation which is sufficient to 

describe the interaction of the nonpolar AIE molecule with an 

apolar solvent such as hexane. Thus, the small polarization of 

the QM part by the partial charges of the MM part may be 

ignored.  

 

2.3 Spectra, dynamics and initial conditions 

The photoabsorption spectra of both TPE and the cyclized 

form of TPE (c-TPE) are computed from the vertical excitation 

Fig.  1: Investigated molecules: (a) tetraphenylethylene, (b) diphenyldibenzofulvene and (c) dimethyltetraphenylsilole 
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energies (the 2 lowest singlet states) with LC2-TD-DFTB. 500 

structures (both TPE and c-TPE) were taken from a semi-

classical Wigner distribution based on the ground state 

harmonic vibrational frequencies. The spectral transitions 

were broadened by a Lorentzian with a phenomenological 

broadening of 0.1 eV.  

Two types of dynamics (nonadiabatic and adiabatic) were 

performed based on the interstate gap between S1 and S2 (see 

Table S1 and S3 in ESI for details) for all 3 molecules. The 

nonadiabatic dynamics within the framework of Tully’s fewest 

switches surface hopping54 was computed using a time step of 

0.1 fs and the nonadiabatic couplings were computed between 

three lowest singlet excited states. The adiabatic dynamics (i.e. 

dynamics restricted to the S1 state) was performed using a 

time step of 0.5 fs and considering only the ground and S1 

state, in order to speed-up the computation. Simulations were 

run for all 3 molecules in both gas phase and solution using the 

two implementations of long-range correction, LC1 (see ESI) 

and LC2 (see section 3). A comparison is done with standard 

TD-DFTB (without long-range correction) for TPE with both mio 

and 3ob parameters for the electronic structure. The adiabatic 

dynamics is performed using ABIN code55 with a time step of 

0.48 fs (i.e. 20 a.u.) while the electronic structure is computed 

with DFTB+ 18.1 (DFTB3).50 An overview of all the performed 

dynamics simulations is given in the ESI (Table S3).  

The initial conditions (atomic positions and velocities) for 

the gas phase molecular dynamics were generated using 

Wigner distribution (with harmonic frequencies from 

ωB97XD/Def2-SVP). The initial conditions for the molecular 

dynamics in solvent were prepared following a variation of a 

protocol suggested by Ruckenbauer et al.56 where the initial 

conditions of the QM part were generated from a Wigner 

distribution in gas phase. The unit cell for the system was 

generated by putting the frozen solute molecule in the center 

and filling the remaining space with 100 hexane molecules 

randomly with the density of 0.655 g/cm3 using Packmol.57 The 

generated unit cell undergoes a structure relaxation. The 

system was then equilibrated at 300 K (with the canonical 

velocity rescaling thermostat),58 with a time coupling constant 

of 1 ps for 1 ns of dynamics and a time step of 1 fs. In all the 

steps, the solute was kept frozen. Bonds involving hydrogen 

atoms were constrained using a linear constraint solver 

algorithm. The dynamics was performed with Gromacs 5.1.4.   

A swarm of 100 trajectories was initiated in the brightest 

low-lying singlet excited states for all systems except for 

nonadiabatic dynamics in solution where for some systems a 

swarm of only 30 trajectories were propagated due to the 

higher computational cost (i.e. longer timescales and slower 

dynamics, see Table S3 in ESI for details). Each system (isolated 

and solvated molecules) was propagated within the NVE 

ensemble. All simulations were performed with DFTBaby code, 

which was interfaced to Gromacs for dynamics in solution. 

Trajectories were propagated until the S1/S0 crossing was 

reached (i.e. up to a certain gap threshold value; see Table S3 

in ESI for details) which is a common practice when single 

reference methods are employed.59,60 We assume that for 

trajectories reaching the intersection region, excited state 

population is transferred to the ground state.  

The excited state lifetime is obtained by fitting the excited 

state population to a single exponential decay function f(t) = 

exp(−(t−td)/tf ) where td is the time delay before the population 

of ground state start to raise and tf is the time decay. The 

lifetime τ is computed by adding time delay and decay (see 

Table S4 in ESI for overall lifetimes in all dynamics simulations). 

3 Results and Discussions 

3.1 Excited state dynamics of TPE 

The excited state dynamics of TPE has been investigated since 

the early 70s.27–29,33–37,61–68 Yet, the interpretation of the 

excited state decay is still somewhat controversial. The initial 

interpretations mainly considered ethylenic twist the main 

deactivation pathway.35,37,61 Other studies pointed out the 

importance of the torsional motion of the phenyl rings.36,62,69 

As the field of AIE advanced, since 2001, the torsional motion 

Fig.  2: Energy profile of two illustrative trajectories from dynamics at LC2-TD-DFTB 

following (a) the photocyclization with the carbon atoms involved in cyclization in 

purple and (b) the ethylenic twist where a significant change of the CC=CC dihedral 

angle (carbon atoms in red) can be observed. Potential energies of S0/S1/S2/S3 are 

shown in red/green/blue/magenta, while all the energies are relative to the initial 

ground state energy. 

a) 

 

b) 

 

 



ARTICLE Journal Name 

4 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 20xx 

Please do not adjust margins 

Please do not adjust margins 

was considered the main decay channel in the framework of 

RIM.27,28,62,63,67 Recently, two computational groups (including 

our own) have shown the importance of photocyclization, 

which can be rationalized from Woodward-Hoffmann 

rules.33,34 Photocyclization indeed involves some torsional 

motion of phenyl rings. Occasionally, the proof of cyclization 

can also be found in experimental literature.66,70–74 Still, the 

most recent work stated that the ethylenic twist plays the 

crucial role in the fluorescence quenching of TPE.64–66  

Although there is still no final consensus about the excited 

state dynamics of TPE, identifying the TD-DFTB approximation 

which could qualitatively reproduce DFT results (gas phase) 

would be extremely useful, as it would allow significant 

computational speedup. This opens the possibility to 

investigate longer timescales, which are important for 

dynamics in condensed phase. On the other hand, dynamics in 

solvent could be directly compared to available experiments, 

which will be the additional test for the proposed 

computational protocol.   

 

3.1.1. Comparison of different TD-DFTB approaches 

We initiate the excited state dynamics in the optically bright S1 

state and using nonadiabatic and adiabatic dynamics, a 

detailed comparison for the deactivation mechanisms of TPE in 

gas phase is done for the different implementations of TD-

DFTB.  

Two main deactivation mechanisms of TPE were identified, 

photocyclization and ethylenic twist (see Fig. 2). The shape of 

the excited state population decay (see Fig. S4-d in ESI) 

indicates that two mechanisms have a slightly different 

timescale. The “fast” deactivation mechanism corresponds to 

the photocyclization which involves a small torsion of the 

phenyl rings. The “slow” deactivation mechanism is the 

ethylenic twist where a more significant geometrical 

reorganization of the molecule is necessary in order to reach 

the conical intersection.  

The presence of two mechanisms can be outlined by 

plotting the minimum distance between the carbon atoms 

involved in the cyclization and the twisting dihedral angle of 

TPE (see Fig. 3). Two major mechanisms are represented by 

the two regions of black dots, which correspond to the 

geometries at S1/S0 crossing for the different trajectories. The 

black dots at 2 Å correspond to the photocyclization and the 

region with a high dihedral angle (close to 90°) represents the 

ethylenic twist. The red dots correspond to the nuclear 

geometries during the dynamics, thus the density of red dots 

represents the regions of configurational space where 

molecule spends most of the time. Note that TD-DFT dynamics 

is based on a smaller number of trajectories and slightly 

different sampling of initial conditions.33 For that reason we do 

not directly compare the population decay (Figure S4). The 

ratio between two mechanisms critically depends on the 

 

Fig. 3: Evolution of the distance d between the carbon atoms (in purple) involved in cyclization and the CC=CC (in red) dihedral angles Θ of in the dynamics at: (a) TD-DFT (60 

trajectories taken from previous work on TPE computed with PBE0/def2-SVP, see ref. 33) and 100 trajectories at (b) TD-DFTB, (c) LC1-TD-DFTB and (d) LC2-TD-DFTB levels. All 

dynamics were performed in the nonadiabatic regime except for standard TD-DFTB done within the adiabatic approximation. The C-C distance d corresponds to the minimum 

distance among the 8 possible C-C involved in cyclization at every step of the dynamics. The green dots represent the geometries of the initial condition for the different 

trajectories. The black dots represent the geometries corresponding to the S1/S0 crossing for the different trajectories. 

. 

 

(d) (c) (b) 

(a) 

LC2-TD-DFTB LC1-TD-DFTB TD-DFTB 

TD-DFT 
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electronic structure level employed. While LC1-TD-DFTB 

predicts that nonradiative decay almost entirely occurs via 

photocyclization, pure TD-DFTB (no long-range correction) 

clearly favors ethylenic twist pathway. TD-DFTB and LC1-TD-

DFTB represent the two extrema for the ratio of deactivation 

mechanisms. While earlier theoretical work favored 

photocyclization, “pure” photocyclization as obtained with LC1 

approach is inconsistent with recent experimental work that 

emphasize the important role of ethylenic twist.64,65  On the 

other hand, LC2-TD-DFTB predicts important role of both 

mechanisms, with the preference towards photocyclization. 

This is in line with our earlier TD-DFT nonadiabatic dynamics 

done with a hybrid functional (PBE0/def2-SVP).33 This 

conclusion is further supported by the CASPT2 study of Thiel et 

al where the static profile of a TPE derivative shows 

photocyclization as a barrierless process whereas 

photoisomerization is less favorable due to the presence of a 

barrier (8.4 kcal/mol).34 Nevertheless, among all available TD-

DFTB approximations, LC2-TD-DFTB appears as the closest 

substitute of TD-DFT reference results.  

In terms of vertical excitation energies (see Table S1 in ESI), 

pure TD-DFTB provides results similar to GGA functionals, i.e. 

underestimating excitation energies of the valence ππ* states. 

Despite the TPE lowest lying singlet excited state not being a 

charge transfer state (see Table S2 and Fig. S1 in ESI), an 

improvement is observed upon usage of long-range correction 

for TD-DFTB. LC1 performs similarly to standard long-range 

corrected functionals with TD-DFT, upshifting the excitation 

energies. In contrast, LC2 method provides the results closer to 

standard hybrid functionals (such as B3LYP and PBE0), which is 

due to the different method employed for the implementation 

of long-range correction in LC2 approach.  

Overall, the dynamic in the framework of LC2-TD-DFTB is 

able to qualitatively reproduce the result obtained at higher 

levels of theory. For that reason, the results presented in the 

main text are mainly based on LC2-TD-DFTB, while the full 

comparison of different methods is given in ESI. 

 

3.1.2. TPE dynamics in solvent 

To further validate the idea that the photocyclization is the 

main nonradiative deactivation pathway of TPE, adiabatic 

dynamics in the presence of hexane solvent is performed in 

the framework of LC2-TD-DFTB (see Fig. S9 and S10 in ESI), in 

order to interpret the experimental lifetimes. Among the 100 

trajectories, 73 terminated close to the crossing point leading 

to cyclization and 27 terminated on a twisted state. Thus, the 

photocyclization can be observed in hexane and remains the 

major deactivation mechanism. The overall S1 excited state 

lifetime is 0.8 ps. By separating two sets of trajectories 

corresponding to the two mechanisms, we obtained time 

constants of 0.3 ps and 2.2 ps for photocyclization and 

ethylenic twist, respectively.  

Since cyclization appears as the dominant mechanism in all 

recent theoretical contributions, we try to reconcile 

theoretical predictions with the experiments. Greene35 

measured a transient absorption spectrum of TPE in hexane 

with a broad peak at 620 nm decaying on ultrafast timescale. 

The peak was explained in terms of excited state absorption. 

However, from the computed photoabsorption spectra (see 

Fig. 4), the broad peak centered around 600-650 nm observed 

by Greene could be attributed to the absorption of the cyclized 

form of TPE, biphenyl-dihydrophenanthrene (c-TPE). The 

disappearance of this peak within only several picoseconds, as 

observed by Greene, may be related to the degradation of c-

TPE. However, c-TPE is expected to be stable following the 

Woodward-Hoffmann rules. Although beyond the present 

investigation, different hypotheses can explain the possible 

disappearance of c-TPE on ultrafast timescale: 1) Upon 

irradiation with visible light, the ring opening of c-TPE may 

occur through a conical intersection leading to TPE.33 2) The 

ring opening may occur in "hot" ground state: after relaxation 

through the conical intersection, the system has high excess 

energy which may help to overcome the barrier for 

cycloreversion before being dissipated to environment. 3) 

Upon formation of c-TPE, a side reaction may occur leading to 

the formation of side products which eventually convert to 

pristine TPE.74 The rapid degradation of c-TPE could also 

explain why photocyclization was not recognized in most 

earlier experimental work on TPE. The existence of a 

photocyclized intermediate is still under debate even in recent 

Fig. 4: Photoabsorption spectra (a) reproduced from the paper of Greene34 and (b) 

computed from a Wigner distribution (ωB97XD/Def2-SVP) for TPE in red and the 

cyclized form of TPE (c-TPE) in blue, at LC2-TD-DFTB level for the isolated molecules.  

b) 

a) 
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experimental work.65,66 In the spectroscopic results by Kayal et 

al.,65 a bi-exponential decay of TPE was observed with a 

"short" time constant of 0.29 ps and a longer time constant of 

1.9 ps in hexane. While the latter was assigned to ethylenic 

twist, the former was interpreted as a structural relaxation of 

the S1 Franck-Condon state to a torsionally relaxed state. 

In light of our current result, we were able to qualitatively 

reproduce the experimental lifetime of the twisted state. 

There is a major disagreement about the interpretation of the 

short time constant. Experimentalists attribute this short time 

motion to the initial relaxation of excited state initiated by the 

torsion of the phenyl ring.65,66 However, we note that the short 

time constant perfectly matches the photocyclization process 

observed in theoretical work. Another recent experimental 

work highlighted the existence of both deactivation 

mechanisms, demonstrating the limit of the RIM model to 

explain the AIE process in TPE and its derivatives.66 However, 

the photocyclization was not considered as the main 

deactivation pathway for pristine TPE and the photocyclized 

intermediates were detected as long-lived species (for the 

derivatives of TPE). Thus, the further investigation should be 

done to correctly quantify the main deactivation pathways in 

TPE and reach the agreement between theory and experiment. 

3.2 Excited state dynamics of DPDBF and DMTPS 

The excited state decay of DPDBF and DMTPS in solution and 

aggregate was recently investigated by Blancafort et al.,19,20  

computing the energy profiles at CASPT2. The results 

demonstrated the key role of conical intersections to 

rationalize the fluorescence quenching in solution. However, a 

static picture does not provide information about the excited 

state lifetime and may eventually lack information about the 

possible side mechanisms. Thus, our first goal is to compute 

the dynamics of these two model systems and to compare the 

observed deactivation mechanism to the results at CASPT2, in 

order to validate the accuracy of LC-TD-DFTB. The second aim 

is to investigate the effect of solvent on the nonradiative decay 

and the excited states lifetime.  

In the Franck-Condon point, the excitation from S0 to S2 state 

of DPDBF at LC2-TD-DFTB corresponds to the bright ππ* 

transition while S1 has very small oscillatory strength (see 

Table S1 in ESI). By moving away from the Franck-Condon 

point, the S2 state can re-cross the potential energy surface of 

S1 and thus, the ordering of excited states may change. 

Following our protocol for sampling of initial conditions, part 

of the trajectories was initiated in the S2, and part in the S1, 

depending on which state carries more intensity.  

The computed lifetime of the excited states populated in 

dynamics (S1 + S2 + S3) for the isolated DPDBF is 0.8 ps (Fig. 5). 

To monitor the evolution of the different trajectories, the 

dihedral angle Θ for the twisting is plotted with respect to time 

(Fig. 6).  The different trajectories reached the crossing point 

with a dihedral angle Θ close to 90° which corresponds to a 

twisted state. Thus, only a single mechanism is observed for 

the fluorescence quenching of DPDBF, which is the ethylenic 

twist. These results are consistent with the previous work of 

Blancafort et al.19 A nonadiabatic molecular dynamics study by 

Gao et al.31 which employed an approximate time dependent 

Kohn-Sham approach also provided similar results with respect 

to the deactivation mechanism.  

The decay to the ground state through an ethylenic twist 

involves a large molecular motion and the presence of solvent 

Fig. 7: Time evolution of the population of different electronic states of DMTPS in gas 

phase dynamic at LC2-TD-DFTB. The exponential fitting for the decay of the excited 

states (S1 + S2 + S3) is shown in black. 

 

Fig. 6: Time evolution of the CC=CC dihedral angle Θ of DPDBF in gas phase for all 100 

trajectories with dynamics at LC2-TD-DFTB. The black dots represent the geometries 

corresponding to the S1/S0 crossings, while the green dots (0 fs) represent the initial 

conditions. 

Fig. 5: Population of different electronic states of DPDBF in the gas phase with respect 

to time in the nonadiabatic dynamics at LC2-TD-DFTB. The exponential fitting for the 

decay of the population of excited states (S1 + S2 + S3) is shown in black. 
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greatly increases the excited state lifetime compared to gas-

phase. Excited state lifetime value of 8.15 ps was computed 

from nonadiabatic dynamic in hexane solvent (see Fig. S13 in 

ESI). 70% of the trajectories (21/30) proceed through an 

ethylenic twist characterized by large dihedral angle θ (> 45°). 

This angle for DPDBF close to the S1/S0 crossing point is not as 

pronounced as in the gas-phase dynamics due to the more 

distorted geometries observed in the presence of hexane. 

Moreover, due to the steric effect by the surrounding solvent 

molecules, additional deactivation pathways appear for DPDBF 

such as photocyclization (1/30) and the distortion of benzene 

ring (3/30), which are not observed for the isolated molecule 

(note that 5 trajectories remain in excited state during the 

simulation time). All three mechanisms appear in both TPE and 

DPDBF, which can be rationalized by their similar conjugation 

pattern. DPDBF has a more rigid structure than TPE and thus, 

the photocyclization appear as a less favorable mechanism 

than the ethylenic twist. Further work with higher level of 

theory should be considered for DPDBF to validate the 

existence of these side mechanisms. 

To describe the excited state dynamics of the DMTPS with 

LC2-TD-DFTB, a nonadiabatic simulation is necessary, since two 

lowest singlet excited states (S1 and S2) appear nearly 

degenerate at the Franck-Condon point. The computed gas 

phase excited state lifetime is 1.8 ps (Fig. 7). The evolution of 

C-C bond lengths in the silole ring (Fig. 8) shows an alternation 

of the three bond lengths near the crossing with the ground 

state (compared to the initial structures). The single bond d1 

shrinks from initial 1.4-1.6 Å to 1.25-1.45 Å while the average 

length of the double bond d2 stretches from 1.3-1.4 Å to 1.4-

1.6 Å.  

The initial motion in the excited state dynamics is an in-

plane vibration characterized by a bond length alternation of 

the single and double bonds of silole ring. The deactivation 

mechanism of DMTPS can be related to cyclopentadiene.75 In 

cyclopentadiene derivatives, the conical intersection is 

reached by an in-plane motion conjugated with out-of-plane 

ring deformation. In DMTPS, the out-of-plane silicon can be 

observed for all the trajectories. Thus, the strong 

deplanarization facilitates reaching the S1/S0 crossing. Overall, 

the results (i.e. mechanisms) agree qualitatively with the 

previous computational work of Blancafort et al.20 

The presence of hexane solvent included via mechanical 

embedding does not change the deactivation mechanisms in 

DMTPS (see Fig. S16 in ESI) compared to gas-phase dynamics. 

The computed excited state lifetime in hexane is 6 ps. 

3.3 General discussions 

The present results along with several previous computational 

works demonstrate the importance of conical intersections for 

the fluorescence quenching of the most representative AIE 

systems. Thus, the RACI model proposed by Blancafort et al. 

appears more suitable to explain the fluorescence quenching 

mechanism for these systems than the RIM model. While the 

two models can be reconciled by stating that RACI is just a 

more specific variant of RIM,20 several remarks should be 

made. The RIM, i.e. its most common submodel RIR (restriction 

of intramolecular rotations) assumes a full rotation of the 

propeller-like moieties (such as phenyl rings). However, at the 

short timescales (i.e. femtosecond to picosecond) of the 

nonradiative decay, we do not observe rotations but rather 

limited torsions of rotable groups. The short time does not 

allow a full vibrational relaxation according to RIM model, 

whereas nonadiabatic events such as deactivation through a 

conical intersection are more likely to happen on such 

timescales. Furthermore, the nonradiative deactivation does 

not comprise only photophysical, but also photochemical 

phenomena, such as cyclization. Likewise, the recent work of 

Tang et al. asserts that “the RIM paradigm needs to be 

revisited”.66 The central role of conical intersections in 

fluorescence quenching of AIE systems should not be 

surprising considering that their importance was already 

recognized for many other organic molecules such as 

BODIPY,76,77 oxazine dye,78 aminopurine,79 polycyclic aromatic 

hydrocarbons80 etc. The role of conical intersections was also 

discussed for AIE-active ESIPT (excited state intramolecular 

proton transfer) materials.81,82  

While the present work was done for the fundamental (i.e. 

pristine) AIE systems, most of the experimental work refers to 

the various derivatives of these molecules. The effect of the 

substituents cannot be neglected, as different functional 

groups can eventually completely change the accessible decay 

pathways.34 Furthermore, the effect of solvent (polarity, 

viscosity) may be significant and should not be neglected when 

interpreting experimental results. For instance, changing 

solvent may significantly extend the lifetime of the excited 

state.36 While the dynamics in hexane (low dielectric constant) 

strongly resembles the gas phase dynamics with respect to 

deactivation mechanism, this might not be universal for other 

solvents. These effects should be the focus of the future work.  

4 Conclusions 

We explore the mechanisms of the nonradiative decay in three 

prototypical AIE systems (TPE, DPDBF and DMTPS), both in the 

gas phase (reflecting the intrinsic molecular properties) and in 

hexane solution. The relaxation through the conical 

intersection plays a key role in the fluorescence quenching of 

these compounds. This goes in favor of the recently proposed 

RACI model, which exploits the concept of conical intersection 

accessibility to explain the fluorescence quenching in solution.  

Fig. 8: Evolution of the bond length d1 (red bond) and the average bond length d2 (blue 

bonds) from dynamics at LC2-TD-DFTB. The black dots represent the geometry 

corresponding to the S1/S0 crossing for the different trajectories and the green dots 

corresponds to the geometries of initial conditions. 
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TPE (both intrinsic and solvated) has two major excited state 

deactivation channels: photocyclization and ethylenic twist. 

DPDBF mainly decays through the ethylenic twist, while 

DMTPS decays via silole ring distortion. The hexane solvent 

does not significantly alter the photophysics and 

photochemistry of these compounds. The mechanisms which 

involve a sizable geometrical reorganization (ethylenic twist) 

and ring distortion occur on a longer timescale, while the 

photocyclization is only slightly slower in solution. The 

computational protocol we employ here, combining excited 

state molecular dynamics and cheap electronic structure 

method (LC-TD-DFTB) provides a reliable picture of excited 

state phenomena at the previously unprecedented 

computational speed. Thus, the same methodology will be 

further employed for rational design and screening of new AIE 

molecules. 

TD-DFTB is an emerging and promising method for 

investigating the excited state phenomena in large molecules. 

Earlier applications by Mitric et al. and Barbatti et al. outlined 

the strengths and weaknesses of this approach.83,84 Common 

AIE systems appear suitable for LC-TD-DFTB, since their 

photochemistry and photophysics are restricted to low-lying 

excited states (typically S1, S2) of ππ* character. The present 

results are consistent with the earlier theoretical and available 

experimental data. In the cases where consensus is still not 

achieved, such as photocyclization of TPE, LC-TD-DFTB results 

still qualitatively agree with other theoretical methods (TD-

DFT, CASPT2, semi-empirical). Yet, the precise quantitative 

measures (lifetimes, ratios) are still highly sensitive to the 

approximation employed (both for nuclear dynamics and 

electronic structure) and should serve only as a qualitative 

guideline to interpret experiments. 
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