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carbon and their ratio using the MINERvA scintillator-tracker. The measurements span the energy range
2–22 GeVand were performed using forward and reversed horn focusing modes of the Fermilab low-energy
NuMI beam to obtain large neutrino and antineutrino samples. The flux is obtained using a subsample of
charged-current events at low hadronic energy transfer alongwith precise higher energy external neutrino cross
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obtained within the same experiment using the same technique, benefits from the cancellation of common
sample systematic uncertainties and reaches a precision of∼5% at low energy. Our results for the antineutrino-
nucleus scattering cross section and for RCC are the most precise to date in the energy range Eν < 6 GeV.
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I. INTRODUCTION

Long-baseline oscillation experiments [1,2], which aim
to precisely measure neutrino oscillation parameters and
constrain CP violation, will make use of neutrino and
antineutrino beams in the few-GeV neutrino energy (Eν)
range. For appropriate baselines and energies, neutrino
oscillation phenomena produce distinct shape signatures
on either νμ → νe or ν̄μ → ν̄e appearance probabilities,
which, in matter, depend on the CP violating phase
(δCP) and the (unknown) sign of the mass splitting term,
Δm2

31. Variations of oscillation parameters over their
allowed ranges produce degenerate effects on the appear-
ance probabilities, complicating these measurements.
Uncertainties in poorly constrained cross section compo-
nents in this energy range produce further competing shape
effects on the measured visible energy spectra used to
extract the oscillation probabilities. Utilizing beams of both
neutrinos and antineutrinos allows a measurement of the
CP asymmetry [3], ACP, defined as,

ACP ¼ Pðνμ → νeÞ − Pðν̄μ → ν̄eÞ
Pðνμ → νeÞ þ Pðν̄μ → ν̄eÞ

; ð1Þ

which can be written in terms of probability ratios.
Reducing uncertainties on the cross sections, and in
particular their ratio, RCC ¼ σν̄=σν, to which ACP is
primarily sensitive, is essential to achieving ultimate
sensitivity in oscillation measurements.
The results presented here use neutrino and antineutrino

events analyzed in the MINERvA scintillator (CH) detector
exposed to the NuMI (Neutrinos at the Main Injector)
beam. Total cross sections are extracted from selected
charged-current (CC) event samples, and incident fluxes
are measured in situ using a subsample of these events at
low-ν (ν is the energy transferred to the hadronic system) as
in our previous result [4]. The ratio, RCC, is obtained by
forming ratios of measured event rates in the two beam
modes. Since the measurements are performed using the
same apparatus and flux measurement technique, common
detector and model related systematic uncertainties cancel
in the ratio, resulting in a precise measurable quantity that
can be leveraged to tune models and improve knowledge
of interaction cross sections.
While knowledge of neutrino cross sections has recently

been improved in the low-energy region, there is a dearth
of precise antineutrino cross section measurements at low
energies (below 10 GeV) [5]. The cross section ratio, RCC,
has recently been measured by MINOS [6] on iron with a
precision of ∼7% at 6 GeV. At lower energies, only one
dedicated measurement [7] (on CF3Br) has been per-
formed, with a precision of ∼20%. Measurements on a
range of nuclear targets are needed to constrain nuclear
dependence which currently contributes significantly to
modeling uncertainty. While much of the existing data is on

an iron nucleus, this result provides data on a light nuclear
target (carbon). We improve on the precision of both the
antineutrino cross section and RCC (by nearly a factor of 4)
at low energies (2–6 GeV).
Systematic uncertainties in our measured cross sections

are dominated at the lowest energies by the limited knowl-
edge of cross section model components at low hadronic
energy transfer (≲1 GeV). The current suite of neutrino
generators [8–14] are known to be deficient in modeling
nuclear effects and detailed exclusive process rates at low
energy transfer. To allow our measurement to be updated
with future models, we also present the measured rates
(corrected for detector effects and backgrounds) with the
primary model-dependent terms factorized.
We have previously reported an inclusive CC cross

section measurement [4] using the same data sample and
method to constrain the flux shape with energy. The results
presented here use an updated cross sectionmodelwhich has
been tuned to improve agreement with our data in the low-ν
region [15] as described in Sec. III. The current work also
provides a precise measurement of the ratio, RCC, as well as
the measured model-independent rates for re-extracting
cross sections with alternative generator-level models. In
addition, the antineutrino flux normalization method
employed here improves the antineutrino cross section
precision by a factor of 1.5–1.9, which for the previous
result was dominated by the large uncertainty (∼10%) on the
model-based antineutrino normalization constraint.

II. MINERVA EXPERIMENT

Muon neutrinos and antineutrinos are produced in NuMI
when 120 GeV protons from the Fermilab Main Injector
strike a graphite target. Details of the NuMI beam line can
be found in Ref. [16]. A system of two magnetic horns is
used to focus emerging secondary pions and kaons, which
are allowed to decay in the 675 m space immediately
downstream of the target. We analyze exposures in two
low-energy NuMI beam modes. The forward horn current
(FHC) mode sets the horn polarity to focus positively
charged secondary beam particles, which results in a
primarily muon neutrino beam (10.4% muon antineutrino
component) with 3 GeV peak energy. If the polarity of both
horns is reversed (RHC mode) the resulting beam has a
large fraction of muon antineutrinos with the same peak
beam energy and a sizable muon neutrino component
(17.7%) that extends to high energies. Figure 1 shows
the simulated fluxes [17] for muon neutrinos and antineu-
trinos in each mode. We use samples collected between
March 2010 and April 2012 corresponding to exposures
of 3.20 × 1020 protons on target (POT) in FHC and
1.03 × 1020 POT in RHC beam modes.
TheMINERvA fine-grained scintillator tracking detector

[18] is situated approximately 1 km downstream of the
NuMI target. The active detector consists of triangular
scintillator strips with height 1.7 cm and base 3.3 cm
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arranged into hexagonal X, U and V planes (at 60° with
respect to one another) and giving single-plane position
resolution of about 2.5 mm. We use events originating in
the 6 ton fully active scintillator region that is primarily
composed of carbon nuclei (88.5% carbon, 8.2% hydrogen,
2.5% oxygen and a number of other nuclei that make up the
remaining fraction, by mass). We report results on a carbon
target by correcting for the MINERvA target proton excess
(see Sec. VI).
The downstream most plane of MINERvA is positioned

2 m upstream of the magnetized MINOS Near Detector
[19] (MINOS ND), which is used to contain and momen-
tum analyze muons exiting the MINERvA active detector
volume. The detector geometry changes from sampling
after every iron plane (2.54 cm thickness) to sampling
every five iron-scintillator units after the first 7.2 m. This
produces features in the measured muon momentum
distribution and acceptance which will be discussed
below. For the FHC (RHC) beam mode the MINOS ND
toroidal magnetic field is set to focus negatively (positively)
charged muons. Measurement of the direction of track
curvature is used to tag the charge-sign of tracks, which is
crucial to reducing the large wrong-sign beam background
in the RHC mode.

III. MONTE CARLO SIMULATION

We use a custom MINERvA -tuned modification of
GENIE 2.8.4 [20,21] referred to here as “GENIE-Hybrid”
as input to simulated event samples as well as for the model
correction terms needed to obtain our default cross section
results. This model incorporates improvedmodeling of low-
ν cross section components and is similar to that described
in Ref. [15]. GENIE 2.8.4 uses a modified version of the
relativistic Fermi gas model of the nucleus, which is
inadequate to precisely describe neutrino scattering data
at low three-momentum transfer such as quasielastic (QE)
and Δð1232Þ resonance production. For QE events, we use
the random phase approximation (RPA) [22] model, which
includes long-range nucleon-nucleon correlations to more

accurately characterize scattering from a nucleon bound
in a nucleus. We also include the Valencia “2p2h” model
contribution [23] of the neutrino interactingwith a correlated
nucleon pair that populates the energy transfer region
between the QE and Δ-resonance events. Since even this
does not adequately cover the observed signal excess in this
region [15], we include additional modeling uncertainties
from this contribution. In addition, we reduce the GENIE
single pion nonresonant component1 with initial state νþ n
(or ν̄þ p) by 57%, which has been shown to improve
agreement with observed deuterium data [24].

IV. TECHNIQUE OVERVIEW

Events studied in this analysis are categorized as
charged-current events by the presence of a long track
originating from the primary interaction vertex which
extrapolates into the MINOS ND. The inclusive sample,

Nνðν̄Þ
CC ðEÞ, is the number of measured charged current events

in a neutrino energy bin E. We define Rνðν̄ÞðEÞ, which is
related to the fiducial cross section, as

Rνðν̄ÞðEÞ ¼ ðNνðν̄Þ
CC ðEÞ − Bνðν̄Þ

CC ðEÞÞ × Aνðν̄Þ;DET
CC ðEÞ

ðFνðν̄ÞðEÞ − Bνðν̄Þ
Φ ðEÞÞ × Aνðν̄Þ

Φ ðEÞ
; ð2Þ

where superscript ν (ν̄) refers to neutrino (antineutrino).
Fνðν̄ÞðEÞ is the “flux sample” obtained from a subset of

Nνðν̄Þ
CC ðEÞ with low hadronic energy (discussed below). The

terms Bνðν̄Þ
CC ðEÞ and Bνðν̄Þ

Φ ðEÞ are backgrounds due to neutral
current and wrong-sign beam contamination in the inclu-

sive and flux samples, respectively. Terms Aνðν̄Þ;DET
CC ðEÞ and

Aνðν̄Þ
Φ ðEÞ correct the cross section and flux respective

samples for detector resolution and bin-migration effects.

The numerator of Eq. (2), Γνðν̄Þ
CC ðEÞ,

Neutrino Energy (GeV)
0 5 10 15 20 25 30

P
O

T
6

/G
eV

/1
0

2
N

eu
tr

in
os

/m

-210

-110

1

10

210 FHC
Neutrino

Antineutrino

Neutrino Energy (GeV)
0 5 10 15 20 25 30

P
O

T
6

/G
eV

/1
0

2
N

eu
tr

in
os

/m

-210

-110

1

10

210 RHC
Antineutrino

Neutrino

FIG. 1. Predicted incident neutrino fluxes at the MINERvA detector in FHC (left) and RHC (right) beam modes from Ref. [17].

1The corresponding GENIE parameter is RνnCC1π
bkg for neutrino

and Rν̄pCC1π
bkg for antineutrino [21].
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Γνðν̄Þ
CC ðEÞ ¼ ðNνðν̄Þ

CC ðEÞ − Bνðν̄Þ
CC ðEÞÞ × Aνðν̄Þ;DET

CC ðEÞ; ð3Þ

is the fiducial event rate and is tabulated below. To obtain
the incident beam flux, we employ the “low-ν” method
described previously [4,6,25,26]. In brief, the differential
dependence of the cross section in terms of ν is expanded
in ν=E as

dσν;ν̄

dν
¼ A

�
1þ Bν;ν̄

A
ν

E
−
Cν;ν̄

A
ν2

2E2

�
; ð4Þ

where E is the incident neutrino energy. The coefficients A,
Bν;ν̄, and Cν;ν̄ depend on integrals over structure functions
(or form factors, in the low energy limit).

A ¼ G2
FM
π

Z
F2ðxÞdx; ð5Þ

Bν;ν̄ ¼ −
G2

FM
π

Z
ðF2ðxÞ ∓ xF3ðxÞÞdx; ð6Þ

and

Cν;ν̄ ¼ Bν;ν̄ −
G2

FM
π

Z
F2ðxÞ

�
1þ 2Mx

ν

1þ RL
−
Mx
ν

− 1

�
dx: ð7Þ

In the limit of ν=E → 0, the B and C terms vanish and
both cross sections approach A [defined in Eq. (5)], which
is the same for neutrino and antineutrino probes scattering
off an isoscalar target (up to a small correction for quark
mixing). We count events below a maximum ν value (ν0)
and apply a model-based correction

Sνðν̄Þ;ν0ðEÞ ¼ σνðν̄Þðν0; EÞ
σνðν̄Þðν0; E → ∞Þ ; ð8Þ

to account for ν=E and ðν=EÞ2 terms in Eq. (4). The
numerator in Eq. (8) is the value of the integrated cross
section below our chosen ν0 cut at energy E, and the
denominator is its value in the high energy limit. For
antineutrinos, the structure functions inEq. (6) add, resulting
in a larger energy dependent correction term than for the
neutrino casewhere they are subtracted and partially cancel.
The flux is then proportional to the corrected low-ν rate

Φνðν̄ÞðEÞ ∝ ðFνðν̄ÞðEÞ − Bνðν̄Þ
Φ ðEÞÞ × Aνðν̄Þ

Φ ðEÞ
Sνðν̄Þðν0; EÞ

: ð9Þ

We obtain a quantity that is proportional to the total CC
cross section,

σνðν̄ÞCC ðEÞ ∝ Rνðν̄Þ × Sνðν̄Þðν0; EÞ × Aνðν̄Þ;KIN
CC ðEÞ; ð10Þ

by applying a correction, Aνðν̄Þ;KIN, for regions outside of
our experimental acceptance. The term Aνðν̄Þ;KIN (discussed
in Sec. VA) is computed from a generator level

Monte Carlo model. The rates, Rν and Rν̄, in each beam
mode are used to obtain the ratio

RCCðEÞ¼
σν̄CCðEÞ
σνCCðEÞ

¼Rν̄

Rν

�
Aν̄;KIN
CC ðEÞ×Sν̄ðν0;EÞ×Hνðν0Þ

Aν;KIN
CC ðEÞ×Sνðν0;EÞ×Hν̄ðν0Þ

�
:

ð11Þ

The termsHνðν0Þ andHν̄ðν0Þ, which supply the absolute
flux normalization in the low-ν method for neutrinos and
antineutrinos, respectively, are related in the Standard
Model and nearly cancel in this ratio. The measurements
are performed using the same detector and beam line,
which reduces the effect of some experimental uncertain-
ties. The ratio measured in this technique also benefits from
cancellation of correlated model terms; this cancellation
reduces the modeling component of the systematic uncer-
tainty relative to that for either neutrino or antineutrino
measured cross section.

V. EVENT RECONSTRUCTION AND SELECTION

Neutrino events are reconstructed using timing and
spatial information of energy deposited in the MINERvA
scintillator. Hits are grouped in time into “slices” and within
a slice, spatially into “clusters” which are used along with
pattern recognition to identify tracks. The CC-inclusive

event sample, denoted Nνðν̄Þ
CC ðEÞ, is selected by requiring a

primary track matched into the MINOS ND. MINOS-
matched track momentum, Eμ, is reconstructed using either
range, for tracks that stop and deposit all of their energy in
theMINOSND, or the measured curvature of the trajectory,
for tracks which exit the MINOS ND. Tracks measured
from range in MINOS have a momentum resolution of
order 5% while those measured from curvature typically
have a resolution of order 10%. Clusters not associated with
the MINOS-matched muon track form the recoil system
and are calorimetrically summed to obtain the hadronic
energy, ν. Neutrino energy is constructed from the sum
Eν ¼ Eμ þ ν. An event vertex is assigned by tracking the
muon upstream through the interaction region until no
energy is seen in an upstream cone around the track. The
vertex is required to be within the fiducial region of the
scintillator.
Additional track requirements are applied to improve

energy resolution and acceptance. The track fitting pro-
cedure in the MINOS spectrometer yields a measurement
of the momentum with an associated fractional uncertainty,
which is required to be less than 30%. The charge-sign is
determined by measuring the track curvature and is
required to be negative for tracks in FHC mode and
positive for those in RHC mode. We also require the muon
track candidate to have a minimum energy Eμ > 1.8 GeV
and a maximum angle θμ < 0.35 rad (20°) with respect to
the beam direction in the lab frame. The portion of the track
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in MINOS is required to not pass through the uninstru-
mented coil hole region. Events in which the muon track
ends less than 80 cm from the center of the coil hole are
also removed. This removes 0.8% (0.4%) events from the
neutrino (antineutrino) CC-inclusive sample.
The flux-extraction technique uses Fνðν̄ÞðEÞ, the number

of CC-inclusive events in an energy bin below a maximum
ν value. We choose this maximum value (ν0) to vary with
energy, keeping the energy dependent contributions in
Eq. (4) small (≲0.1 for neutrinos and ≲0.2 for antineu-
trinos) in the region where modeling uncertainties are
sizable (Eν < 7 GeV), while at higher energies where
we normalize to external data (12–22 GeV), it is increased
to improve statistical precision. The values are ν0¼0.3GeV
for Eν < 3 GeV, ν0 ¼ 0.5 GeV for 3 < Eν < 7 GeV,
ν0 ¼ 1 GeV for 7 < Eν < 12 GeV and ν0 ¼ 2 GeV for
Eν > 12 GeV. The inclusive and flux sample overlap is
less than 50% (60%) for neutrinos (antineutrinos).

A. Event rates

Figure 2 shows the measured inclusive and flux sample
rates in the two beam modes. The fiducial event rate,

Γνðν̄Þ
CC ðEÞ, [Eq. (3)] is determined by removing sample

backgrounds and applying corrections for experimental

acceptance. The components are described below and
tabulated in Table I.
Backgrounds are dominated by the contribution from

tracks with misidentified charge-sign which arise from the
wrong-sign beam flux component (wrong-sign contamina-
tion). The background peaks at high energies in the RHC
mode (about 4% above 10 GeV in the inclusive sample).
The charge-sign and track quality requirements effectively
reduce the wrong-sign contamination. The remaining back-
ground is estimated using the simulated wrong-sign beam
flux shown in Fig. 1. The neutral current contribution is
negligible (≪ 1%) in both beam modes.
We correct for the experimental acceptance effects using

a full detector simulation along with a tuned version of
GENIE Monte Carlo (GENIE-Hybrid) which is described
in Sec. III. We separate experimental acceptance terms into

two contributions. The term Aνðν̄Þ;DET
CC , which represents the

ratio of the number of events generated in a given neutrino
energy bin to the number reconstructed in our event sample,
accounts for detector resolution smearing and bin migration
effects. Final state interaction (FSI) effects, which arise
from reinteractions of emerging final state particles in the
target nucleus, change the measured hadronic energy and

also affect Aνðν̄Þ;DET
CC . This bin migration effect is included
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FIG. 2. Neutrino inclusive (Nνðν̄Þ
CC ) and low-ν flux sample (Fνðν̄Þ) yields for FHC neutrino (left) and RHC antineutrino (right) modes.

The dashed lines are plotted at the values where the flux sample ν0 is changed. Statistical errors are too small to be visible on the points.

TABLE I. Neutrino and antineutrino inclusive, Nνðν̄Þ
CC , and flux sample, Fνðν̄Þ, yields along with corresponding background

contributions (Bνðν̄Þ
CC and Bνðν̄Þ

Φ , respectively). The acceptance term, Aνðν̄Þ;DET
CC , is applied to obtain the fiducial event rate, Γνðν̄Þ

CC ðEÞ,
from Eq. (3).

ν0 (GeV) E (GeV) Nν
CC Bν

CC Aν;DET
CC Fν Bν

Φ Aν
ϕ N ν̄

CC Bν̄
CC Aν̄;DET

CC Fν̄ Bν̄
Φ Aν̄

ϕ

0.3 2–3 20660 53 2.38 11493 29 1.94 5359 18 1.99 3673 6 1.60
3–4 44360 61 2.30 25530 19 1.76 10133 25 1.94 6560 4 1.56

0.5 4–5 29586 65 1.92 11765 13 1.45 5955 24 1.65 2871 2 1.36
5–7 32026 170 1.70 8046 29 1.34 5284 74 1.47 1764 4 1.27

1.0 7–9 23750 171 1.86 6980 32 1.59 3261 102 1.58 1224 6 1.50
9–12 29161 207 1.95 6165 31 1.60 3400 141 1.66 1007 9 1.53
12–15 24093 158 1.94 7438 39 1.42 2496 115 1.63 1033 9 1.42

2.0 15–18 19011 104 1.85 5041 17 1.28 1690 77 1.48 595 6 1.23
18–22 18475 98 1.78 3826 14 1.25 1418 72 1.44 427 5 1.23
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in our Monte Carlo simulation model. The term Aνðν̄Þ
Φ ðEÞ is

defined similarly with an additional maximum ν require-

ment. The fiducial event rate depends only on Aνðν̄Þ;DET
CC and

Aνðν̄Þ
Φ ðEÞ and is nearly generator model independent. The

kinematic acceptance, AKIN
CC , defined as the ratio of all

generated events in a given bin to those with muon energy
Eμ > 1.8 GeV and angle θμ < 0.35 rad, must be applied to
obtain a total cross section from the fiducial event rate. This
term is computed directly from a generator level model. It is
tabulated for our default model along with other model-
dependent corrections in Table III. Nearly all muons in the
selected flux sample automatically pass the kinematic cuts
(except for a small fraction in the first energy bin which is
computed to be 5.1% using the GENIE-Hybrid model and
4.9% using NuWro [14]). We therefore only report one
acceptance, AΦ, which includes the kinematic contribution
in the flux sample.
Figure 3 shows the size of the acceptance correction terms

for each sample. Kinematic acceptance is most important at
lowest energies (primarily below 3 GeV), which have the
largest fraction of events belowmuon energy threshold. The
kinematic thresholds result in poorer overall acceptance at
all energies for neutrinos compared with antineutrinos. This

is a consequence of the different inelasticity (y ¼ ν=Eν)
dependence of the two cross sections, which produce a
harder muon energy distribution for antineutrinos with
correspondingly more forward-going muons. The flux
sample with the ν < ν0 requirement also selects a harder
muon spectrum and results in better corresponding accep-
tance relative to the inclusive sample in both modes. The
detector acceptance is above 50% for neutrino energies
greater than 5 GeV. The shapes of 1=ADET

CC and 1=AΦ are
affected by the MINOS ND sampling geometry as well as
the two methods of measuring momentum (from range and
from curvature), which have different resolution. The dip in
the 6–10 GeV region results from the contained (range)
momentum sample decreasing while the curvature sample,
which has poorer resolution, is becoming dominant.

VI. LOW-ν FLUX EXTRACTION

We obtain the shape of the flux with energy from the
corrected flux yield using Eq. (9). The low-ν correction
term is computed from Eq. (8) using the GENIE-Hybrid
model as shown in Fig. 4 (also in Table III).
The neutrino flux is normalized using external

neutrino cross section data overlapping our sample in the
normalization bin, EN , (neutrino energies 12–22 GeV).
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The NOMAD [27] measurement is singled out because it
is the only independent result on the same nuclear target
(carbon) in this range. The weighted average value of the
NOMAD from 12–22 GeV is σνN=EN ¼ ð0.699� 0.025Þ×
10−38 cm2=GeV. We compute a weighted average value
for our measured unnormalized neutrino cross section,
σν;ν0ðENÞ, from our points (E ¼ 13.5, 16.5, and 20 GeV)
in the normalization bin from Eq. (10). We obtain a
normalization constant for each ν0 subsample,Hνðν0Þ, using

Hνðν0Þ ¼
σν;ν0ðENÞ × IνisoðENÞ

σνN
; ð12Þ

where the isoscalar correction, Iiso, accounts for the proton
excess (fp ¼ 54%, fn ¼ 1 − fp) in the MINERvA target
material obtained from

Iνðν̄Þiso ðEÞ ¼
�

σνðν̄Þp ðEÞ þ σνðν̄Þn ðEÞ
fpσ

νðν̄Þ
p ðEÞ þ fnσ

νðν̄Þ
n ðEÞ

�

×

�
fpσ

νðν̄Þ
p ðν0; EÞ þ fnσ

νðν̄Þ
n ðν0; EÞ

σνðν̄Þp ðν0; EÞ þ σνðν̄Þn ðν0; EÞ

�
: ð13Þ

Here, σνðν̄ÞpðnÞðEÞ is the neutrino (antineutrino) cross section
on a proton (neutron) in carbon and σνðν̄ÞpðnÞðν0; EÞ is its value
for ν < ν0. This correction, (see Table III), is negligible
above 6 GeV and increases up to 4.2% in the lowest
energy bin.
In the low-ν flux extraction method, neutrino and

antineutrino cross sections in the low inelasticity limit
y → 0 are related, and approach the same constant value
[Eq. (4)] for an isoscalar target in the absence of quark
mixing. We make use of this to link the normalization of
our low-ν antineutrino flux sample to that for neutrinos and
therefore do not require external antineutrino cross section
values. The weighted average (isoscalar corrected) unnor-
malized antineutrino cross section, σν̄;ν0ðENÞ × Iν̄isoðENÞ, is
computed in the normalization bin for each ν0 value. It is
linked to that for neutrinos by applying a small correction
due to quark mixing, which is computed from a generator
model

Gðν0Þ ¼
σν̄ðν0; E → ∞Þ
σνðν0; E → ∞Þ : ð14Þ

TABLE II. Neutrino and antineutrino flux data and corrections needed to apply the normalization technique described in the text. The

flux sample yield, Fνðν̄Þ, along with corresponding background contribution, Bνðν̄Þ
Φ , and acceptance correction, Aνðν̄Þ

ϕ , are ν0 dependent
and are used to compute the unnormalized cross section.

ν0 (GeV) E (GeV) FνðEÞ Bν
ΦðEÞ Aν

ϕðEÞ Hνðν0Þ Fν̄ðEÞ Bν̄
ΦðEÞ Aν̄

ϕðEÞ αðν0Þ
0.3 13.50 1315 10 1.18 247 1 1.04
0.3 16.50 863 4 1.12 3.83� 0.091 147 1 0.94 1.126� 0.067
0.3 20.00 662 4 1.05 110 1 0.96
0.5 13.50 2415 15 1.28 385 2 1.21
0.5 16.50 1613 7 1.19 1.96� 0.035 224 1 1.09 1.056� 0.051
0.5 20.00 1190 4 1.16 159 2 1.12
1.0 13.50 4419 25 1.36 636 5 1.33
1.0 16.50 2967 12 1.25 1.02� 0.014 373 3 1.18 1.005� 0.039
1.0 20.00 2235 8 1.21 260 3 1.19
2.0 13.50 7438 39 1.42 1033 9 1.42
2.0 16.50 5041 17 1.28 0.574� 0.006 595 6 1.23 1
2.0 20.00 3826 14 1.25 427 5 1.23

TABLE III. Neutrino and antineutrino cross section model dependent corrections computed using the GENIE-Hybrid model.

Sνðν̄Þðν0; EÞ is defined in Eq. (8), and Iνðν̄Þiso ðν0; EÞ is defined in Eq. (13).

E(GeV) Aν;KIN
CC ðEÞ Sνðν0; EÞ Iνisoðν0; EÞ Aν̄;KIN

CC ðEÞ Sν̄ðν0; EÞ Iν̄isoðν0; EÞ
2.5 3.094 1.096 0.954 1.883 0.801 1.042
3.5 1.981 1.040 0.982 1.293 0.809 1.016
4.5 1.746 1.032 0.983 1.185 0.850 1.016
6 1.559 1.023 0.984 1.118 0.884 1.016
8 1.423 1.007 0.998 1.076 0.869 1.005
10.5 1.326 1.005 0.998 1.060 0.899 1.005
13.5 1.253 0.995 0.999 1.044 0.875 1.004
16.5 1.207 0.992 0.999 1.035 0.893 1.004
20 1.171 0.995 0.999 1.032 0.912 1.004
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This correction, which is dominated by a term that is
proportional to V2

us≈0.05, is negligible for ν0<0.5GeV,
1.5% for ν0 < 1 GeV and 2.6% for ν0 < 2 GeV. We obtain
a normalization factor for the ν0 ¼ 2 GeV subsample from
the corrected neutrino normalization, Hν̄ ¼ Hν=G. Rather
than treating each low-ν subsample independently, we
take the ν0 ¼ 2 GeV value as a standard and relatively
normalize among different flux samples to make them
match the same value in the normalization bin. We obtain
the normalization for each ν0 sample from Hν̄ðν0Þ ¼
Hνðν0Þ=Gðν0Þ=αðν0Þ, where αðν0Þ is the factor needed
to adjust the measured antineutrino cross section at EN to
our measured value for ν0 ¼ 2 GeV. This technique makes
use of additional information in our low-ν data to com-
pensate for unmodeled cross section contributions or
energy dependent systematic uncertainties in that region.
The values of α (given in Table II) range from 1.0 to 1.126.
The size of the correction in the lowest energy bin is
comparable to the size of the 1σ systematic error in the bin
(9%). The additional statistical error from α is included
in the result, and it dominates the statistical error in the
antineutrino flux and RCC below 7 GeV.

VII. SYSTEMATIC UNCERTAINTIES

We consider systematic uncertainties that arise from
many sources including muon and hadron energy scales,
reconstruction-related effects, cross section modeling,
backgrounds, and normalization uncertainties. In each
case, we evaluate the effect by propagating it through all
the steps of the analysis, including a recalculation of the
absolute normalization. The normalization technique
makes the results insensitive to effects that change the
overall rates.
The muon energy scale uncertainty is evaluated by

adding the 2% range uncertainty [19] in quadrature with
the uncertainty in momentum measured from curvature
(2.5% for Pμ < 1 GeV and 0.6% for Pμ > 1 GeV), which
is dominated by knowledge of the MINOS ND magnetic
field [18]. A small component of energy loss uncertainty
in MINERvA is also taken into account. The hadronic
response uncertainty is studied by incorporating an indi-
vidual response uncertainty for each final state particle
produced at the hadronic vertex in the neutrino interaction.
A small-scale functionally equivalent detector in a test
beam [28] was used to assess energy responses and their
uncertainties, which are found to be 3.5% for protons,
and 5% for π� and K. In addition to the test beam study,
information from an in situMichel electron and π0 samples
is used to determine the 3% uncertainty in electromagnetic
response. Low-energy neutrons have the largest uncertain-
ties (25% for kinetic energies < 50 MeV and 10%–20%
for > 50 MeV), which are estimated by benchmarking
GEANT4 [29] neutron cross sections against nA → pX
measurements in this energy range. The energy scale
uncertainties are the most important components of the

flux shape measurement, but these largely cancel in cross
sections and RCC, resulting in a smaller overall effect.
Two reconstruction-related sources of uncertainty that

affect measured shower energies were considered. The
effect of PMT channel cross talk is studied by injecting
cross talk noise into the simulation, and its uncertainty is
estimated by varying the amount by 20%. The resulting
uncertainty is small and is added in quadrature with the
hadronic energy scale uncertainty. Muon track-related
energy depositions (from δ rays or bremsstrahlung) are
difficult to isolate within the shower region. We use data
and simulation samples of beam-associated muons passing
through the detector to model these and tune our hadron
energy distribution in data and simulation. We compare two
algorithms to separate muon-associated energy from the
shower region and take their difference as the uncertainty
from this source, which is also found to be small.
The effect of accidental activity from beam-associated

muons is simulated by overlaying events from data within
our reconstruction timing windows. We study overall
reconstruction efficiency as a function of neutrino energy
by projecting track segments reconstructed using only the
MINERvA detector and searching for the track in MINOS
ND, and vice versa. Track reconstruction efficiency, which
agrees well between data and Monte Carlo simulations, is
above 99.5% for MINERvA and above 96% for MINOS
ND and is found to be nearly constant with energy. We
adjust the simulated efficiency accordingly, although the
normalization procedure makes the results insensitive to
these effects.
Cross section model uncertainties enter into the meas-

urement directly through the model-dependent correction
as well as through bin migration effects at the boundaries of
our experimental acceptance. Our default model (GENIE-
Hybrid) is based on GENIE 2.8.4; we therefore use the
prescription in Ref. [21] to evaluate uncertainties on all of
the corresponding model parameters. The largest GENIE
model uncertainties arise from final state interactions (FSI)
and the resonance model parameters. We account for
uncertainties in the resonance contribution by varying
the axial mass parameters, MRES

A and MRES
V , in our model

by �20% and �10%, respectively. The resulting effect on
the cross section is up to 4%. The GENIE parameters that
control FSI effects include mean free path, reaction
probabilities, nuclear size, formation time and hadroniza-
tion model variation. The largest FSI uncertainty, due to the
pion mean free path within the nucleus, is up to 2% (3%)
for cross sections (fluxes). We separately evaluate the
uncertainties from the tuned model components (RPA,
single pion nonresonant, and 2p2h) discussed in Sec. III.
We include half the difference between the default GENIE
2.8.4 and the implemented RPA model in quadrature into
the total model uncertainty. We assume a 15% uncertainty
in the retuned nonresonant single pion production
component. After incorporating the 2p2h model, a sizable
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discrepancy in the hadronic energy distribution with the
data remains. To assess an additional uncertainty from this
unmodeled contribution, we fit the data excess at low
hadronic energy described in Ref. [15] in the neutrino
energy range 2 < Eν < 6 GeV (taking into account sepa-
rately proton-proton and proton-neutron initial states)
to obtain a corrected model [30,31]. We take the uncer-
tainty as the difference of the result obtained with this data-
driven model, from the nominal result. The MINERvA
antineutrino data also show an excess in the same region.
We apply the corrected model from neutrino described
above and then fit the remaining antineutrino excess to
obtain a data-driven antineutrino 2p2h model uncertainty.
The primary effect of varying the size of this contribution is
to shift the overall level of the cross section. The normali-
zation procedure removes most of the effect and the
remaining uncertainty is less than 1.5% (2%) on the cross
section (flux).
The contamination from wrong-sign events is significant

only for the antineutrino sample (about 4% above 15 GeV).
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FIG. 5. Measurement uncertainties for neutrino (left) and antineutrino (right) low-ν fluxes. The total uncertainty (sys.+stat.) is the solid
line. Components from the cross section model (dashed red), FSI (dot-dash blue), and energy scales (dotted) are shown. The 3.6%
uncertainty in the external normalization (dashed black) is the error of the NOMAD data in the normalization region.
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FIG. 6. Measurement uncertainties for neutrino (left) and antineutrino (right) total cross sections. The total uncertainty (sys.+stat.) is
the solid line. Components from the cross section model (dashed red), FSI (dot-dash blue), and energy scales (dotted) are shown. The
3.6% uncertainty in the external normalization (dashed black) is the error of the NOMAD data in the normalization region. Statistical
error dominates the measurement in the antineutrino result.
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To evaluate the uncertainty from this source we recompute
the antineutrino cross section with wrong-sign events in the
RHC mode reweighted by the extracted neutrino low-ν
flux. The difference is taken as the wrong-sign contami-
nation uncertainty, which is less than 0.5% (0.2%) for the
extracted antineutrino cross section (flux).
The overall 3.6% normalization uncertainty arises from

the precision of the NOMAD data set in the energy range
12–22 GeV. We have assumed NOMAD data points in this
region to have 100% correlated point-to-point systematic
uncertainties in computing the weighted average error from
their data. For antineutrinos and RCC we assess an addi-
tional contribution to the uncertainty from the correction
term, Gðν0Þ, by varying the GENIE-Hybrid cross section
model parameters within their uncertainties prescribed by
GENIE. The resulting uncertainty is negligible (less than
0.5% for all energies).
An error summary for the fluxes is shown in Fig. 5.

The dominant systematic uncertainties on the shape for
both the neutrino and antineutrino fluxes arise from limited
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knowledge of muon and hadron energy scales. This
uncertainty peaks at low energies and has a nontrivial
energy dependence that is due to the combined effects from
subcomponents having different precisions, as well as to
the flux shape itself. The FSI uncertainty gives an effect that
is also important, 3.5%, and nearly constant with energy.
For antineutrinos, the statistical precision is poorer and is
comparable to the systematic precision over most of the
energy range. The statistical error in the data-based cross
normalization factor αðν0Þ (Table II), dominates the stat-
istical precision below 12 GeV and is responsible for the
detailed shape features in the uncertainty band.2

Neutrino and antineutrino cross section uncertainty
components are summarized in Fig. 6. Many systematic
effects cause changes that are similar in the cross section
and flux samples and partially cancel in the measured cross
section. The dominant uncertainty is from the cross section
model at low energy, while normalization dominates at high
energies. Neutrino and antineutrino cross sections have
comparable systematic errors but the statistical precision is
poorer for antineutrinos, and it dominates the error in all but
the lowest energy bin.
The uncertainties on the cross section ratio, RCC, are

summarized in Fig. 7. Energy scale uncertainties nearly
cancel in this ratio, and the sizes of effects from FSI
and many model uncertainties are reduced. The dominant
remaining uncertainties are from the MRES

A cross section
model parameter and the effect of implementing the RPA
model in GENIE 2.8.4. The corresponding cross section
components produce sizable shape effects on the visible
energy in the low-ν region. Different final states in neutrino
versus antineutrino interactions reduce cancellation effects
in these components for the ratio. The overall uncertainty in

RCC is dominated by statistical uncertainty in the antineu-
trino sample.

VIII. FLUX AND CROSS SECTION RESULTS

The extracted low-ν flux (Table IV) is shown in Fig. 8
where it is compared to the MINERvA simulated flux of
Ref. [17]. The latter flux is constrained using hadron
production data and a detailed GEANT4 [29] beam line
simulation. The extracted flux low-ν is in reasonable
agreement with the simulation for both modes.3 The
low-ν measurement prefers a smaller neutrino flux below
7 GeV (approximately 5%) while a larger flux is preferred
for both neutrinos and antineutrinos (2%–12% for neutri-
nos, up to 16% for antineutrinos) in the >7 GeV range.
The low-ν flux compared to the flux of the tuned
production-based simulation achieves better precision for
neutrinos (by 30% for Eν above 3 GeV) and comparable for
antineutrinos.
The measured cross sections (Table IV) are shown in

Fig. 9 compared with the GENIE-Hybrid model. The data
(red points), extracted using GENIE-Hybrid for model
corrections, favor a lower total cross section in the region
2–9 GeV, where data lie below the curves (by up to ∼2σ)
for neutrinos. Antineutrino data also favor a lower cross
section in the same region, but agree with models within the
precision of the data, which have larger statistical uncer-
tainties. For comparison, we also extract results using
Eqs. (10) and (11) and NuWro (squares) to compute
explicit model correction terms.4 We omit error bars from
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2Features occur where the ν0 cut value changes at 3, 7, and
12 GeV.

3Our previous measurement uses an earlier version of the
simulated flux as described in [4].

4GENIE 2.8.4 with FSI turned on is used to simulate the fully
reconstructed MINERvA samples, and to correct for detector
effects we deliberately turn the FSI processes off in NuWro, to
avoid double counting them.
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NuWro-based points, which use the same raw binned data,
and therefore have the same (correlated) statistical and
detector-related systematic uncertainties. The shaded band
shows the size of the estimated model systematic uncer-
tainty (computed from the GENIE-Hybrid model) which
spans the differences between the extracted cross section
values. The NuWro model has a different treatment of
the low-ν region than GENIE, including a different axial
mass parameter (MA¼1.2GeV), a transverse enhancement
model (TEM) [32]) to account for the meson exchange
current (MEC) scattering contribution, and a duality-based
treatment in the resonance region [33]. The two sets of
extracted cross sections show significant differences at
low energies that reflect different modeling of the kine-
matic acceptance correction (AKIN

CC ), which is large for
Eν < 7 GeV. QE and MEC components, which dominate
the lowest energy bin, have a harder muon spectrum
resulting in better acceptance in the NuWro model.
GENIE kinematic acceptance is better in the 3–7 GeV
energy range for the resonance and deep inelastic scattering
(DIS) components, which become dominant above 3 GeV.
At high energies, the normalization method removes the
effect of correction differences between the two models for
the neutrino data points. For antineutrinos, the GENIE-
Hybrid results are systematically above those for the
NuWro model by a few percent at high energies. We have
applied the GENIE-Hybrid quark mixing correction Gðν0Þ
to the NuWro data points (NuWro does not include quark
mixing by default). Figure 10 shows a comparison of the
measured charged-current total cross sections with world
neutrino data [6,7,27,34–46]. We apply a nonisoscalarity
correction5 to other data sets to compare with our isoscalar-
corrected carbon measurement. The neutrino cross section
is in good agreement with other measurements that overlap
in this energy range and is among the most precise in the
resonance-dominated region (2–7 GeV). Comparisons with
world antineutrino data [6,40,47,48] are also shown. Our
data add information in the region below 10 GeV where
previous antineutrino data are sparse and improve precision
and coverage, especially in the region below 6 GeV. Our
results are in agreement with precise data on other nuclei
[6] in the neutrino energy region of overlap (>6 GeV) and
provide the most precise measurement of the antineutrino
cross section below 5 GeV to date.
The measured cross section ratio, RCC, is shown in

Fig. 11 compared with GENIE and NuWro models and
with world data [6,7,40]. Measured points are extracted
using GENIE-Hybrid (circles) and NuWro (squares) for
model corrections. The measured RCC lies above the model
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predictions at low energies and favors a flatter extrapolation
into that region than do the models, which fall off below
5 GeV. The NuWro results are systematically below the
GENIE-Hybrid results by a few percent, tracking the
differences seen in the antineutrino cross section level in
the numerator (discussed above). The differences between
GENIE-Hybrid-based and NuWro-based RCC measure-
ments at lower energies are less significant than differences
seen in the cross sections from the two models. The shaded
band, which spans the NuWro versus GENIE-Hybrid
point differences, shows the size of the estimated system-
atic uncertainty from model sources. Our result is in
good agreement with the recent measurement from
MINOS on an iron target in the region where they overlap
(Eν > 6 GeV). This measurement is the only precise
determination of RCC in the Eν < 6 GeV region. It spans
neutrino energies from 2 to 22 GeV, a range which is highly
relevant to ongoing and future oscillation experiments.

IX. CONCLUSION

We present the first precise measurement of the ratio of
antineutrino to neutrino cross sections, RCC, in the region
below 6 GeV, which is important for future long baseline
neutrino oscillation experiments. Our measurement, with
precision in the range of 5.0%–7.5%, represents an
improvement by nearly a factor of 4 over the previous
measurements in this region [7]. We measure neutrino and
antineutrino cross sections that extend the reach for anti-
neutrino data to low energies and are among the most
precise in the few GeVenergy range. Two leading neutrino
generators, GENIE and NuWro, both overestimate the
measured inclusive CC cross sections at the level of
4%–10% as energy decreases from 9 GeV to 2 GeV. We
also present measured total and low-ν fiducial rates that can

be used to obtain the cross sections and their ratio with
other models. In the near future, this will allow our data
to be used with new models that will have improved
treatments of nuclear effects and low energy scattering
processes.
The cross section ratio RCC is found to have systematic

uncertainties that are significantly smaller than those
associated with either of the CC inclusive cross sections,
due to the cancellation of common systematic uncertain-
ties. We demonstrate the robustness of RCC by comparing
results using two different models (GENIE-Hybrid and
NuWro). The differences are found to be smaller than in
the individual cross section measurements and are com-
parable with the size of estimated model systematic
uncertainties.
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