
1

Energy Efficient Full-Duplex Cooperative

Non-Orthogonal Multiple Access
Zhongxiang Wei, Member, IEEE, Xu Zhu, Senior Member, IEEE, Sumei Sun, Fellow, IEEE, Jingjing

Wang, Student Member, IEEE, Lajos Hanzo, Fellow, IEEE

Abstract—Full-duplex (FD) cooperative non-orthogonal multi-
ple access (NOMA) achieves superior throughput over conven-
tional half-duplex (HD) cooperative NOMA, where the strong
users (SUs) with good channel conditions can act as an FD relay
node for the weak users (WUs) with poor channel conditions.
However, the energy efficiency (EE) of cooperative NOMA may
be degraded due to additional power consumption incurred
at the SUs. We are therefore motivated to investigate the EE
maximization problem of an FD cooperative NOMA system.
More importantly, we investigate the “signal-to-inference-noise
ratio (SINR) gap reversal” problem of cooperative NOMA
systems, which imposes successive interference cancellation (SIC)
performance degradation at the SUs. This problem has not been
documented in the exiting cooperative NOMA literature. A low-
complexity algorithm is proposed for maximizing the system’s
EE while guaranteeing successful SIC operation. Our numerical
results show that the proposed algorithm achieves both higher
EE and throughput over the existing HD cooperative NOMA
and non-adaptive FD cooperative NOMA. More importantly, the
proposed scheme guarantees a successful SIC operation at the
SUs.

Index Terms—Cooperative non-orthogonal multiple access,
full-duplex, energy efficiency

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) techniques have

received considerable attention in the context of next-

generation communications as a benefit of their increased

sum-rate. The key concept of NOMA is that of allowing

multiple users to occupy the same frequency-, time- or code-

resource [1]. The user having better channel conditions per-

forms successive interference cancellation (SIC). Explicitly,

since the weaker signal imposes limited interference on the

stronger signal, the latter is detected first. The resultant

symbols are remodulated and they are subtracted from the

composite signals, which results in the decontaminated weaker

signal. This refreshed signal can then for example be relayed

to the distant user. In this spirit, the throughput of cooperative

NOMA was investigated by Kim [2]. As a further develop-

ment, the outage probability was provided in [3], where the

base station (BS) broadcasts superimposed signals to both the

stronger user (SU) and to the weaker user (WU) in the first

time slot, while the SU forwards the WU’s refreshed signal to

Z. Wei and X. Zhu are with the University of Liverpool, Liverpool, UK.
S. Sun is with the Institute for Infocom Research, A*STAR, Singapore.
J. Wang is with the Department of Electronic Engineering, Tsinghua

University, Beijing, China.
L. Hanzo is with the School of Electronics and Computer Science, Univer-

sity of Southampton, Southampton, UK. L. Hanzo would like to acknowledge
the ERC’s financial support of his Advanced Fellow Grant QuantCom.

the WU in the second time slot. However, the aforementioned

cooperative NOMA assume that the SU operates in half-duplex

(HD) mode and hence an additional time slot is required,

which halves the throughput. As a remedy, full-duplex (FD)

can be invoked by cooperative NOMA to avoid halving the

rate by HD. By applying self-interference (SI) mitigation at

the SU, the throughput of FD cooperative NOMA potentially

doubles that of HD cooperative NOMA [4] [5] [6].

Nevertheless, there are more fundamental challenges to be

addressed in cooperative NOMA systems: (a) The signal-to-

interference plus noise-ratio (SINR) experienced at the WU

can indeed be enhanced. However, the WU’s SINR observed

at the SU is reduced by the residual SI caused by the FD

operation. As a result, the SINR difference between the SU and

the WU is reduced and may even become negative. Then the

original SU becomes the new WU and hence fails to perfectly

decode the original WU’s signal. We refer to this undesired

phenomenon as “SINR gap reversal”, which becomes more

severe when the relaying power at the SU keeps on increasing,

as shown in Fig. 1. (b) In cooperative NOMA systems,

extra transmission power plus extra transmit circuit power

are required for relaying the WU’s signal. Hence, achieving a

high energy efficiency (EE) remains challenging. In contrast

to conventional single-component throughput optimization, it

is more beneficial to strike a trade-off between the throughput

and EE. EE maximization [7] and power minimization [8]

have been analyzed in non-cooperative NOMA, where the

overwhelming majority of the transmission power is assigned

to the distant WU for maintaining its SINR target. As a

result, low throughput and EE are achieved due to the poor

channel conditions between the BS and the WU. (c) The FD

cooperative NOMA systems of [5] [6] assumed non-adaptive

power allocation schemes, which are unaware of the users’

channel conditions and suffer from significant throughput loss.

More explicitly, given a large distance between the SU and

WU, assigning high transmission power to the SU may not

substantially improve the WU’s throughput, while significantly

degrading the EE of the SU.

Motivated by the above open issues, we propose a novel

EE-oriented FD relay protocol for the downlink of NOMA

systems. This treatise has the following novel contributions:

a) It is the first contribution addressing the “SINR gap

reversal” issue of cooperative NOMA systems, so that suc-

cessful SIC operation is guaranteed at the SU resulting in a

reduced SIC performance degradation compared to [5] and

[6]. Additionally, we derive the closed form expression of the

cooperative transmission power required at the SU.
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Fig. 1. The illustration of the “SINR gap reversal” in cooperative NOMA.
Specifically, when the relaying power at the SU is higher than 4 mW, the SU
fails to perfectly decode the WU’s signal due to the “SINR gap reversal”.

b) We strike a compelling trade-off between the throughput

and EE. This is in explicit juxtaposition to the existing work

on throughput maximization [2] alone or to the total power

consumption minimization alone [9]. A range of practical

aspects are taken into account in the optimization, such as the

residual SI at the FD SU. Furthermore, the power amplifier’s

(PA) dissipated circuit power and SI-mitigation power are all

included in our power consumption model.

c) A low-complexity algorithm is proposed for EE maxi-

mization, where the power allocation at the BS and the SU

is adaptively controlled rather than being fixed as in [5] and

[6]. As a result, a more beneficial EE vs throughput is struck

compared to the designs of [5] and [6].

II. SYSTEM MODEL

We consider a NOMA system supporting two users by a BS,

where the users have different channel conditions on the same

frequency, which is a common scenario in NOMA systems [3].

The BS, SU and WU are equipped with a single antenna for

the sake of having a low hardware complexity. In particular,

the SU acts as a decode-and-forward relay, which cooperates

with the WU. FD operation is enabled at the SU, which can

transmit and receive signals at the same time based on the

state-of-the-art shared antenna technique of [10]. The Channel

State Information (CSI) is obtained by channel estimation in

the training phase based on the channel’s reciprocity [7]. Let

us define the transmission power allocated to the SU and to

the WU at the BS by p1 and p2, where the the maximum

transmission power available at the BS is upper bounded by

pBS,max. Let us furthermore define the transmission power

consumed at the SU by p3, which is upper bounded by

the maximum available transmission power constraint p3,max.

Furthermore, as discussed in Section I, to guarantee that the

SU can successfully decode the WU’s signal and subtract it by

SIC, we introduce the constraint of Γ12 ≥ Γ2, where Γ12 and

Γ2 respectively represent the WU’ SINR observed at the SU

and the WU’s signal at its own end. In addition, to guarantee

the WU’s quality-of-service (QoS), we have Γ2 ≥ Γ2,req,

where Γ2,req is the minimum SINR requirement of the WU.

A. Problem Formulation

Let us define EE (in bits/Joule/Hz) as the ratio of the

system’s throughput Ttotal to the total power consumption

Ptotal. To maximize the system’s EE, we jointly optimize

the transmission power p1 p2 and p3. Accordingly, the EE

maximization problem is formulated as

P1 : argmax
p1,p2,p3

Ttotal

Ptotal
,

s.t (C1) : p1 + p2 ≤ pBS,max, (C2) : p3 ≤ p3,max,

(C3) : 0 ≤ p1, 0 ≤ p2, 0 ≤ p3,

(C4) : Γ12 ≥ Γ2, (C5) : Γ2 ≥ Γ2,req.

(1)

Constraint (C1) indicates that the transmission power allo-

cated at the BS should be lower than the available transmission

power pBS,max. Constraint (C2) means that the transmission

power of the SU should be lower than its total available

transmission power p3,max. Constraint (C3) implies that all

the transmission power should be non-negative. Constraint

(C4) guarantees that the SU can decode the WU’s signal,

while (C5) suggests that the WU’s QoS should be satisfied.

III. THROUGHPUT AND POWER CONSUMPTION ANALYSIS

The optimization problem involves both the throughput and

power consumption, which will be discussed in Subsections

III-A and III-B, respectively.

A. Throughput Analysis

At the WU, the received signal arrives both from the BS

and SU, which is given by

r2[i] = (
√
p1x1[i] +

√
p2x2[i])h2 +

√
p3x2[i− τ ]h12 + n[i], (2)

where x1[i] and x2[i] are the i-th data symbols intended for the

SU and the WU, respectively. The symbol delay τ is caused by

the processing delay at the SU and h2 is the channel response

from the BS to the WU, while h12 is the channel response from

the SU to the WU. Since the phase of h2 and h12 is different,

the desired signal replicas arriving from the BS and the SU

are mis-aligned in phase. Hence, the phase of the transmitted

signal at the SU has to be shifted to align the pair of received

signals. The channel spanning from the BS to the WU can

be represented as h2 = |h2|ejθ2 , where |h2| and ejθ2 are the

magnitude and phase of the channel h2, respectively. Similarly,

the channel spanning from the SU to the WU is represented as

h12 = |h12|ejθ12 , where |h12| and ejθ12 are the magnitude and

phase of the channel h12, respectively. Therefore, the phase

difference between the two channels is calculated as φ = θ2−
θ12. To align the two signals, the signal transmitted from the

SU is pre-processed as (
√
p3e

jφ)x2. As a result, the signal

received at the WU becomes

r2[i] =
(√

p3|h12|ej(θ12+φ)
x2[i− τ ]+

√
p2|h2|ejθ2x2[i]

)
+

√
p1|h2|ejθ2x1[i] + n[i].

(3)
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As seen, the pair of desired signals arriving from the BS

and the SU are now well aligned at the WU1, and the SINR

of the WU at its own end is given by

Γ2 =
p2|h2|2 + p3|h12|2

p1|h2|2 + σ2
. (4)

The signal received at the SU is given by

r1[i] = (
√
p1x1[i] +

√
p2x2[i])h1+

(
√
p3e

j(φ+θr)x2[i− τ ])
hr√
α

+ n[i],
(5)

where h1 and hr represent the channel spanning from the BS

to the SU and the SI leakage channel from the SU’s transmitter

to its receiver, respectively. Still referring to (5), α is the SI

reduction factor defined as the ratio of the SI powers before

and after SI suppression. Therefore, the WU’s SINR observed

at the SU is given by

Γ12 =
p2|h1|2

p3|h̃r|2 + p1|h1|2 + σ2
, (6)

where h̃r is the residual SI channel. To guarantee successful

SIC at the SU, we have to ensure that Γ12 ≥ Γ2. Based

on (4) and (6), the inequality Γ12 ≥ Γ2 is further derived

into
p2|h1|

2

p3|h̃r|2+p1|h1|2+σ2
≥ p2|h2|

2+p3|h12|
2

p1|h2|2+σ2 . Since |h2|2 ≤
|h1|2, we have ∆ = (p1|h1|2|h12|2 + |h12|2σ + p2|h2|4)2 −
4|h12|2|h2|2p2(|h2|2 − |h1|2)σ2 ≥ 0, As a result, the feasible

domain of p3 can be represented in closed form

p3 ∈ [0,
−B +

√
∆

2A
], (7)

where we have B = p1|h1|2|h12|2+|h12|2σ+p2|h2|4 and A =
|h12|2|h2|2. Finally, the SU’s SINR after SIC is calculated as

Γ1 =
p1|h1|2

p3|h̃r|+σ2
. (8)

B. Power Consumption Analysis

The total power consumption mainly consists of the PA

power, circuit power of the transmit/receive chains, and the

power consumed by SI cancellation [11].

a) The PA power is closely related to the radiated transmit

power and to the drain efficiency of the PA, which is given by
1
η (p1+p2+p3) [11], where η is the drain efficiency of the PAs.

Without loss of generality, we assume that all PAs of the BS

and of the users have the same drain efficiency performance.

b) The circuit power consumption of the transmit/receive

chains is proportional to the number of active transmit and

receive chains, including the power consumed by the digital-

to-analog converter, by the filter and synthesizer, etc. The dy-

namic power consumption can be calculated as 2(pc,r + pc,t),
where pc,t and pr,t denote the circuit power consumed by the

receive and transmit chains of the BS, of the SU and of the

1The signal received at the WU has a low time delay, which can be mitigated
by an equalizer or sequence detector. Hereby, we assume that the signal from
the BS and the SU can be readily combined by the WU [5].

WU. The multiplier 2 indicates that we have two transmit

chains and two receive chains in the system.

c) For the SU acting as a FD relay, additional power pSI is

required for SI cancellation, which can be modeled by a con-

stant. Generally speaking, complex SI cancellation schemes

dissipate higher power by their digital-to-analog converter,

transmit radio unit and adders [11].

d) The fixed power consumption pfix represents power

consumed by the power supply, by the active cooling system,

etc. This part is independent of the state of the transmit/receive

chains [11]. Finally, the total power consumption is given by

Ptotal =
p1 + p2 + p3

η
+ 2(pc,r + pc,t) + pSI + pfix. (9)

IV. ENERGY EFFICIENCY PERFORMANCE OPTIMIZATION

For simplicity, we collect the transmission power into a vec-

tor p = [p1, p2, p3]
T and define {Θ} as the feasible domain

confined by the constraints. Therefore, the EE maximization

problem is re-formulated as:

P2 : argmax
p∈{Θ}

log2(1 +
a1p|h1|

2

a3p|h̃r |+σ2
) + log2(1 +

a2p|h2|
2+a3p|h12|

2

a1p|h2|2+σ2 )

1
η
(||p||1) + 2(pc,r + pc,t) + pfix + pSI

,

s.t ˆ(C1) : a1p+ a2p ≤ pBS,max,

ˆ(C2) : a3p ≤ p3,max, ˆ(C3) : 0 � p,

(C4) : Γ12 ≥ Γ2, (C5) : Γ2 ≥ Γ2,req,
(10)

where a1 = [ 1, 0, 0 ], a2 = [ 0, 1, 0 ] and a3 = [ 0, 0, 1 ]. The

operator || · ||1 represents the 1-norm of vector. It can been

seen that the objective function is non-convex and (C4) (C5)
represent quadratic constraints, which impose a challenge in

terms of obtaining a globally optimal result within polynomial

time. To strike an attractive balance between the performance

and complexity, a low-complexity near-optimal solution is

desirable. We observe that the numerator of the objective

function is the difference between two convex functions. To

handle this challenge, we first reformulate the objective func-

tion of (10) as argmin
p∈{Θ}

f(p)− g(p)
1
η ||p||1 + 2(pc,r + pc,t) + pfix + pSI

,

where f(p) = −log2
(
a3p|h̃r|2 + a1p|h1|2 + σ2

)
−

log2
(
a1p|h2|2 + a2p|h2|2 + a3p|h12|2 + σ2

)
and g(p) =

−log2
(
a1p|h2|2 + σ2

)
− log2

(
a3p|h̃r|+σ2

)
. Therefore, the

Frank-Wolfe method of [12] can be adopted, which approx-

imates g(p) by its first-order Taylor series, and iteratively

updates the first-order Taylor approximation along the specific

direction that approaches the original function. The first-order

Taylor approximation of g(p) at the i-th iteration is given by

g(n)(p) = −log2
(
a1p

(n)|h2|2+σ2
)
−log2

(
a3p

(n)|h̃r|+σ2
)
−

|h2|
2a1(p−p(n))

ln2(a1p(n)|h2|2+σ2)
− |hr|

2a3(p−p(n))
ln2(a3p(n)|hr|2+σ2)

, where p(n) is the

value of p at the n-th iteration. Now, the overall throughput is

the difference between a convex function f(p) and an affine

function g(n)(p). Let us state Theorem 1 to solve the problem.

Theorem 1: The reformulated EE, namely
f(p)− g(n)(p)

Ptotal(p)
,

is jointly quasi-convex with respect to the vector variables p

in the feasible domain.
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Proof: Let us define the sublevel set of ω(p) as Sδ = {p ∈
Θ|ω(p) ≤ δ}. Recall from [11] that ω(p) is jointly quasi-

convex with respect to the variables in p, if Sδ is convex

for any real number δ. For δ ≤ 0, we have no physical

interpretation. By contrast, for δ ≥ 0, Sδ is equivalent to

Sδ = {[f(p)− g(n)(p)]− δPtotal(p) ≤ 0|p ∈ Θ}. According

to our analysis above, Ptotal(p) is affine with respect to the

variables, while [f(p)−g(n)(p)] is strictly jointly convex with

respect to the variables. Therefore, the summation is strictly

convex with respect to the variables, and ω(p) is quasi-convex

with respect to the variables in p ∈ {Θ}. �

Theorem 1 confirms the optimality of the re-formulated

objective function. For the fractional structured quasi-convex

problem of (10), β = f(p)−g(n)(p)
Ptotal(p)

can be associated with

a subtract programming formulation of f(p) − g(n)(p) −
βPtotal(p) [12]. Therefore, with the aid of the equivalent

subtract programming, the problem is reformulated as that of

solving f(p)− g(n)(p)− βPtotal(p) with a given β.

Now we handle the constraints (C4) and (C5). Based

on (7), (C4) is equivalent to pTAp + a4p ≤ 0,

where a4 = [ 0,(|h2|
2−|h1|

2)σ2,|h12|
2σ2 ] and A =[

0 0 |h1|
2|h12|

2/2

0 0 |h2|
2|hr|

2/2

|h1|
2|h12|

2/2 |h2|
2|hr|

2/2 |h12|
2σ2

]
. Since the matrix

A is not a semi-positive definite matrix, its elements are

not confined to a convex set. Therefore, we introduce

the Schur complement [2] of P = ppT to relax (C4)

into ˆ(C4a) : Tr(AP ) + aT4 p ≤ 0 and constraint
ˆ(C4b) :

[
P p

pT 1

]
� 0. On the other hand, constraint

(C5) is equivalent to ˆ(C5) : a5p + Γ2,reqσ
2 ≤ 0, where

we have a5 = [ Γ2,reqσ
2, −|h2|

2, −|h12|
2 ]. After a series of

transformations, the problem becomes

P3 : argmin
p∈{Θ}

f(p)− g
(n)(p)− βPtotal(p),

s.t ˆ(C1)− ˆ(C3), ˆ(C4a), ˆ(C4b) and ˆ(C5).

(11)

The problem P3 in (11) now is a standard semi-definite

programming (SDP) problem with a convex set, which can

be readily solved by the CVX package of Matlab. Finally, a

so-called “EE oriented FD cooperative NOMA” algorithm is

proposed for optimizing p, which solves the SDP problem P3
of (11) in the inner layer and updates β in the outer layer. The

procedure is summarized in Algorithm 1.

Let us now consider the complexity of the algorithm. Let

us assume that β1 = βr+βl

2 is the midpoint of the initial

interval, and βn is the midpoint of the interval in the n-th

step. Then the difference between βn and β∗ is bounded by

|βn − β∗| ≤ βr−βl

2n . Given a tolerance factor ǫ, the required

number of iterations is given by n ≤ log2(
βr−βl

ǫ ). In the

proposed algorithm, the left bound βl can be set to 0. Then the

value of F(βl) is definitely positive. Furthermore, a sufficient

large value of βr can be chosen as the right bound for making

the value of F(βr) negative. Therefore, the function F(·) has

opposite signs at the two bounds and thus the classic bisection

method readily leads to convergence. In the inner layer, the

CVX solver invokes an interior-point method to solve the

SDP problem, which belongs to the class of path-following

Algorithm 1 EE Oriented FD Cooperative NOMA Algorithm

Input: Left/right bounds βl and βr , channel condition, i.e.,

h1, h2, h12, ĥr , and power consumption parameters, i.e.,
η, pc,t, pr,t, pSI , pfix.

Output: Optimal transmission power vector to p
∗.

1: Set the accuracy factor to ǫ > 0, and assume that F(β) is the

optimal value of f(p) + g(n)(p)− βPtotal(p). Let us initialize
the left bound βl and the right bound βr for ensuring that F(βl)·
F(βr) < 0.

2: while βr − βl > ǫ do

3: β = βr+βl

2
.

4: Solve the problem P3 using the Frank-Wolfe method until
convergence.

5: if F(βl) · F(β) < 0 then
6: βr = β.
7: else
8: βl = β.
9: end if

10: end while

TABLE I. Simulation Setup
Bandwidth 1 MHz

AWGN power spectral density -174 dBm/Hz

Drain efficiency of PA η 25%

pc,r and pc,t 100 mW

pSI and pfix 50 mW and 500 mW

pBS,max and p3,max 100 mW and 20 mW

SI cancellation amount 80 dB

Distance between the BS and the WU 200 m

methods and leads to a rapid convergence. Upon denoting the

complexity of the inner layer by ξ, and the complexity order

of the proposed algorithm becomes O(log2(
βr−βl

ǫ ) · ξ).

V. NUMERICAL RESULTS

Let us now discuss our numerical results to verify our

analysis using the parameters given in TABLE I. The path

loss (PL) model of PL(d) = 145.4 + 37.5log10(d/1000) [12]

is adopted, which is featured in the 3GPP LTE standards

operating at 2 GHz. The small-scale fading is modeled by

Rayleigh fading except for the SI channel at the SU, which

is modeled as Rician fading having a Rician factor of 5 dB

[10]. A pair of typical cooperative NOMA systems are selected

for performance comparison. (a) In HD cooperative NOMA

systems [6], the BS transmits the downlink signals to the two

users during the first half of the time slot, while the SU helps

the WU in the second half of the time slot. (b) In the pre-fixed

FD cooperative NOMA systems [5], the SU acts as a FD relay

node for simultaneously helping the WU, whereas the power

allocation at the BS and the SU is pre-fixed.

Fig. 2 (a) and (b) show the impact of the normalized distance

between the BS and the SU on the EE and SE, respectively. As

seen, the proposed algorithm outperforms the others in terms

of its EE, whilst exhibiting a higher robust against the SU’s

location as well. This is because the benchmarking algorithms

consume all the available transmission power, which degrades

their EE. A further degrading factor is constituted by their low

throughput. In Fig. 2 (b), the proposed algorithm shows the

highest throughput among the three algorithms. This is because

the proposed algorithm supports the effective cooperation of

the SU and of the WU, hence improving the WU’s through-
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value of EE and throughput, with p3,max = 20× 10
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put. More importantly, no additional time slot is required

for the cooperation phase, and thus the proposed algorithm

significantly outperforms the HD cooperative NOMA. As for

the pre-fixed FD cooperative NOMA, the power allocation is

unaware of the relative distance among the communication

nodes. Furthermore, the SU invokes its full transmission power

to cooperate with the WU, which may result in the “SINR gap

reversal” and may lead an unsuccessful SIC operation at the

SU. As a result, the throughput of the pre-fixed FD cooperative

NOMA is also inferior to the proposed algorithm. Finally, the

throughput of all the algorithms degrades for a longer distance

between the BS and the SU due to the high PL.

Fig. 3 shows the impact of the constraint p3,max on the

SIC’s failure probability, which is defined as the ratio of the

times of unsuccessful SIC operation at the SU to the times

of simulations. As seen, the proposed algorithm is shown to

guarantee that the SU can successfully decode the WU’s signal

by SIC. This is because an additional constraint is imposed

on the power control at the SU by the proposed algorithm.

By comparison, the SIC failure probability of the pre-fixed

FD cooperative NOMA systems increases rapidly with the

transmission power constraint p3,max. This is because for a

higher transmission power used at the SU, the WU’s SINR

Γ2 increases, while the WU’s SINR Γ12 observed at the SU

decreases due to the higher level of residual SI. As a result, a

higher value of p3,max leads to a higher SIC failure probability

at the SU. In case of poor SI cancellation, the SIC failure

probability is substantially increased by the strong residual

SI. As for the HD cooperative NOMA system, its SIC failure

probability also increases upon imposing a higher transmission

power constraint due to the “SINR gap reversal” problem.

However, its SIC failure probability is not affected by the SI

cancellation factor α in the presence of HD operation.

VI. CONCLUSIONS

We have proposed an EE oriented algorithm for FD coopera-

tive NOMA systems, where the transmission power of both the

BS and of the SU is adaptively allocated, rather than being pre-

fixed. More importantly, the “SINR gap reversal” issue of co-

operative NOMA systems was solved by adaptively confining

the transmission power at the SU. Our simulation results show

that the proposed design demonstrates both significant EE and

throughput enhancements over the HD cooperative NOMA

[6] and the pre-fixed FD cooperative NOMA regime [5].

Furthermore, the proposed algorithm guarantees successful

SIC operation at the SU, while the SIC failure probability of

the cooperative NOMA schemes in [5] [6] is at a high level.
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