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Various dark matter models predict annual and diurnal modulations of dark matter interaction rates in
Earth-based experiments as a result of the Earth’s motion in the halo. Observation of such features can
provide generic evidence for detection of dark matter interactions. This paper reports a search for both
annual and diurnal rate modulations in the LUX dark matter experiment using over 20 calendar months of
data acquired between 2013 and 2016. This search focuses on electron recoil events at low energies, where
leptophilic dark matter interactions are expected to occur and where the DAMA experiment has observed a
strong rate modulation for over two decades. By using the innermost volume of the LUX detector and
developing robust cuts and corrections, we obtained a stable event rate of 2.3� 0.2 cpd=keVee=tonne,
which is among the lowest in all dark matter experiments. No statistically significant annual modulation
was observed in energy windows up to 26 keVee. Between 2 and 6 keVee, this analysis demonstrates the
most sensitive annual modulation search up to date, with 9.2σ tension with the DAMA/LIBRA result.
We also report no observation of diurnal modulations above 0.2 cpd=keVee=tonne amplitude between
2 and 6 keVee.

DOI: 10.1103/PhysRevD.98.062005

I. INTRODUCTION

Dark matter direct detection experiments search for
kinetic energy transfer from hypothetical dark matter
particles to target atoms in low background detectors. In
a variety of dark matter models, dark matter-matter inter-
actions may produce recoiling nuclei or electrons at very
low energies, which then may be detected by state-of-the-
art particle detectors. Over the past decade, direct detection
experiments have greatly improved their sensitivities to
nuclear recoil (NR) dark matter interactions—the cross
section of which is coherently enhanced for the spin-
independent channel—but no definitive detection has been
made up to date [1–4]. Electron recoil (ER) dark matter
interactions [5,6], on the other hand, are relatively less
discussed due to the model complexity and the predomi-
nant ER background in particle detectors from natural
radioactivity.
A generic feature expected of dark matter interactions is

temporal changes of interaction rates in Earth-based detec-
tors. Such rate modulations can occur as a result of the
relative motion of the Earth in the dark matter halo [7]. The
most widely discussed dark matter rate modulation is an
annual modulation due to the Earth orbiting the Sun. In a
simple picture, the orbital velocity of the Earth adds to that
of the Solar System in June, which can increase the dark
matter flux observed by Earthly detectors and also cause a
change in the effective interaction cross section. Such
effects may lead to a higher overall dark matter interaction
rate in June, and a lower rate in December [7,8]. The exact
amplitude and phase of annual modulations depend on the

specific dark matter models, and have been formulated in
the weakly interacting massive particle (WIMP) model
[8,9], the axion dark matter model [10], and dark sector
dark matter models, such as mirror dark matter [11,12] and
two-component plasma dark matter [13]. Depending on the
specific model implementation, the interaction signal can
be either NRs or ERs in nature.
A controversial dark matter detection claim, by the

DAMA experiment (DAMA/NaI and DAMA/LIBRA)
[14,15], was made based on the observation of an annual
event rate modulation in a large array of low-background
NaI(Tl) detectors deployed at the Gran Sasso underground
laboratory. Unlike other reported hints of dark matter from
CoGeNT [16], CDMSII [17], and CRESST [18], the
DAMA anomaly has not yet been explained as a back-
ground. The DAMA modulation signal appears the strong-
est in an energy window around 3 keV ER equivalent
energy (keVee), and vanishes above 6 keVee, which verifies
the stability of the experiment. The highest event rate
was observed around late May to early June, consistent
with a dark matter signal. Several background hypotheses
have been proposed in an attempt to explain this signal, but
none has succeeded in explaining all the modulation
features [19].
Although the interpretation of the DAMA modulation

signal in a few dark matter models has been tightly
constrained by other direct detection experiments
[1,3,17,20,21], a definitive test of DAMA using NaI(Tl)
has not been demonstrated as of today. On the other hand,
searches for dark matter-induced rate modulations can offer
a generic approach to identify dark matter interactions,
complementary to the model-driven dark matter searches.
For ER dark matter models, modulation searches also
provide a powerful handle to suppress the dominant

*Corresponding author.
xu12@llnl.gov

D. S. AKERIB et al. PHYS. REV. D 98, 062005 (2018)

062005-2

https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.98.062005&domain=pdf&date_stamp=2018-09-27
https://doi.org/10.1103/PhysRevD.98.062005
https://doi.org/10.1103/PhysRevD.98.062005
https://doi.org/10.1103/PhysRevD.98.062005
https://doi.org/10.1103/PhysRevD.98.062005


ER background from natural radioactivity, which can be
made to be constant through sufficient shielding in deep
underground locations.
The LUX dark matter experiment has achieved one of the

highest sensitivities in searching for NR dark matter inter-
actions [1]. The low-energy ER background rate in LUX is
over 2 orders of magnitude lower than that in DAMA/
LIBRA, and is among the lowest demonstrated in particle
detectors. This low ER background rate and the multiyear
operation of LUX make it well suited to search for annual
modulation signals from ER dark matter interactions. This
paper presents a search for such low-energy ERmodulations
using the complete LUX data set [1]. This analysis focuses
on the low-energy window of 2–6 keVee, but also extends to
higher energies up to 26 keVee.
In addition to annual modulation searches, we also

conducted a search for diurnal rate modulations between
2 and 6 keVee. Diurnal modulations in dark matter inter-
action rate may be induced by the rotation motion of the
Earth around its spin axis, with a similar mechanism to that
for the annual modulation theories discussed above. Due to
the lower rotating velocity of the Earth compared to the
orbital velocity, the diurnal modulation amplitude is usually
predicted to be much smaller than that of annual modu-
lations [8]. For example, DAMA/LIBRA estimated the
expected diurnal modulation amplitude in their NaI(Tl)
detectors if the observed signals were due to WIMP dark
matter interactions, and concluded it is beyond the sensi-
tivity of the DAMA/LIBRA experiment [22]. However, for
dark sector dark matter models that consider possible
interactions between the galactic dark matter wind and
Earth-captured dark matter, the Earth’s spin plays a more
significant role in affecting the dark matter flux close to the
surface of the Earth, which can significantly enhance the
relative amplitude of diurnal modulations [13,23]. In these
dark matter models, the diurnal modulation effect could
possibly manifest itself in low-background experiments
like LUX.
This paper is organized as follows: Sec. II reviews the

operation of the LUX dark matter experiment and the
observed ER background in the detector; Sec. III explains
the analysis cuts and corrections that we developed to
obtain long-term stability in the LUX data set; in Sec. IV,
we present the results of the annual and diurnal modulation
searches and discuss the physical implications; in Sec. V,
we conclude this work.

II. THE LUX DARK MATTER EXPERIMENT

The LUX dark matter detector was located 1480 meters
(4850 feet) underground in the Davis Cavern of the Sanford
Underground Research Facility (SURF). The active LUX
detector was a dual-phase xenon time projection chamber
(TPC) hosted in a 7.6 (diameter) by 6.1 m (height) water
tank. The TPC contained 370 kg of ultrapure liquid xenon
in a titanium cryostat. Energy deposited by particle

interactions in the liquid xenon induced two measurable
signals: scintillation photons and ionization electrons that
escaped electron-ion recombination. The former was
promptly detected by two arrays of photomultipliers
(PMTs), one array above the TPC and the other below
the TPC. For the latter to be detected, the ionization
electrons were first drifted towards the top of the liquid
with an electric field; once they entered the thin gas layer
above the liquid under the effect of a stronger electric field,
they produced secondary electroluminescence, which was
then collected by the PMTs. The distribution of the
electroluminescence signal was highly localized in the
top PMT array, enabling the X-Y position of the ionization
event to be accurately determined. The drift time of the
electrons in the liquid, or the time delay between the
prompt scintillation (S1) and delayed electroluminescence
(S2) signals, provided an estimate of the depth of the
interaction, so the three-dimensional position of the particle
interactions could be reconstructed. For more information
on the LUX detector, interested readers can refer to [24].
The complete LUX search for WIMP dark matter con-

sisted of two operation campaigns. The first one collected
data from April to October 2013, referred to as WS2013
hereafter; the second one started in September 2014 andwas
concluded in May 2016, referred to as WS2014-16. These
two campaigns covered over 25 calendar months of data
collection in total, but due to operation interruptions such as
calibrations, only 20 months’ data were suitable for dark
matter search analysis.
The underground location of the LUX experiment

reduced the cosmic muon flux by a factor of 107 compared
to that at surface. As such, background due to direct cosmic
rays in the experiment was negligible compared to that
from natural radioactivity, and the impact from the seasonal
fluctuation of cosmic ray flux on the experiment can be
ignored. The water shielding suppressed environmental
gamma-ray and neutron backgrounds by at least 9 orders of
magnitude. Radon gas background in the water tank was
mitigated through constant nitrogen gas purge. Due to its
large mass and heat capacity, the water tank also functioned
as a heat bath to damp any sudden temperature fluctuation
in the Davis Cavern. Due to a detector warm-up and cool-
down cycle from 2013 to 2014, the absolute temperature of
the liquid xenon shifted from 173 K in WS2013 to 177 K in
WS2014-16. However, the temperature variation was con-
trolled to be < 0.1 K in the WS2013 data and < 0.3 K in
the WS2014-16 data used for this analysis. Similarly the
gas pressure in the detector shifted from 1.58 bar in
WS2013 to 1.92 bar in WS2014-16, but the pressure
was stable at a level of < 0.03 bar for both WS2013
and WS2014-16. Despite other changes, the liquid level in
the detector was kept stable to within < 0.2 mm for the
whole operation. As is discussed in Sec. III B, possible
changes in the detector performance due to the temperature
and pressure shifts betweenWS2013 andWS2014-16, such
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as that in the S2 gain, were calibrated and corrected for in
the analysis.
DuringWS2013,we observed a possible event rate excess

around 3 keVee in the ER energy spectrum, at an estimated
strength of 1–2 cpd=keVee=tonne, and it was not expected
from background models [25,26]. These events appeared to
distribute uniformly in the active xenonvolume, and they are
often attributed to 37Ar contamination—which is also a
possible background in the DAMA experiments [27]—in
the xenon from initial xenon production or air leakage
during operations [28]. However, no conclusion can be
drawn for the origin of these excess events in LUX based on
measurements of the air leakage rate into LUX and the 37Ar
concentration in the SURF air. In WS2014-16, the excess at
3 keVee was determined to be statistically insignificant,
partially because the field distortion near the detector walls
[29] prevented a large fiducial volume from being used in a
robust analysis, as explained in Sec. III A.
This paper studies the temporal behavior of ER events in

the LUX detector using data from both WS2013 and
WS2014-16, searching for both annual modulations and
diurnal modulations. The primary energy region of interest
is below 6 keVee, where DAMA/LIBRA observed a strong
event rate modulation, and where such signals are usually
discussed in various dark matter models. This analysis
energy window also covers the energy region for the LUX
ER event excess. In addition, we extend the annual
modulation search up to 26 keVee.

III. DATA ANALYSIS

Essential for a sensitive and robust modulation search are
a low background event rate and a stable detector operation.
A low event rate of 3.6 cpd=keVee=tonne below 5 keVee
has been demonstrated in the LUX WIMP search analysis
[30], and it could be further reduced with more stringent
analysis cuts. The stability of the LUX experiment, how-
ever, was compromised by an evolving electric field
problem that resulted from the grid conditioning campaign
following WS2013 [29]. As a result, the S1/S2 production
and collection in later stages of the LUX experiment
differed significantly from WS2013, and continued to
deteriorate throughout WS2014-16. This section discusses
the cuts and corrections that were developed to restore
stability in the LUX data.

A. Fiducial cut

The underground location and the water shielding
reduced the background event rate in LUX drastically.
Remaining background in LUX was dominated by gamma
rays from the detector components in proximity to the
active volume, and by alpha-decays on the polytetrafluoro-
ethylene (PTFE) reflector surface that surrounded the liquid
xenon. Thanks to the strong self-attenuation power of
liquid xenon and the excellent position reconstruction

capability of LUX [31], most of these background events
were identified to be near the edge of the active volume, as
illustrated in Fig. 1 (left) and can be rejected from the dark
matter analysis.
However, due to the electric field distortion in WS2014-

16, the observed event positions were biased towards the
center of the TPC, especially for those close to the bottom
of the liquid xenon volume. This behavior caused both a
position bias and an inhomogeneous position resolution,
both of which deteriorated over time. Therefore, a simple
fiducial cut applied to the observed event positions, namely
xS2, yS2 and the drift time, would correspond to a time-
dependent physical fiducial volume (FV), and thus produce
a background rate varying with time. To address this
problem, the FV was defined in the real-world space,
and then a position map—which was derived from a
dedicated three-dimensional electric field study [29]—
was used to map the fiducial boundary to the reconstructed
S2 space before comparing with event positions.
The FV in the real space was defined as radially

symmetric. The radial boundary at each depth was chosen
to ensure that within this boundary the low-energy ER
background rate did not vary significantly with radius or
azimuth angle.1 Because of the deterioration of the electric
field over time, a small FV was chosen to make sure the
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FIG. 1. Left: Illustration of the FV used in this analysis (black
line) in comparison to the density distribution of single scattering
events (< 500 keVee) in WS2013; the coordinates used are
estimated real-world positions corrected based on the S2 posi-
tions and the simulated electric field. Right: Illustration of the
fiducial cut applied to the drift time and S2 positions along xS2 ¼
0 at different times, including WS2013 (black circles), early (blue
triangles) and late (red squares) WS2014-16. This FV is ∼2–3
times smaller than that used in the LUX WIMP searches [1,25].

1To avoid bias, only the ER data between 6 and 26 keVee were
used to determine the FV boundary, excluding the energy region
of interest below 6 keVee.
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above criterion is met even for the worst field distortion.
The final corrected FV had a maximum radius of 14 cm in
the center, and the value decreases towards the top and
bottom of the TPC, as illustrated in Fig. 1 (left). The top and
bottom limits of this FV were chosen to be 9.2 cm above
the cathode grid and 8.8 cm below the liquid surface,
following a similar criterion as explained for the radial
limits. The same FV in the observed position space is
illustrated in Fig. 1 (right), which shows very significant
time dependence.
The fiducial mass was estimated from two independent

approaches. The first method is a direct calculation using
the geometry of the FVand a xenon density of 2.9 kg=cm3

at 175 K, yielding a mass of 51.4 kg. The second method is
an indirect estimation based on the total active xenon mass
in LUX and the fraction taken by the FV. In the LUX
experiment, 83mKr gas was regularly introduced into the
detector for position and energy calibrations. 83mKr decay
events have been shown to distribute uniformly in the active
volume several minutes after the source injection [32].
Therefore, the fraction of 83mKr events in the FV serves as a
good indication of the fraction of volume accepted by the
fiducial cut. Figure 2 shows the estimated fiducial mass for
16 83mKr calibration data sets over the course of 3 calendar
years. Despite the evolving electric field problem, the
fiducial mass was stable at a level of 2%.
With the stringent fiducial cuts to choose only events in

the very center of the LUX detector, this fiducial mass is
substantially smaller than that used in previous LUX
analyses, 145.4 kg in [25] and 98.4–107.2 kg in [1]. In
addition to helping restore long-term data stability in the
analysis, this choice of FValso significantly reduced various
background at the edge of the active volume. These back-
ground sources include low-energy external gamma rays,
decays of radon progeny on PTFE surfaces, and most
importantly, the L-shell electron capture decays of 127Xe,
which can produce an ER background in the signal region of
interest for this modulation analysis. 127Xe can be produced

at trace levels when xenon is exposed to cosmic rays at
surface, and has been observed in the LUX detector [33].
Particularly, the L-shell electron capture decays of 127Xe can
produce a peak at 5.2 keV when the accompanying gamma
rays (dominantly 203 keV) escape the active xenon volume.
However, with this chosen small FV in the center of LUX,
very few 203 keV gamma rays originating from the FV can
escape. As a result, this 5.2 keV background is substantially
reduced. This background was evaluated to be negligible in
this analysis after the data acquired in early WS2013 were
excluded, as discussed in Sec. III D.

B. Single scatter cut

Another powerful handle to reject background is the
single scatter (SS) requirement. The chance of a dark matter
particle scattering more than once within the LUX detector
is vanishingly small, while gamma-ray and neutron back-
ground could produce multiple interaction vertices in
∼50 cm of liquid xenon. For an event to be considered
for this analysis, it is required to have only one valid S1-S2
pair in the 1 ms data acquisition window. A valid S1 signal
is defined as a fast pulse (10s of ns) in which at least 2 or
more PMTs each recorded one or more detected photons
(phd). Avalid S2 pulse is defined as a wide pulse (a few μs)
with a characteristic rise and fall time. The SS cut selects
events with a single S2 pulse in the whole event window
and a single S1 pulse before the sole S2 pulse.
Several factors could impact the efficiency of the SS cut,

especially at low energies where the S1s consisted of only a
few photons. Any changes in the optical properties of
detector components, such as the PTFE reflectivity or the
liquid level in the top of the TPC, could cause the light
collection efficiencies for both S1s and S2s to vary with
time. Changes in the liquid level, in the gas pressure or in
the detector temperature, can further modify the production
efficiency of S2 electroluminescence signals. The evolving
electric field in LUX is also expected to introduce time
dependence in both the production efficiency and the
collection efficiency of S1s and S2s.
In the LUX experiment, a wide range of techniques were

developed to measure the detection efficiencies for S1s and
S2s, abbreviated as g1 and g2, respectively. g1 is defined
simply as the fraction of S1 scintillation light that was
collected by the PMTs; g2 is defined as the number of
photons detected for every primary electron produced in the
liquid, and it includes contributions from the electron
extraction efficiency, the electroluminescence production
efficiency and the S2 light collection efficiency. With the
g1 and g2 corrections, the overall energy of an event can be
reliably estimated asE ¼ WðS1cg1 þ S2c

g2 Þ, whereW ¼ 13.7 eV
is the average energy required to produce either one ionization
electron or one scintillation photon in liquid xenon [34], and
S1c and S2c are the position-corrected energy variables.
Throughout the LUX experiment, g1 and g2 values
were regularly monitored through internal and external
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FIG. 2. The fiducial mass calculated from the FV geometry
(blue dashed line) and from 83mKr calibration data (black squares
with error bars). The error includes uncertainties from the 83mKr
event selection criteria, from the total active mass, and from the
field map interpolations.
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calibrations, including 83mKr [32], 3H [35], and xenon
activation lines following neutron calibrations [36]. The
values of g1 and g2 remained stable within WS2013, and
the drift was estimated to be < 8% from the beginning of
WS2014-16 to the end. By defining g1 and g2 as empirical
functions of time, the effects of small changes in the detector
operation parameters, such as the liquid level, liquid temper-
ature and gas pressure, were corrected for in the data.
To evaluate the SS cut efficiency with corrected g1 and g2

values, an all data-driven approach was used based on the 3H
calibration data, as outlined in [35]. 3H radioactivity was
regularly introduced into the LUX detector to calibrate low-
energy ER events. The 3H beta spectrum has an end point
energy of 18.6 keV, with a peak at 2.5 keV and a mean
energy of 5.6 keV, making it ideal for efficiency studies in
our energy region of interest. The spectral shape of 3H beta
decays is well known both theoretically and experimentally,
allowing the SS 3H data in the FV to be fitted to the known
3H spectrum at the high energy end, where the acceptance of
the SS cut is ∼100%. Then the fitted 3H spectrum (with
100% efficiency) was extrapolated to low energies and
compared to the observed event spectrum, for the relative
cut acceptance to be calculated as a function of energy.
Figure 3 shows the SS cut efficiency evaluated for events

between 1.6 and 2.4 keVee as a function of time. The
efficiencies were calculated for 3H data acquired in
December 2013, September 2014, February 2015,

September 2015 and February 2016. Thanks to the g1
and g2 corrections, the observed efficiencies are mostly
stable over time, especially for events above 1.8 keVee. The
low-energy analysis threshold was conservatively chosen to
be 2 keVee in the modulation analysis. In the main analysis
energywindow of 2–6 keVee, the SS cut efficiency ismostly
consistent with 100% and remains stable at a 5% level.
Results of this efficiency study were also confirmed at 1σ
level with independent simulations using the NEST package
[37], with the evaluated electric field taken as an input.
As is discussed in Sec. IVA, at higher energies the SS

efficiency decreases slightly due to misidentified S2 pulses.
However, this small drift is not expected to significantly
impact the analysis.

C. Data quality cuts

In principle, the fiducial cut and the single scatter cut can
provide sufficient background rejection for this analysis.
However, uncertainties in the pulse finding and pulse
classification algorithms can make certain background
events appear as single scatter events in the FV. The most
relevant background of this kind is randomly paired S2
pulses and S1 pulses (or S1-like pulses) during high pulse
rate periods. This section discusses the main data quality
cuts that were developed to suppress such background
events.
It was observed in LUX that the rate of small S2s and

single electrons increased significantly in periods after high
energy events. Due to the high rate, small S2 pulses may be
paired with S1 pulses, or mistagged S1 pulses, and then
incorrectly identified as single scatter events. In this
analysis, we applied a 20 ms veto after each event that
had a total pulse integral larger than 105 phd (∼300 keVee).
In addition, we also applied a 20 ms veto cut every time the
data acquisition system went inactive for > 3 ms, in case a
high-energy event occurred in this window but was not
recorded. The loss of live time due to this veto cut was
calculated to be ∼10%.
A similar background can rise in the same event window

of a high-energy event when the large S2 pulses are
distorted and fail to be identified by the pulse classification
algorithm. In this situation, small S2 pulses right after the
large S2s may be mispaired with S1-like pulses, producing
a false single scatter event. To reject such background
events, we require the identified S1 and S2 pulse pair in a
single scatter event to contain more pulse area than the
unaccounted-for pulse area in the same event window. We
do not expect any significant loss of physical single scatter
events from this cut in the energy region of interest.
A small fraction of mispaired background events sur-

vived both the veto and the pulse area fraction cut. These
events were rejected using an ER identification cut because
ER events follow a certain S1-S2 distribution governed by
the energy partition between scintillation and ionization
channels, but randomly paired events do not. The exclusion
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FIG. 3. The efficiency for the single scatter cut as a function of
time evaluated for events between 1.6 and 2.4 keVee. The
efficiencies were calculated from 3H data taken in December
2013, September 2014, February 2015, September 2015 and
February 2016.
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of the NRs with this cut is not expected to bias this search
because previous LUX analysis [1] has concluded no
observation of NR event excess in the same data set as
used here. In addition, dark matter-NR interactions are
generally suppressed in leptophilic dark matter models [5].
The ER acceptance region in the S1-S2 parameter spacewas
defined using data from 3H calibrations and 14C calibration,
which produced pure low-energy ERs with high statistics.
During WS2014-16, 3H was injected into LUX approxi-
mately every 6 months to monitor possible changes in the
ER band in the evolving electric field. Thanks to the choice
of a small FVin the center of LUX,where the field distortion
was the smallest, the measured ER band did not change
significantly in WS2014-16, as shown in Fig. 4. In this
analysis, events that were > 3 standard deviations from the
mean of the ER band were rejected, resulting in a time-
independent ER event acceptance of 99.7%. It has been
reported that the ER events induced by Compton scattering
may exhibit a slightly different S1-S2 energy partition from
that of pure beta decays like 3H and 14C [38], but due to the
conservatively chosen�3σ acceptance region, the impact of
a slight ER band shift on the signal acceptance is at the
subpercent level.
During WS2014-16, NR-like events were artificially

assembled and injected into the LUX data stream as a
means to calibrate the WIMP dark matter analysis. Due to
the overlap between the NR distribution and that of ERs,
the artificially introduced dark matter events were excluded
from this analysis.

D. Live time exclusions

As mentioned above, controlled radioactivities were
regularly introduced into the LUX detector to calibrate

its performance. To ensure the background rate stability, a
significant fraction of LUX data during and after calibra-
tions were excluded.

83mKr sources were injected into LUX weekly, and we
excluded the 83mKr-dominated data sets from this analysis,
starting from 1 hour before the source injection until the
83mKr decay rate dropped to < 5% of the background event
rate in the 83mKr energy region. On average, each 83mKr
calibration resulted in ∼24–30 hours of dead time. The
residual 83mKr contamination is not expected to produce a
background in the energy region of interest for this
analysis, owing to the isomeric transition decays of
83mKr with a decay energy of 41.6 keV. For neutron
calibrations that could activate short-lived isotopes in
and around the LUX TPC, we excluded 2 weeks of data
following extensive deuterium-deuterium neutron calibra-
tion campaigns [39], and 2 days after short AmBe cali-
brations and 252Cf calibrations. 3H has a half-life of
12 years, but the compound carrying radioactive
3H (CH4) can be removed by the getter that purified the
xenon continuously. As a result, the detected 3H rate was
observed to decay with a half-life of 6 hours according to
[35]. Therefore, only 4 days of data following each 3H
injection were excluded. A low level of background from
initial contamination of cosmogenic 127Xe radioactivity
[33] and possibly 37Ar decays in the xenon was observed in
early LUX data, so the first month of WIMP search data in
WS2013 was excluded. As a result, all data used in this
analysis were acquired after the xenon was brought under-
ground for over 4 months, or > 4 half-lives for both 127Xe
and 37Ar. The residual contamination in the 2–6 keVee
window was estimated to be less than three events.
Some detector operations may cause the experimental

conditions to change temporarily, and we excluded periods
when anomalies were observed in the detector temperature,
pressure or liquid level. Data sets that measured low liquid
xenon purity values were also excluded from this analysis.
The data acquisition system of LUX did not keep track of
the change of daylight saving time (DST), which was
corrected for in this analysis, but ambiguity in the event
time still occurred in early November. As a result, up to
6 hours of data were removed when there was a DST
change, ensuring no ambiguity for the longest data sets
acquired around this time.
In addition to the large scale live-time exclusions, the

LUX experiment also excluded live-time segments at much
smaller time scales. The LUX trigger system implemented
a hold off after each acknowledged trigger, and the value
was set to be 4 ms in early WS2013 and was reduced to
1 ms later [40]. In addition, if a trigger occurred within
500 μs before the data acquisition was deactivated, the
recorded waveform may be incomplete; these triggers were
therefore excluded from the analysis.
All of the exclusions discussed above were taken into

consideration when the effective live time was calculated
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for this analysis, and the calculation also addressed the
situation when two or more exclusions were not mutually
exclusive. The total remaining live time was evaluated to be
271 days, in comparison to the overall live time of 427 used
in the standard LUX WIMP analysis [1].

IV. RESULTS AND DISCUSSIONS

The combined energy spectrum of single scatter ER events
in the central 51.4 kg FV of LUX is shown in Fig. 5. The
spectral shape is mostly flat in this energy region, where the
residual events were dominated by Compton scattering of
high-energy gamma rays and by beta decays in the liquid
xenon. The average ER event rate below 10 keVee was
calculated to be 2.3� 0.21 cpd=keVee=tonne. This rate is
significantly lower than that demonstrated in previous LUX
analyses [1,26,30] thanks to the stringent fiducial cut, and is
among the lowest ever demonstrated in darkmatter detectors.

This section focuses on the searches for annual and
diurnal rate modulations in the event rate between 2 and
6 keVee. To estimate possible systematic uncertainties that
may not be fully addressed by the methods discussed
above, we selected the energy window of 6–10 keVee,
where the event rate can be mostly explained by back-
ground models, as a control region. For the case of annual
modulation search, we also extend the analysis for ER
events up to 26 keVee. Due to the large number of free
parameters in typical ER dark matter interaction models,
we do not interpret the search result in any specific dark
matter models, but rather present it as model independent.

A. Annual modulation

With all the aforementioned cuts and corrections applied,
the time-dependent event rates in the signal region
(2–6 keVee) and in the control region (6–10 keVee) from
2013 to 2016 are shown in Fig. 6. The gap from late 2013 to
2014 was due to detector maintenance between WS2013
and WS2014-16. No significant event rate excess around
late May to early June as that observed by DAMA/LIBRA
[14] and XENON100 [41] is observed in either group of
data. Also shown in Fig. 6 are the best-fit annual modu-
lation functions to the data, defined as

RðtÞ ¼
�
A cos

�
2π

T
ðt − PÞ

�
þ B

�
× fLTðtÞ; ð1Þ

where A, T, and P are the modulation amplitude, period
(fixed at 1 year), and peak time (days since January 1st),
respectively; B represents the summed rate of background
events and hypothetical dark matter interactions that do not
modulate, and fLTðtÞ is the ratio of experimental live time
after all exclusions to time elapsed. With the stringent
exclusion criteria, we expect the residual background event
rate to not have a significant time dependence and modeled B
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as a constant. As explained in Sec. III, background rejection
in this analysis was predominantly achieved using exclu-
sions, and the loss of exposure is accounted for by fLTðtÞ.
Further, the explicit cuts (SS cut and ER selection cut) were
designed to be conservative so the efficiencies are close to
100%. Therefore, no further loss of signal acceptance is
assumed in the rest of this analysis, and the possible bias on
the evaluated modulation amplitude should be < 5%.
Although Fig. 6 shows the data in a binned format, the

fits were carried out using the unbinned maximum like-
lihood (UML) algorithm to avoid bias from the binning.
The log likelihood function in the fits was defined as

− lnðLÞ ¼
Z

T1

T0

RðtÞdt −
X
i

lnRðtiÞ ð2Þ

where T0 and T1 are the start and end time of the
experimental search, and ti represents the detection time
of eachERevent passing all the cuts. The best-fitmodulation
amplitude was determined to be 0.50 cpd=keVee=tonne
for the signal region with a phase of 30 days, and
0.12 cpd=keVee=tonne with a phase of 124 days for the
control region, as shown in Fig. 7.
To determine the goodness of the fits, the Monte Carlo

method was used to generate toy experiments for every
combination of test parameters (A, P). In the simulations,
the nonmodulating event rate was set to be the average rate
measured, which was also allowed to fluctuate with a
Poissonian spread between different data sets simulated.
For each simulated data set, two UML fits were attempted,
with one constraining the modulation parameters at the true
values, and the other with no constraints to search for the

global maximum of the UML. The test statistic was then
defined as the log ratio of the two likelihoods,

q ¼ − ln λ ¼ − ln
LðB̂jA;P; ftigÞ
LðÂ; P̂; B̂jftigÞ

; ð3Þ

where parameters with the “hat” symbol represent the
values at the maximum (conditional) likelihood.
The distribution of the test statistic q, obtained from

Monte Carlo simulations, was used as a reference to
determine the confidence levels (CLs) of the fits in LUX
data. The evaluated 90% confidence region (statistics only)
for the signal region of 2–6 keVee is shown in Fig. 7 (solid
line, purple). This result is consistent with that obtained
from using the Wilks theorem, in which −2 lnðλÞ is
approximated as a χ2 distribution. The 90% CL region
covers zero modulation amplitude for all possible phases,
and does not show any significant increase around 152 days,
in contrast to DAMA/LIBRA [14] and XENON100 [41].
Figure 7 also shows the 90% CL region for the control data
between 6 and 10 keVee (dash line, blue), which remains
flat for almost all phases. Therefore, we deem any remain-
ing systematic effects, which have not been accounted for
in the corrections discussed above, to be subdominant, and
only focus on the statistical uncertainty in this analysis.
Thanks to the low ER background rate in LUX and the

robust correction algorithms, the LUX experiment demon-
strates the most sensitive annual modulation search with ER
events to date. The highest modulation amplitude in the
90% CL limit is at the level of 1.1 cpd=keVee=tonne at a
phase of 50 days. This LUX result is approximately an order
ofmagnitudemore sensitive than that ofDAMA/LIBRAand
a factor of ∼3 improvement from XENON100 [41]. For a
direct comparison with DAMA/LIBRA, the modulation
amplitude was evaluated with the modulation phase
fixed at June 2nd (152 days from January 1st). In this
scenario, we obtained a modulation amplitude of −0.33�
0.27 cpd=keVee=tonne for the signal region, and 0.10�
0.29 cpd=keVee=tonne for the control region. We comment
that a negative modulation amplitude corresponds to a
modulation that is 180 degrees out of phase, and thus is
physical. The negative portions of the significance contours
are not shown inFig. 7, but can be inferred by the limit values
at 180 degrees phase difference. This LUX result is in 9.2σ
tension with the combined DAMA/LIBRA and DAMA/NaI
result of 11.0� 1.2 cpd=keV=tonne in the same energy
window, consisting of the most stringent test of DAMA/
LIBRA with any target materials to date. The most recent
XMASS modulation search reported an energy-dependent
90% CL limit of 1.3–3.2 cpd=keVee=tonne between 2 and
6 keVee at the phase of 152 days [42], significantly higher
than this LUX result.
Using the same analysis method, the annual modulation

study was extended up to 26 keVee. Above this energy
window the ER spectrum begins to be contaminated by
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xenon X rays and residual 83mKr decays. In addition, the SS
cut efficiency was observed to drop slightly from 100%
above energies of 15–20 keVee, as a result of background
electron pulses following primary S2s being tagged as
additional S2s. However, the SS efficiency below 26 keVee
was evaluated to be above 95%, and the time dependence is
less than 5%. Figure 8 (top) shows the 90% CL contour
for each data group in the modulation parameter space.
For all the data divided in 4 keVee energy bins, no annual
modulation amplitude above 1.1 cpd=keVee=tonne or
above 2 sigma deviation from 0 is observed. For easy
comparison with other experiments, Fig. 8 (bottom) shows
the best-fit modulation amplitudes as a function of energy,
with the modulation phase fixed at 152 days.

B. Diurnal modulation

Due to the small amplitude, diurnal modulations have
not been widely discussed in dark matter experiments. To
date, the only experimental search for diurnal modulations
was from the DAMA/LIBRA experiment, which concluded
that the signal was too small to be observed [22]. The LUX
experiment has achieved a total event rate∼500 times lower
than that of DAMA/LIBRA, which may enable a sensitive

search for diurnal modulations. Particularly, dissipative
dark matter models including self interactions typically
predict a larger effect from the Earth’s spin [13,23]. In such
models, a significant amount of dark matter particles may
be captured by the Earth due to dark matter-matter
scattering and also the self-interaction of dark matter.
The amount of captured dark matter within the Earth
may maintain a dynamic equilibrium between the loss of
previously captured dark matter to the halo wind and newly
captured dark matter. This exchange of dark matter content
may occur close to the surface of the Earth, and therefore
lead to relatively large diurnal modulation amplitudes in
dark matter direct detection experiments as the Earth spins.
This section discusses such a search for diurnal modula-
tions using the same 2–6 keVee LUX data set used in the
annual modulation analysis discussed above.
Figure 9 shows the observed ER event rate between 2 and

6 keVee at different times of the day, calculated with respect
to both solar time (top) and sidereal time at 103.77° W
(bottom). Because experimental conditions may vary with
time in the solar day and could impact the background levels,
a solar time analysis can help verify the diurnal stability of
the experiment. No significant time dependence of the event
rate is observed in either group of data. We calculated the
average event rates during the day (night) to be 2.26 (2.37)
and 2.28 ð2.36Þ cpd=keVee=tonne, for solar time and
sidereal time, respectively. Similarly, the average rate in
the morning (evening) was calculated to be 2.19 (2.44) and
2.48 ð2.16Þ cpd=keVee=tonne, for solar time and sidereal
time, respectively. For convenience, we defined day, night,
morning and evening in local sidereal time in analogy to that
of local solar time using the 24 hours convention. As
suggested by [13,23], the dark matter interaction rate in
certain dark matter models may exhibit a significant differ-
ence in the sidereal day/night or morning/evening.
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parameter space for LUX ER events between 10 and 26 keVee.
Data are grouped using the same 4 keVee bin size as used in the
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FIG. 9. The observed ER event rate in the LUX detector as a
function of time of the day (presented in hours); the rates were
calculated for both solar time, i.e., Mountain time (top), and local
sidereal time (bottom).
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Due to the lack of a generic diurnal modulation model, a
full modulation analysis as in the annual modulation search
was not carried out. Instead, a simple 12-hour asymmetry
factor

At ¼
Rt − R̄t

Rt þ R̄t

was calculated, where Rt is the average event rate in a
12 hour time window centered at the time of interest, and R̄t
is the average rate in the supplemental 12 hour window. For
example, A12, or the asymmetry factor at noon, would
represent a day-night asymmetry in the event rate. A value
of A12 > 0 would indicate a higher event rate during the
day, and A12 < 0 indicates the opposite. In addition, a
nonzero A12 value in solar time would suggest the
existence of a time-dependent background in the experi-
ment and the sensitivity of a dark matter diurnal search may
be compromised.
For the situation of solar time, the day-night asymmetry

is calculated to be −5.3� 8.7%, and the morning-evening
asymmetry is calculated to be −2.5� 8.7%; both are
consistent with 0. For sidereal time, the day-night asym-
metry is calculated to be −1.7� 8.7%, and the morning-
evening asymmetry is calculated to be 6.7� 8.8%. The
uncertainties in both results represent the statistic uncer-
tainties only. In conclusion, at the sensitivity level of ∼9%
or ∼0.2 cpd=keVee=tonne, we report no observation of
statistically significant diurnal modulation features in the
LUX data, either in solar time or in sidereal time. Due to the
limited sensitivity from low statistics and the lack of
generic modulation predictions, the diurnal modulation
search was not extended to other energy regions.

V. CONCLUSION

We carried out a search for annual and diurnal rate
modulations in the ER events collected with the LUX dark
matter detector between 2013 and 2016. Despite a signifi-
cant time dependence in the experimental operation con-
ditions, we achieved a low and stable event rate for this
analysis by developing robust cuts and corrections. We
report no significant annual modulation signatures in the
energy window of 2–26 keVee in the LUX data. This LUX
result consisted of the most stringent annual modulation
search between 2 and 6 keVee by demonstrating the lowest
90% CL limits in modulation amplitude, and the best-fit
modulation parameter is in 9.2σ tension with that reported
by DAMA/LIBRA. For the diurnal modulation search, this
analysis disfavors any day-night asymmetry or morning-
evening asymmetry above 0.2 cpd=keVee=tonne level.
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