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Abstract

The simplicity of the basic perovskite structure belies a seemingly boundless potential
for novel phenomena and technological applications. The ferroelectric perovskites, in
particular, can have complex and subtle relationships between their crystal structures
and functional properties. In this work, advanced computational approaches are used
to gain insight into key structure—function relationships in the multiferroic perovskite,
bismuth ferrite (BFO).

Density functional theory (DFT) has proven to be an immensely valuable tool in
the study of condensed matter. However, techniques beyond standard DFT are often
required to deal with the strongly localised electronic states in materials like BFO. In the
first part of this thesis, we conduct a systematic study of a commonly used correction
to DFT: DFT-+U. We focus on the effect of the U parameter on the conduction band
minimum (CBM) and valence band maximum (VBM). We find drastic changes to the
location and curvature of the CBM in particular. Specifically, we find a surprising
inversion in the ordering of the Fe to, and e, manifolds at the CBM when U exceeds 4 eV.
We therefore suggest caution when employing large values of U to calculate optoelectronic
properties.

In the second part of this work, motivated by the prospects of BFO-based photo-
voltaics, we investigate the influence of crystal structure on charge carrier effective
masses. We begin by comparing the effective masses of several known phases of BFO,
finding orders of magnitude differences between them. The strain-induced tetragonal
phase emerged from this comparison as having the promising combination of a large
spontaneous polarisation and relatively light charge carriers. Through a systematic
decomposition of geometric relationships between different phases of BFO, we identify
key physical influences on effective masses. We suggest that these insights could be
exploited to improve photovoltaic efficiency.

In the final part of this thesis, we enter the realm of designer materials. The
creation and characterisation of atomically sharp interfaces between different complex
oxides has proven to be an exciting and fruitful area of research in recent years. We
investigate superlattices made up of repeating lanthanum aluminate (LAO) and BFO
layers. By simply varying the thickness of the BFO layer, we found that one could
tune the tetragonality, spontaneous polarisation and band gap of the superlattices. We
also predict the formation of two-dimensional (2D) electron and hole gases at opposing
interfaces above a critical thickness of BFO. The ferroelectric origin of the 2D gases,
together with an emergent magnetism, suggests that this system may be a promising
source of novel multiferroic functionality. In particular, we suggest the possibility of

switching the 2D electron and hole gases via an external electric field.



Impact statement

The work presented in this thesis is an attempt to gain an understanding of the fun-
damental mechanisms by which certain materials acquire their unique properties. In
particular, we have focussed on a class of materials, the ferroelectric perovskites, that
has had a large impact on a number of technologies from sonar to information storage.
Novel applications of these fascinating materials are continually being developed. One
particularly promising application is in the area of renewable energy.

In part of this thesis, we investigated the nature of a particular perovskite, bismuth
ferrite, using atomistic simulations. We discovered a set of atomistic design principles
that might be used to improve the efficiency of photovoltaic devices. We also conducted
a careful characterisation of a commonly used method for simulating perovskites. The
findings from that study will hopefully inform future theoretical work, ensuring more
accurate predictions based on such simulations.

Finally, we modelled a new type of hybrid crystal that is composed of two different
perovskites. We discovered that one could, in principle, tune various important properties
of this material by simply varying the relative thickness of the components. Above some
critical thickness, a new state emerges that could have exciting technological applications
in, for example, information storage.

While we are motivated and excited by the technological promise of some of these
materials and discoveries, we note that at this early stage of research, the scope for
direct impact is limited. A great deal of further work will be needed in order to realise

this promise.
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1 Introduction

One of the most pressing challenges we face as a society is that of generating sufficient
clean energy to meet our ever-growing demands. While it is likely that no single approach
will meet all of our needs, the conversion of sunlight directly into electrical energy, as
in a photovoltaic (PV) device, is particularly appealing. These work by separating
electron—hole pairs that are generated upon the absorption of incoming photons. The
separation of charges generates a potential difference that can then be used to do work
in a circuit. They, therefore, typically have just one inefficient step between the desired
electrical energy and the incoming sunlight, in contrast to other sources of energy such
as wind, hydroelectric, gas etc.

The global PV capacity has been increasing rapidly in recent years. In 2017, for
example, almost 100 GW of additional capacity was installed globally, bringing total
cumulative capacity to about 400 GW [1]. While the rate of increase of capacity is
certainly impressive, this still represents just 2% of global electricity generation capacity.
In order to replace fossil fuels and meet future energy demands, we need to overcome
a number of challenges, some of which are social in nature and some of which are
purely technological. Social challenges include implementing suitable financing schemes
for home installations and removing existing subsidies for fossil fuels. Some of our
major technological challenges include: (i) adapting our electrical grids to suit the more
distributed nature of PV power, (ii) developing better batteries to store the energy for
use at night or on cloudy days and, of course, (iii) developing better PV devices. We
can take “better PV devices” to mean: cheaper to manufacture, more durable, more
efficient, or (preferably) all of the above. It is the challenge of developing more efficient
PV devices that motivates much of my work.

Designing or discovering better materials is a very broad problem and is certainly
not limited to the case of PV devices. Many of the world’s grand challenges require
materials whose capabilities far exceed those of which we have today. From combating
climate change to fighting diseases, we need new and improved materials. Even though
our desire for better materials is itself nothing new, modern approaches to materials
discovery can appear very different from those of the past. There are, however, some
common basic strategies.

We begin by briefly noting that, occasionally, important materials are discovered
entirely serendipitously. Fleming’s discovery of penicillin is a famous case of a material

being discovered almost completely by accident. The structure of the benzene molecule
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supposedly came to August Kekulé in a daydream about an ouroboros' [2]. While this
approach makes for good anecdotes, it is extremely difficult to engineer from the outset.

Perhaps the most straightforward approach that one could pursue is simply: trial
and error. This approach has been extremely successful in the past, though it can be
costly and time-consuming. Trial and error is often made much more efficient if it is
conducted by someone with a well-developed chemical or physical intuition. The tacit
knowledge gained through extensive experience with a variety of materials is almost
always of enormous benefit to the discovery process. However, since intuition is acquired
through experiencing ezisting materials, truly novel materials necessarily involve at least
some counterintuitive aspects. For example, in a recent study, Zubko et al. demonstrate
that certain ferroelectric-dielectric superlattices can exhibit negative capacitance [3].
A balance must therefore be struck between the benefits of fitting a mental model to
existing materials and the potential limitations associated with only taking these into
account. An analogous balance exists in efforts to use machine learning for materials

discovery. Here the balance between over- and under-fitting the model is key [4].

Recent theoretical developments and advances in computing power have allowed us
to perform much of the trial and error through virtual, rather than actual, experiments.
High-throughput computational screening (see e.g. Ref.5 for a review of these methods)
and crystal structure prediction [6], for example, have proven extremely valuable this
regard. One striking example is the discovery that, as a catalyst in the hydrogen
evolution reaction, a certain BiPt alloy has even better activity than that of pure Pt
[7]. This discovery was based on virtual experiments involving over 700 binary surface
alloys—something that would be unfeasible in real experiments. In addition to suggesting
specific materials, high-throughput computational approaches can be used to identify
general heuristics for designing new materials. For example, such approaches have been
helpful in elucidating the influence of chemistry on electron and hole effective masses in
a broad range of oxides [8, 9.

The most satisfying approach to materials discovery, from my point of view, is to
develop a complete understanding of the origins of various properties in a given material,
and to thereby be able to design a new one from ‘the ground up’. In this thesis, we
attempt to gain such an understanding of the fundamental mechanisms that govern
important functional properties of some fascinating materials. This we do with the
ultimate aim of being able to suggest mechanisms by which we can improve the PV

prospects of these materials.

Let us begin with what sort of characteristics one should expect in a good PV
material. The first step in a PV process is the absorption an incident photon. For this
to occur efficiently, we require that the material have a band gap in a certain energy
range (usually around 1.4 eV) and that the absorbing layer be thick enough to actually
interact with the incident photons. The absorption of a photon excites an electron—hole

pair that need to then be separated. For this charge separation to occur, some source of

! An ancient Egyptian symbol of a snake eating its own tail.
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asymmetry in the material is required. Finally, the separated electrons and holes need
to be transported to their respective electrodes. This necessitates good electron and
hole transport characteristics in the PV material. Finally, some of the characteristics
that make for a good PV material are independent from considerations of the efficiency
of the material. These include the: easy-of-manufacture, cost, earth-abundance, stability
and toxicity of the component materials.

Returning to the question of efficient charge separation, in traditional PVs, the
required asymmetry is provided by the potential due to a p—n junction. Some materials,
however, have an intrinsic asymmetry in their crystal structure? that allows for the
development of a switchable spontaneous electric polarisation?; these are known as
ferroelectrics. We shall introduce ferroelectrics and the physics that govern them in more
detail in Chapter 2, but for now we simply note that their spontaneous polarisation is
thought to facilitate charge separation [10], making them promising PV candidates. In
addition, these materials typically form ferroelectric domain structures that further aid
in charge separation and transport [11, 12]|. Despite their excellent charge separation
capacity however, ferroelectrics often suffer from relatively low charge carrier mobilities.
This limits the efficiency of a ferroelectric PV device since slower charge carriers are
less likely to reach their respective electrodes (where they can be made to do work)
before recombining. A central theme of this work will therefore be to discover ways of
increasing charge carrier mobility without diminishing the bulk polarisation that is so
key to enhancing charge separation.

Of all the known ferroelectric materials, the group that has been studied the most
is almost certainly the ferroelectric perovskites. Perovskites (chemical formula: ABX3)
have a very simple crystal structure that belies a surprising degree of structural flexibility*
and subtlety. This simple yet flexible structure lends itself to both fundamental research
and a wide range of technological applications.

In this thesis, we focus on a particular perovskite that combines ferroelectricity with
magnetism: bismuth ferrite (BiFeOs; BFO). BFO has been widely studied as perhaps
the only single phase room-temperature magnetoelectric multiferroic material. The
magnetic control of spontaneous polarisation and its converse—the electric field control
of magnetism—present the possibility of novel applications, from sensors to information
storage [13].

BFO was also the centre of a renaissance® in the field of ferroelectric PVs, beginning
with the discovery of the switchable diode and bulk photovoltaic effects in 2009 [16].
Subsequent studies revealed the importance of ferroelectric domains in the context of

BFO-based PV devices. For example, above band gap photovoltages® across [11] and

%j.e. their crystal structure is non-centrosymmetric.

3Note that not all non-centrosymmetric crystals develop a switchable spontaneous polarisation.

“In this context I take ‘structural flexibility’ to indicate a large number of quasi-stable polymorphs,
rather than a small elastic constant.

5The seminal work of Fridkin [14] suggested the possibility of photoferroics in 1979, though the
earliest reported photocurrent in a ferroelectric perovskite (BaTiO3) goes back to 1956 [15].

5 Above band-gap photovoltages are forbidden in traditional single p-n junction PVs according to
Shockley and Queisser. [17]
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conduction along [12] the domain boundaries have been found experimentally. Efficient
charge separation and earth-abundant, non-toxic components are factors that make BFO
an appealing candidate PV material. However, BFO scores slightly lower in terms of the
other factors in our ‘PV wishlist’. While BFO has a relatively low band gap compared
to other ferroelectric perovskites (around 2.5 €V), it is significantly larger than the ideal
band gap for a PV material (around 1.4 e€V). Reducing the band gap, together with
understanding and improving the transport characteristics of BFO will therefore be
important in order to realise an efficient BFO-based PV device.

While BFO has been widely studied in the context of ferroelectric PVs, as well
as for a myriad of other applications, open questions remain as to the fundamental
mechanisms behind some of its intriguing functional properties. We know that natures
of the conduction band minimum (CBM) and valence band maximum (VBM) typically
play important roles in determining the optoelectronic properties of a semiconductor.
In particular, the curvature and character at the CBM and VBM are related to the
mobilities of the electron and hole, respectively. The relative location of these points
in reciprocal space affects the absorption probability of an incident photon. One of
the questions that naturally arises is, therefore: in the case of BFO, which factors play
an important role in determining the natures of the CBM and VBM? Further, can we
employ this understanding to optimise the optoelectronic properties of BFO?

So how does one go about a) determining the natures of the CBM and VBM and b)
discovering the mechanism that governs these? Direct information about the location
and curvature of the VBM can be obtained via state-of-the-art soft x-ray angle-resolved
photoemission spectroscopy (SX-ARPES) experiments. Even with SX-ARPES, however,
gaining an understanding of the underlying mechanisms that determine such properties
would be extremely challenging. For example, surface reconstructions and defects would
strongly affect the obtained spectra due to the inherently complex coupling between
crystal and electronic structures that occurs in all ferroelectric materials. That is, it
is difficult to disentangle the various structural factors that influence the character,
curvature and locations of the CBM and VBM in such materials. Difficulties in growing
defect-free, single-phase BFO films can further hinder progress towards an understanding
of the fundamental mechanisms [18|. Furthermore, it can be challenging to isolate the
effects of interfaces between BFO films and the materials on which those films are grown.
Indeed, so strong are interface effects in such complex oxides, that they are studied in
their own right, with a wide range of applications in mind; see for example the review
by Zubko et al. [19].

The fundamental and strong coupling between crystal and electronic structures that
underpins many of the experimental challenges also exacerbates important difficulties
facing a theoretical investigation of BFO. Below, we shall discuss in what manner these
theoretical challenges manifest themselves, and the approaches that have been developed
to overcome them. Before that, we introduce theoretical approaches to condensed matter
more generally.

Theoretical approaches to condensed matter can roughly be said to lie on a spectrum
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between empirical and fully ab initio methods. At the former extreme, one attempts to
construct a model of a given phenomenon by using, for example, symmetry arguments,
or by borrowing the mathematical framework that has been successful in describing
similar phenomena. One then fits the parameters of the constructed model to known
experimental results. Because they can be constructed with terms that relate directly
to specific observable properties or symmetries, empirical approaches can often offer
a certain ‘transparency’. That is, such approaches often have terms that correspond
directly to observables and so physical insight is readily available. In addition, they can
often allow us to rapidly predict the properties of large systems; i.e. they usually have a
relatively low computational cost. Despite the transparency and speed of many empirical
models, these often suffer from limited accuracy. Furthermore, because they are finely
tuned to a specific type of interaction in a given system, they often lack transferability
and predictive power. The lack of transferability becomes particularly problematic when
we wish to make predictions about materials whose underlying physics/chemistry lie
beyond our current understanding.

In the first-principles approach, by contrast, we make predictions of a phenomenon
by building up a system from the ground up, without using any experimental input.”
Typically we build a system up, starting with a certain configuration of atoms, and
employ the basic laws of quantum mechanics (QM) to make predictions about their
properties. First-principles methods, and in particular Density Functional Theory (DFT),
have been very successful at explaining the origin of a number of properties of BFO.
In addition to explaining the origin of known properties, DFT has also been used to
successfully resolve disagreements in existing experimental literature. For example, it
was used in conjunction with the modern theory of polarisation (MTP) to calculate the
spontaneous polarisation of BFO. This resolved experimental disagreements as well as
suggesting reasons for why they arose in the first place [20].

Despite these theoretical successes, the subtle interplay between structural and elec-
tronic degrees of freedom that underlies the tunability of the BFO system make this ma-
terial particularly challenging to model. For example, the observed weak (Dzyaloshinskii-
Moriya) ferromagnetism—due to a slight canting of the otherwise antiferromagnetically
ordered spins—cannot be captured without including the effects of spin-orbit coupling
(SOC) [21].

More generally, standard DFT methods are known to have systematic failures in
describing the electronic structure of materials with strongly correlated d states, such
as those of Fe in BFO. In particular, standard local density and generalised gradient
approximations of the exchange-correlation (xc) functional incorrectly describe the
on-site Coulomb interactions of highly localised electrons, due to erroneous electron self-
interaction. This failure to describe strongly localised states exacerbates the infamous
band gap problem in DFT.

In Chapter 4, we carefully assess a correction to DFT (DFT+U) that is commonly

"In principle even the crystal structure can be predicted from first-principles (e.g. using the approaches
reviewed in Ref.6), though in practice this is very often informed by experiments.
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used for studying complex oxides such as BFO. We find a surprising inversion of the
expected to4/e, ordering of the Fe d orbitals at the CBM of BFO when the magnitude
of the correction exceeds a certain threshold. This inversion has a large impact on
the predicted optoelectronic properties of the material. We thus suggest caution when
employing large values of the ‘+U’ correction. More generally, we emphasise the need
for careful testing of the effects of U on the electronic structure as a whole, and not
simply its effects on band gaps.

In Chapter 5, having characterised our method of interest, we then develop an
understanding of the structural factors that determine the charge carrier effective masses
in BFO. The approach we take is to first calculate the effective masses of some known
BFO phases. We then decompose the various transformations that map the phase with
the lightest charge carriers to that with the heaviest. By systematically evaluating the
effective masses along these transformation maps, we gain insight into the structural
factors that play a key role in determining band curvature and character. We suggest
that the physical insight gained in these systematic studies could be harnessed to improve
the photovoltaic prospects of BFO. In particular, we suggest that a tetragonal (T") phase
of BFO would have the appealing combination of large spontaneous polarisation and
light charge carriers.

One way to obtain the T or a T-like phase in BFO is by growing it under compressive
epitaxial strain. Lanthanum aluminate (LaAlOs; LAO) was identified as a particularly
good substrate for this purpose, as found in a number of experimental studies, reviewed
in Ref.22. Bulk LAO has a very similar rhombohedral crystal structure to that of bulk
BFO, though it lacks the A-site translation along the pseudo-cubic [111] direction that
breaks inversion symmetry in the latter.

In such complex oxide heterostructures, in addition to changing the relative stability
of competing phases, the interfaces themselves can have emergent functional properties
that go beyond those of either component oxide. Perhaps the most well-known example
of an emergent phenomenon is the formation of a two-dimensional electron gas (2DEG)
at certain LAO/STOS® interfaces [23]. This 2DEG has been extensively investigated in
subsequent years, with many interesting properties emerging. Superconductivity (even
though both component materials have a non-zero band gap [24|) and magnetism (even
though both components are non-magnetic) [25], for example, have both been observed
at this interface.

In Chapter 6, we model LAO/BFO heterostructures with a focus on a) stabilising
a T’ phase of BFO and b) looking for emergent interfacial properties. The approach
we take is to build superlattices made up of alternating LAO and BFO repeating units.
We find that, by manipulating the relative thicknesses of the two component materials,
we can (i) tune the spontaneous polarisation, (ii) tune the electronic band gap and (iii)
develop potentially switchable 2D free carrier gases at the interfaces between LAO and

BFO. The experimental realisation of such 2D gases would likely have a range of useful

8Strontium titanate (SrTiOs; STO) is a quantum paraelectric perovskite with the space group:
Pm3m at room temperature and space group I4/mcm at low temperature.
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technological applications.

Having introduced the context and central aims of this thesis, let us further develop
the theoretical framework that underpins the work. In the following chapter we briefly
introduce the physics of ferroelectrics and then in Chapter 3 we outline the computational

methodology, with a focus on those aspects of particular relevance to this thesis.
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2 A brief overview of the physics

of ferroelectrics

Ferroelectric materials, and the physics and chemistry that govern them, are extremely
subtle and complex. One cannot hope to do justice to the subject in a single chapter.
Instead, the aim of this chapter is merely to provide a little context for the later results
chapters by way of a short introduction to the main relevant concepts. We begin with
a brief overview of historical developments in the field. We then define ferroelectrics
formally and outline a key mechanism underlying ferroelectricity in the class of materials
of interest to us. We end this chapter with a summary of the modern theory of

polarisation, which we employ throughout the thesis to calculate bulk polarisation.

2.1 A brief history of ferroelectricity

The history of our understanding of ferroelectrics is a rich and complex one, spanning
decades and involving several dead-ends and false starts. We summarise it here in order
to provide some context for our current understanding of the physics of ferroelectrics.
For more on the history of ferroelectricity, and indeed a far more in-depth discussion of
the actual physics involved, we refer the reader to the 1977 classic text by Lines and
Glass [26] as well as the more recent book edited by Rabe, Ahn and Triscone [27]. Many
of the seminal texts in this field are gathered in Ferroelectricity: The Fundamentals
Collection, edited by Gonzalo and Jiménez [28].

First discovered in Rochelle salt (sodium potassium tartrate tetrahydrate) in 1920
by Valasek [29, 30|, ferroelectricity was thought for decades to be exceedingly rare:
“one of nature’s great accidents” [p.2 26]. The later discovery of ferroelectricity in
potassium dihydrogen phosphate (KDP) confirmed to many researchers at the time
that the presence of hydrogen bonding was a necessary condition for a material to
be ferroelectric. Indeed, one of the early attempts to develop a microscopic model of
ferroelectricity was based on possible orientations of the hydrogens in KDP [31].

The view that hydrogen bonding is fundamental to ferroelectricity persisted until
1946 when, in an effort to find a replacement for the widely-used dielectric material, mica,
the signature of ferroelectricity was discovered in the perovskite ceramic: barium titanate
(BaTiO3; BTO) [32-34]. The simplicity of the perovskite structure (and its conspicuous

lack of hydrogen bonding) allowed for large leaps forward in our understanding of ferro-

21



22 2.1. A brief history of ferroelectricity

electricity’s microscopic origin. It also allowed for the development of phenomenological

models to explain and predict the macroscopic behaviour of ferroelectrics.

In 1960, Cochran made a great leap forward in our understanding of the microscopic
origin of ferroelectricity by re-casting the problem in terms of lattice dynamics and
introducing the soft mode concept [35].! Upon cooling below a critical temperature
(referred to as the ferroelectric Curie temperature, T¢), some ferroelectrics are observed
to go through a second-order phase transition from a paraelectric (high-symmetry) to
a ferroelectric (low-symmetry) state. This can be understood, according to soft mode
theory, in terms of the freezing in of a transverse optic phonon mode. That is, there is
some unstable phonon mode at high temperature which, upon cooling, becomes softer;
i.e. its frequency at a particular point in the Brillouin zone approaches zero. At T, the
frequency at this point (usually the I'-point) reaches zero and the distortion is said to

be frozen in.

A phenomenological account of ferroelectricity was developed by Devonshire [36-38|
soon after the discovery of BTO, based on the earlier work of Landau and Ginzburg;
see the chapter by Chandra and Littlewood in Ref.27 for a summary of these. The
Landau-Ginzburg-Devonshire approach proved to be extremely successful in describing
the behaviour of ferroelectrics around phase transitions. In such models, the free energy
of a system is expanded in terms of its macroscopic quantities (polarisation, strain
etc.). The terms of this expansion can be obtained through careful consideration of
the symmetries of the system. The expansion coefficients can then either be fitted to
experimental data or to results from the kinds of first principles simulations we discuss
in Chapter 3. The latter approach effectively bridges the microscopic and macroscopic,

greatly enhancing the usefulness of such simulations.

Fundamental to any description of ferroelectrics (or indeed any dielectric material)
is the concept of macroscopic polarisation. The traditional approach to thinking about
and calculating macroscopic polarisation begins with Clausius and Mossotti (CM) in
the mid-to-late 1800’s [39, 40]. In this picture, one imagines a dielectric to be composed
of identifiable polarisable units whose polarisation contribution may be summed over to
get that of the bulk. It was not until the early 1990’s that an alternative theory was
developed. The Modern Theory of Polarisation (MTP), discussed at some length in
Section 2.4, more closely parallels the pragmatic definition of macroscopic polarisation
used by experimentalists. That is, the MTP emphasises differences in polarisation as
fundamental. In addition to more accurately describing reality, the MTP has proven
to be extremely useful for computing bulk polarisation (and related properties) using
modern first-principles simulations. In particular, the MTP can be cast in terms of
Berry phases and Wannier functions—quantities that can arise naturally in most modern

first-principles simulations.

"We should note that Ginzburg, in Chapter 4 of Ref.28, disputes that idea that Cochran introduced
the soft mode concept, claiming instead that the basic concepts were actually introduced 10 years prior
(by Ginzburg).
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Crystalline classes (32)

Non-centrosymmetric (21) Centrosymmetric (11)

Piezoelectric (20)

Pyroelectric (10)

Ferroelectric (10)
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Figure 2.1: Symmetry categorisation of the 32 crystalline classes. The numbers on
parentheses refer to the number of crystalline classes in each sub-group. Note that some
subset of pyroelectric materials are also ferroelectric, though this is not determined by
the crystalline group.

2.2 What exactly are ferroelectrics?

Ferroelectrics are those insulating materials that: (i) have at least two states of spontan-
eous electric polarisation? and (ii) can be switched from one state to another using an
applied electric field. From the crystallographic perspective, all ferroelectrics lack a centre
of inversion symmetry, i.e. ferroelectrics belong to a subset of the non-centrosymmetric
crystalline classes. In fact, ferroelectrics are a subset of pyroelectrics which themselves
are a subset of piezoelectrics (which make up the majority of the non-centrosymmetric
classes). This relationship is indicated in Fig. 2.1. Note that we cannot say a priori
if a given pyroelectric material will be ferroelectric solely based on its crystalline class;
this is determined by other factors such as local chemistry [41]. In the following section,
we present a useful framework for thinking about the origin of ferroelectricity in many
materials.

The experimental signature of ferroelectricity is the observation of a polarisa-
tion—electric field hysteresis loop such as the one in Fig. 2.2(c). Note that while
a perfect dielectric has no hysteresis (Fig.2.2(a)), a lossy dielectric (an infamous example
being the skin of a banana [42]) displays some hysteresis that may be mistaken for that
of a ferroelectric. Such curves can be measured using a Sawyer-Tower circuit in which the
ferroelectric material is connected in series with a reference capacitor. To get the value
of the spontaneous polarisation (i.e. the polarisation when no external electric field is
applied), you apply a variable voltage across the capacitor and sample and measure the
voltage drop across the capacitor. Since they are in series, the charge on the reference
capacitor and the ferroelectric sample must be equal. This charge can be calculated

using: @ = CV, where @ is the charge on the capacitor, V is voltage drop across the

2A ‘spontaneous electric polarisation’ is a non-zero electric polarisation in zero applied field.
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/
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Figure 2.2: Typical polarisation—electric field (P-E) hysteresis loops for (a) perfect
dielectric, (b) lossy dielectric and (c) ferroelectric materials. E, is the coercive field and
the spontaneous polarisation in (c) is given by (P4 — Pg)/2.

Figure 2.3: Ideal cubic perovskite crystal structure, ABX3. Notice that the X anions
form an octahedral cage around the B-site cation.

capacitor and C' is its known capacitance. The polarisation of the sample can then be
computed as simply P = QQ/A, where A its surface area perpendicular to the field. With
a sufficiently large applied field (known as the coercive field, E.), the polarisation of the
ferroelectric sample can be switched between its two possible states, P4 and Pg. The
spontaneous polarisation (Ps) is then taken to be half of the difference between the two

polarisation values found at zero applied voltage (i.e. P; = (Pa — Pg)/2).

2.3 The origin of ferroelectricity

The question of what causes ferroelectricity is a complex and subtle one, reflecting the
variety of ways in which long- and short-range interactions balance out in any given
material. For detailed discussions of the various mechanisms at play, see Refs. [26-28, 43].
In this section we outline a framework for thinking about spontaneous polarisation that
is helpful for understanding many known ferroelectric materials. More precisely, we
focus on so-called ‘proper’ ferroelectrics in which the ferroelectric polarisation arises
through a lattice instability at the I'-point.

We begin by observing that is often convenient to think of a ferroelectric phase in

terms of a symmetry-lowering distortion from a non-polar phase. Many ferroelectric
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Figure 2.4: Schematic energy levels of an octahedral high-spin d* complex showing how
a Jahn—Teller distortion would lower the system’s total energy.

materials undergo such a symmetry-breaking phase transition as they are cooled below
their ferroelectric Curie temperature. The question then arises of why some materials
undergo such a transition whilst others do not. We shall focus on the most widely
studied, and most relevant to the present work, class of ferroelectrics: the ferroelectric

perovskites.

The prototypical centrosymmetric perovskite structure, shown in Fig. 2.3, has
the chemical formula: ABX3 and belongs to the space group: Pm3m. A shift in the
positions of either the A-site or B-site cations relative to the X-site anions results in a
non-centrosymmetric structure and a resulting polarisation. In order to understand why
symmetry-breaking distortions may happen at all, it is helpful to invoke the ideas of

Hermann A. Jahn and Edward Teller , well known to the chemistry community.

Jahn and Teller (JT) explain that, under certain conditions, a molecule or molecular
complex may lower its total energy via a geometric distortion if that distortion breaks a
degeneracy in the electronic configuration. Such a mechanism is shown schematically in
Fig. 2.4 for the case of an octahedral high-spin d* complex. In this case we see that the

overall system energy may be reduced through the elongation of one octahedral axis.

An analogous mechanism, referred to either as the pseudo- or second-order Jahn—"Teller
effect (SOJT), is responsible for symmetry breaking in the case of ferroelectric perovskites.
In the second-order Jahn—Teller effect, the total energy of the system is reduced by
accessing low-lying excited states, rather than by breaking a ground-state electronic
degeneracy. To see what we meant by this, we can expand the electronic ground-state

energy, E, in terms of a structural perturbation, @ [p.179 27|:

E(Q) = E(0)+ AQ + BQ*+ --- . (2.1)
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Figure 2.5: Crystal structure of R3¢ BFO.

Here, E(0) is the energy of the undistorted ground state and AQ and BQ? represent the
first- and second-order Jahn—Teller effects respectively. The energy associated with the
aforementioned first-order JT effect is given by: AQ = (0[(6H/Q)o|0) Q; notice that
this term is only non-zero in the case of degenerate states, as discussed above.

The second-order term can be broken down into two competing contributions:

BQ? = % ((0](62H/6Q2)0\0> = | <O|(gnH£ 52328@ |2) Q% (2.2)

where the first of these terms represents the energy associated with distorting the
structure without electronic reconstruction. Because there is no electronic reconstruction
in this term, neighbouring electron clouds experience a strong Coulomb repulsion as
the distortion forces them to overlap. This term is therefore always positive—smaller
in the case of closed-shell ions and larger for open-shell ions since the former are less
spread out than the latter. The second term represents the mixing of ground and
excited states; i.e. new bond formation/hybridisation. The second term has a large
magnitude when low-lying states are available such that the denominator, E,, — E(0),
is small. The numerator depends on the symmetry representations of the distortion
as well as the those of the ground and excited states. Specifically, the matrix element,
(0|(60H/6Q)o|n), is non-zero if and only if the product of the symmetry representations
is itself symmetric. In the case we are discussing here—a non-centrosymmetric distortion
from a centrosymmetric ground-state—the matrix element is non-zero if and only if the
excited state is non-centrosymmetric.

To make the above discussion a little more concrete, let us consider a specific example
(one that is also relevant to later chapters): bismuth ferrite (BiFeOs; BFO). BFO will
be introduced in more detail in Chapters 4 and 5, but here we discuss the origin of its
spontaneous polarisation. BFO has a rhombohedral, R3¢, structure as shown in Fig.
2.5. The spontaneous polarisation in BFO arises due to the displacement of the Bi ions

along the pseudo-cubic [111] direction. This is driven by the stereochemical activity
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of the Bi 6s lone pair [20]. In terms of the SOJT effect, a displacement of the Bi ion
allows the hybridisation of the lone pair with low-lying p states, thus lowering the total
electronic energy of the system [44]. Returning to eqn.2.1, the first term in BQ? is small
in this case due to the closed-shell nature of the Bi** ion. The second term meets the
symmetry requirements (since the hybridised state is non-centrosymmetric) and is thus
NON-ZEro.

It is important to stress that, even when the above conditions are met and a SOJT
distortion occurs, this does not guarantee that the material as a whole will exhibit a
spontaneous polarisation. Other geometric factors, such as the rotations of the BXg
octahedra in certain perovskites, may® cause the local polarisations to be arranged in an

antipolar manner such that they exactly cancel out.

2.4 Calculating bulk polarisation

Having discussed what ferroelectrics are, and why some materials become spontaneously
polarised whilst others do not, let us now discuss how one would go about calculating a
material’s polarisation. We shall see why the traditional view of bulk polarisation as

‘the dipole moment per unit volume’ is inadequate and what to replace it with.

2.4.1 The Clausius-Mossotti picture

As mentioned above, the first theory of polarisation in condensed matter is due to Clausius
and Mossotti (CM) [39, 40]. According to the CM picture, macroscopic polarisation can
be viewed as the sum of individual, localised, dipole moments divided by the volume.
For a crystal, the dipole moment contributions within a chosen unit cell are summed
and then divided by the cell volume.

A necessary condition for this approach to be viable both in principle, and as a
practical means to calculate macroscopic polarisation, is that it must be possible to
unambiguously partition the electronic charge density into localised contributions. If
that were not the case, then the polarisation of the material would be contingent on our
choice of ‘polarisation unit’ and our choice of crystallographic unit cell.

Identifying the polarisation units is possible for an idealised ionic material, however,
most real materials have a mixture of various types of bonding. That is to say, the electron
density forms a continuous distribution which cannot be unambiguously partitioned. It
is important to note the subtlety here: there are, in fact, two separate criticisms of the
traditional approaches to polarisation. The first is that, contrary to the CM picture,
the distribution of charges is in fact continuous. The second is that, even if we know
the charge distribution exactly, we would still not be able to define polarisation because
there is no unique way to partition this distribution into polarisation units. To see why

this is the case, let us consider possible approaches to such a partitioning.

3Even though the rotation and polar modes generally compete with each other, recent work demon-
strates that there can be a cooperative coupling between these modes in some cases. [45]
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Typically we begin by thinking about crystals, and so an obvious candidate polarisa-
tion unit would be the crystal unit cell. In this case the macroscopic polarisation would

be given by P.:

1
Peeu = Vi dr I‘p(I’), (23)
cell Jcell

where V¢ is the volume of the unit cell and p(r) is the charge density (including
both nuclei and electrons). However there is no such thing as the unit cell; for a given
Bravais lattice, we can define the unit cell in an infinite number of different ways. Since
we require the definition of polarisation to be independent of our choice, we may try
to average over all possible (translational shifts in) unit cells. Unfortunately such an
average will, by symmetry, always return a polarisation value of zero.*
An alternative to using the crystal unit cell, is to define the polarisation unit as the

entire sample (assuming then of course that the sample is finite) (as in eqn. (2.4)).

1
Poomp = / drrp(r), (2.4)
V:samp samp

where Pgqmp is the macroscopic polarisation, Vigmp is the volume of the sample
and p(r) is the charge density. While this removes the need for an arbitrary choice of
unit cell, in this view the macroscopic polarisation ceases to be a purely bulk property.
P ump will change according to the surface preparation of the sample. Furthermore it
is unclear how P4, relates to changes in the internal charge distribution due to an
electric field—the very thing we are trying to describe!

The lesson to be taken away from the above discussion is that knowledge of the
periodic electronic charge distribution is, even in principle, not sufficient to define bulk
polarisation. Another approach is clearly needed, and for this we turn to the modern

theory of polarisation.

2.4.2 The modern theory of polarisation (MTP)

In the early 1990’s, faced with the challenges in the CM theory, Resta [46, 47|, King-
Smith and Vanderbilt [48|, developed a modern theory of polarisation. They begin by
recognising the pragmatic approach taken by experimentalists—namely, to measure the
change in polarisation during some process (as in the Sawyer—-Tower setup described
above).

The modern theory closely parallels this pragmatic approach in that we begin its
derivation by considering the change in P due to an adiabatic change in, for example,
an external electric field. We can define AP as the change in polarisation with respect

to some dimensionless parameter representing adiabatic time, A:

L dP
AP = A\ — 2.
| g (25)

4Provided the unit cells are neutral overall.
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between an initial (A = 0) and a final state (A = 1). In the case of spontaneous
polarisation, this could be the transition from the centrosymmetric phase to one of the
ferroelectric, non-centrosymmetric phases. It should be stressed however that this is a

general definition, applying to both spontaneous and induced polarisation.

Now, according to Bloch’s theorem, crystalline systems have eigenfunctions of the form
Vnk(r) = e Tu, (r), where u are cell-periodic functions.” Assuming such eigenfunctions,
we can use first order perturbation theory to write the contribution from valence band

n as:

dP,  iefy
ax (27m)3 /B2

dk (Viunk|Ozunk) + c.c., (2.6)

where f, is the occupancy of band n (f = 2 for spin-degenerate systems) and c.c.
represents the complex conjugate. The integral is taken over the Brillouin zone (BZ).
To arrive at this result we employ an argument made by Thouless et al. [49] in order to

remove the explicit dependence on the conduction bands (following Ref.48).

Of course, the effective total polarisation has both electronic and ionic contributions:

Peff = APion =+ [Pel()\ = 1) — Pel()\ = 0)], (27)

where the implicit assumption of path independence holds, provided the system remains
insulating at each point along the path (A =0 — XA = 1). The electronic contribution

due to all occupied bands is given by:

Pu(\) = (;f)g Im) /B ke (unid Vi ) (2.8)

where Im(Z) is to take only imaginary part of Z, and we have again assumed that
the system is spin degenerate by taking the occupancy, f, outside the sum. The ionic

contribution is more straightforward:

e ; _ _
Aljion = Vi Z Z}OH(R?_I - R}\_O)’ (29)
cell 7
where the sum goes over all of the ions in the unit cell.” Note that the charge Z%"
represents the screened charge (i.e. the nuclear charge minus the charge due to the core

states) as we are typically working within the pseudopotential approximation.

Now, for a given state of the system, we can define the formal polarisation to be:

Si.e. functions that have exactly the same periodicity as the crystal itself.

Tn fact this applies to all of the occupied bands, including the core states. Here, however, we
shall work in the pseudopotential approximation, considering only the valence band contribution. The
contribution to macroscopic polarisation due to the core states will be built into Picn as explained in
eqn. 2.9.

"One may wonder why it is legitimate to take such a sum in the case of ions, when we argued against
it in the case of electrons. The reason is simply that we treat the ions as unambiguously identifiable,
localised units, unlike the electrons.
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€f € ion
Piormal(A) = Wlmz /B e (i Vichumid) + — > ZP'Ry, (2.10)
n ce I

where Piormal €quals the spontaneous polarisation, P if and only if the initial configura-
tion is centrosymmetric with zero polarisation.® Having arrived at a formal definition
of polarisation in eqn. 2.10, let us now examine the physical interpretation behind the
integrand in eqn. 2.8.

Central to this discussion is the work of Michael Berry in his seminal 1984 paper
[50]. Here, Berry shows that a quantum system taken adiabatically in a loop, L, with
respect to some parameters of its Hamiltonian will acquire a global geometric phase,
@) due to a gauge potential. This gauge potential, or “Berry connection”, takes the
following form: A (k) = i (unk| Vi |unk). Many phenomena [51], most famously perhaps
the Aharonov-Bohm (AB) effect, can be thought of in terms of a geometric phase. More
recently, there has been a flurry of interest in the use of Berry phase concepts to explain
and predict the properties of topological insulators [52]. In the case of macroscopic
polarisation, we integrate A over the BZ (which can be seen as a closed surface), such
that Pg can be thought of as a sum of Berry phases (scaled by some factors).

As a phase however, it is important to note that e?(%) is only defined modulo 27;
ie. ) = g(V(L)+2m7) with m being some integer. This ambiguity in phase gives rise
to the understanding of bulk polarisation as only being defined modulo some ‘quantum
of polarisation’. That is, polarisation is a multivalued vector quantity. Care must
therefore be taken to ensure that, when performing calculations of bulk polarisation,
one is consistent about the branch of polarisation that one is on.

Finally, we note that the Berry phase formalism can be made more intuitive by
mapping the problem back into real space via a Fourier-like transformation. Doing so
allows us to recover an intuitive, CM-like picture. This transformation is achieved via
Wannier functions:

unr) = oy [ ke ), (2.11)
(27m)3 Jpz
where |w, r) is the Wannier function associated with band n in unit cell R with
a unit cell volume of ). Considering now the ‘centres’ of these Wannier functions,
r, R = (Wy R|T|wy R), We can write the electronic contribution to the formal polarisation
from band n as:
e

P, = (rur —R). (2.12)

This corresponds to assigning a unit point charge, —e, to each Wannier function centre.
Together with the ionic charge assigned to the positions of the nuclei, we thus recover

the easily identifiable units of polarisation that required in order for the CM picture

8Note that a centrosymmetric symmetric structure may have a non-zero formal polarisation if that
polarisation is consistent with symmetry. For example, the ideal cubic perovskite structure may have a
polarisation of mQ@ or of %Q7 where m is some integer and @ is the so-called ‘quantum of polarisation’.
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to apply. Note that the aforementioned ambiguity in the branch of the Berry phase
manifests itself here in terms of an ambiguity in the identification of the ‘home unit cell’
of the Wannier functions. That is, the Wannier function centres are only defined modulo
a lattice vector, R.

In the following chapter, having now seen how macroscopic polarisation can be
thought of in terms of the acquisition of a Berry phase, we shall look into how to go

about computing such a quantity from first principles.
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3 Theoretical background

In this chapter we introduce a mainstay of modern condensed matter theory: density
functional theory (DFT). DFT is a powerful approach for predicting the properties
of matter based on the laws of quantum mechanics. The key insight of DFT is that
the Hamiltonian of a many-body system—and hence all of the system’s ground state
properties—is uniquely determined by the system’s particle density [53].

At the time of writing this, DFT has become so ubiquitous within the condensed
matter community that it can safely be regarded as textbook material. A chapter
devoted to introducing its central concepts and theorems therefore may appear somewhat
superfluous. The reasons for including a brief summary of DFT are threefold. Firstly
as a matter of convenience to the reader; the concepts of DFT will appear throughout
this work, and this chapter will hopefully serve as a simple reference for those relevant
concepts, should it be needed. Secondly, although DFT is well established, it is useful
to make explicit the language we shall be using in order to remove any ambiguity
of convention or notation. Finally, in this work we employ several extensions and
corrections to standard DFT that are necessary for accurately dealing with materials
such as ferroelectrics. By discussing the fundamental and practical limitations of standard
DFT, we motivate our use of such corrections, as well as providing some of the relevant
theoretical background for understanding them.

The chapter is organised as follows: we start by laying out the motivation behind DFT
and then introducing its central concepts. We go on to discuss the key approximations
used in this work, with an emphasis on those that are of specific importance to the study

of ferroelectric materials.

3.1 Dirac’s challenge

In 1929 Paul Dirac famously wrote: “The underlying physical laws necessary for the
mathematical theory of a large part of physics and the whole of chemistry are thus
completely known, and the difficulty is only that the exact application of these laws leads
to equations much too complicated to be soluble. It there fore becomes desirable that
approximate practical methods of applying quantum mechanics should be developed,
which can lead to an explanation of the main features of complex atomic systems without
too much computation.” [54] One way to paraphrase Dirac would be to say: ‘chemistry

would be easy, if it weren’t so hard.” Before describing those practical approximate
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methods used in this work, let us briefly comment on the reasons why Dirac a) thought

it would be easy in principle and b) understood that it is hard in practice.

In almost any undergraduate quantum mechanics (QM) course, the lecturer gets her
students to solve the Schrodinger equation for an isolated hydrogen atom. Reference
is then often made to how the quantum numbers associated with the solutions of this
equation (n, [, m) rationalise the structure of the periodic table of elements and that, in
principle, similar equations govern all of chemistry.! Keen students may enquire after
actual solutions to such equations for the other 117 (or so) known elements, perhaps for
a molecule, or even a crystal. It becomes readily apparent, however, that most of these
problems are intractable using similar analytic approaches. The heart of the difficulty

lies in the many-body nature of the problem.

Consider the (non-relativistic) Hamiltonian describing the interactions of a system

of N, nuclei and N, electrons:
1
_Z _Z 2
Z Z M; !
717 1 1
+ — _ 3.1
B TREPI T mhs M

where the lowercase subscripts index electrons and the uppercase subscripts index the
nuclei. The mass, position and charges of each nucleus are given by: M;, Ry and Z;
respectively. The position of electron, , is given by: r;. Notice that we are working with
atomic units and so i =e = m, = 1/(4mep) = 1. The first two terms of the Hamiltonian
capture the kinetic energy of the electrons and nuclei. The final three terms correspond

to the nucleus—electron, nucleus—nucleus and electron—electron interactions, respectively.

We can now write down the time-independent Schrodinger equation that is to be

solved:

Y({ri},{Rr}) = EV({r:},{Rr}), (3.2)

where W({r;}, {Rs}) is the total many-body wavefunction for the system. In principle,
W contains all of the information there is to know about a system—all of its properties.
However, ¥ has 3N;,, + 3N, spatial degrees of freedom and no general way of solving this
exactly exists. One way to simplify the problem is via the so-called Born—Oppenheimer
(BO) approximation in which the nuclear and electronic degrees of freedom are separated.
This adiabatic approximation can be understood as assuming that, on the timescales of
nuclear motion, the electrons are in a well-defined ground state.? The approximation

corresponds to treating the nuclei as fixed and forming a fixed external potential in

LAt least the mathematics of QM is meant to describe the most fundamental interactions of chemistry.
This reductionist view, of course, neglects any emergent phenomena and higher-level concepts such as
the notion of different types of bonding; an approach that irks many chemists.

2The justification for this is that the nuclei have a much greater mass than do the electrons.
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which the electrons move.?

With the BO approximation, the problem now becomes one of solving for the elec-
tronic ground state wavefunction, W.;. While this simplifies the challenge substantially,
the many-body nature of the electron—electron interaction means that an exact solution
to even this simpler problem is still beyond our reach. Hence Dirac’s challenge to find
practical approximate solutions.

While one may take issue with his extreme reductionism, the pursuit of Dirac’s
suggested research programme has certainly yielded enormous breakthroughs in physics
and chemistry in the decades since 1929. The various approximate practical methods
developed, too numerous to catalogue here, have each been optimised for certain classes
of material and choices of speed versus accuracy. Broadly-speaking, the chemistry
community has focussed on highly accurate, many-body methods targeted at small
systems, and the physics community has focussed on more approximate, mean-field
methods aimed at simulations of condensed matter.

The class of materials we wish to study in this work, namely ferroelectric and
multiferroic materials, are typically large systems that nevertheless require full quantum
mechanical treatment (as we have seen in section 2.4.2, for example). The method
of choice, DFT, offers a reasonable compromise between speed and accuracy and is
particularly well-suited to studying crystalline materials. In the following sections we
shall see how DFT is, in principle, an exact reformulation of the Schréodinger equation,
and examine the various fundamental and practical approximations that are typically

made in order to use this method in practice.

3.2 Making the problem tractable: the Hohenberg-Kohn

theorems
Formally, DFT begins with the two Hohenberg-Kohn (HK) theorems [53]:

Theorem 3.1. Two fundamentally* different potentials cannot give rise to the same
ground state charge density. In other words, the charge density uniquely, up to an

arbitrary additive constant, determines the potential.

Theorem 3.2. For any given external potential Vexi(r), the true ground state charge

density, p(r), is obtained by minimising the total system energy:

Eroqlp(r)] = / & Ve (1)p(r) + Flp(x)], (3.3)

where Flp(r)] is a universal (system independent) functional, of which we do not yet

know the ezxact form.

3A further approximation is almost always employed in which the nuclei are treated classically. For
some light elements, however, a quantum mechanical treatment of the nuclei is required.
4By this we mean differing by more than merely an additive constant.



36 3.3. The Kohn Sham ansatz

The Holy Grail of DFT is F[p(r)| since to find this would be to reduce, ezactly,
all ground-state problems to minimisations over the charge density; i.e. reducing the
spatial dimensionality from 3N, (for the many-body wavefunction of an N, electron
system) to just 3 (for the charge density). While a great deal of effort has gone into
finding the exact form of this universal functional, it remains as yet undiscovered. A key
difficulty in discovering the exact form of F[p(r)], or even good approximations to it, lies
in the kinetic energy contribution. This contribution to the total energy is large (on the
order of 50% for many systems) and so good estimates of this are of vital importance.
However, accurately approximating the kinetic energy as a functional of electron density
is extremely difficult.

Given the difficulties in finding the exact universal functional, most modern DFT
employs a remapping of the problem to that of a system of non-interacting particles.
This approach was developed by Kohn and Sham less than a year after the HK theorems

were introduced.

3.3 A practical remapping: the Kohn Sham ansatz

In 1965, Kohn and Sham (KS) demonstrated [55] that we can construct an auxiliary
system of non-interacting particles with the same density as the physical, interacting
system of interest. The density of the KS system can be expressed in terms of single-

particle orbitals, ¥, (r):

occupied

p(I‘)IQ Z |¢n(1‘)|2, (3'4)

n
where the sum is over the occupied orbitals, and the factor of two arises from the
assumption of spin degeneracy. The reintroduction of orbitals allows us to calculate the

kinetic energy of the KS system exactly:

1 occupied
BEb0I =5 3 [ (35)
The Hartree energy (classical Coulomb interaction) can then be written as:
1 p(x)p(r")
Exar = | &rddr' 52 .
rlp(r)] = 5 [ @hratn BT (36)

Thus we can rewrite the universal functional, F'[p(r)] as:

Flp(r)] = Egalp(r)] + Buarlp(r)] + Exclp(r)], (3.7)

where Fy.[p(r)] is the so-called exchange-correlation (zc) energy, which captures the
difference in energy between the fully interacting system of electrons and the KS system.
Thus the zc functional is defined to be:

Eqelp(r)] = Buan[p(r)] = B [p(0)] + Eee[p(r)] — Erar[p(x)], (3.8)
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where Fyin[p(r)] and Ee.[p(r)] are kinetic and potential energy functionals of the inter-
acting system (i.e. the true functionals of which we do not know the exact form).

We shall return to this zc¢ functional below, but first let us note that this reformulation
of the problem by Kohn and Sham is ezact by construction;® that is to say there have
been no further approximations made thus far.% In fact, given the definition of E,.,
it may seem as if we have simply rewritten the full Schrédinger equation to obscure
the complex many-body terms without gaining very much. However, for many physical

systems of interest, the E,g;? and Efr, terms together constitute almost all of the total
energy, and these can be computed exactly in the KS picture using eqns. 3.5 and 3.6,
respectively. Furthermore, simple and easy-to-compute approximations of F.. have been
found to be accurate for many systems of interest.

Now, using 1, (r) again to represent the single particle KS wavefunctions, we can

write a Schrédinger equation based on equations 3.7 and 3.3:

(—5 V% + Vi (1) ) = entin(e), 3.9

where Vkg(r) = Vext(r) + Viar(r) 4+ Vie(r), is the effective potential that the independent
electrons experience. This is known as the Kohn-Sham equation.

A final, practical point to consider in trying to solve the KS equation is the circularity
in the above formulation. Equation 3.9 suggests that we would need the density in
order to obtain the orbitals; recall, however, that the density is defined in terms of these
orbitals (eqn. 3.4). We get around this circularity by adopting an iterative approach: we
first generate an initial trial density, then calculate Vkg and solve eqn. 3.9 to obtain the
orbitals. We then calculate (via the eqn. 3.4) the density from the orbitals and compare
this output density to our initial guess density. If the input and output densities are
the same, then we have reached self-consistency. If the input and output densities are
not the same (to within some tolerance) we use the output density as a new initial trial
density and repeat. In practice, because this iterative loop is highly non-linear, we often
need to employ certain techniques to converge on the correct density. Typically we
obtain the next starting charge density by mixing in some of the density from previous
steps. Several techniques to do this exist, ranging from a simple linear mixing scheme to

more complex, weighted schemes [56-59].

3.4 Fundamental limitations with KS-DFT

3.4.1 Exchange and correlation contributions

As described above, the KS approach to DFT effectively maps our uncertainty with
regard to the universal functional, F[p(r)], onto the zc term, Ex.[p(r)]. The advantage

of doing this is that the zc term is typically a small contribution to the total energy of

50f course this has only been formulated for the ground state of the system, and in general does not
hold for the excited states of the system.
5i.e. beyond the Born-Oppenheimer approximation discussed earlier.
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the system, and so even relatively large errors in Fy.[p(r)] can nevertheless often yield

quantitatively meaningful results.

Most approaches to approximating the zc functional are based on the homogeneous
electron gas (HEG), for which we have very accurate approximations (for example from
quantum Monte Carlo techniques [60]). The most simple of these, the local density
approximation (LDA), assumes that for any infinitesimal region of charge density, the
zc energy contributed by that region is simply equal to the zc energy of a HEG with

that given density; i.e.

ELPA ()] = / dr <%, (p(r))p(r). (3.10)

where €2.(p(r)) is the zc energy per electron of a HEG with density p(r).

To take into account the inhomogeneity of real systems, one might consider not
only the electron density in a given region, but also the gradient of the density in that
region, Vp(r). However, early approaches to such an extension turned out to be less
accurate than the LDA for most systems, owing to the fact that they violated known
constraints on the true zc functional. To remedy this, Perdew, Burke and Ernzerhof
(PBE) introduced a generalised gradient approximation (GGA) [61] that restored some of
the known constraints and limiting behaviours of the true zc¢ functional. This PBE-GGA
(hereafter simply: PBE) represents a substantial improvement over the LDA in terms
of accuracy for many systems, though it should be noted that it is still not a universal
improvement. For example, the LDA has been found to more accurately predict the
enthalpy of formation of InN than the GGA [62].

One can further improve the accuracy of a GGA, for particular properties and
particular systems, by adjusting its various internal parameters. One of the more
successful of these re-parameterisations is the so-called PBEsol functional in which the
GGA parameters are chosen to improve predictions of lattice parameters and bond lengths
in solids [63]. However, the gain in lattice constant accuracy typically comes at the
expense of accurate cohesive energies [63]. More generally, empirical re-parameterisations
tend to lose transferability” as they improve a specific property, or are optimised for a
specific system type. Nonempirical GGAs, in which the internal parameters are chosen
ab initio, are therefore often to be preferred in cases for which little is known empirically.
The broad appeal of nonempirical GGAs is illustrated by the popularity of the PBE
functional. For example, the paper that introduced PBE [61] was, as of 2014, the 16"
most cited paper of all time [64].

While the LDA and GGA zc functionals have been enormously successful in describing
the properties of a wide range of matter, they tend to perform less well (or fail entirely)
in a number of important cases. In the following section we discuss these failings: why

they occur and how to overcome them.

"The transferability of a functional can either refer to how well it performs across different system
properties, or to how it performs across different system types.
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3.4.2 The delocalisation error

DFT, within the LDA or GGA, performs well for systems in which the electron density
varies slowly in space. Conversely, DF'T performs poorly for systems that have strongly
localised electronic states (i.e. whose electron density varies rapidly in space). In order
to see why, let us re-examine the electron—electron interaction.

As described above, KS-DFT is a mean-field approach. This means that any given
electron interacts with some background electric field that is composed of all of the
electrons in the system, i.e. including itself. This ‘self-interaction’, however, is spurious
and needs to be cancelled out. In Hartree-Fock (HF) theory this is done explicitly and

exactly, by including the exact exchange energy term:

occupied

HF__}
BT =—3 ;

whilst in DFT it is done implicitly and approximately via the xc term. The failure

/d37“d37“’ @ZJZ(F)@ZJ%(r'Wm(f)%(f') (3.11)

v — x| ’

of approximate zc functionals to perfectly cancel the self-interaction, known as the
self-interaction error (SIE), results in a myriad of problems ranging from underestimated
band gaps and chemical reaction barrier heights to overestimated charge-transfer binding

energies and electric field responses.

A commonly used example to make the problem of self-interaction clearer is that of
an Ho™ molecule. If one considers separating the two H nuclei to a very large distance
(beyond the dissociation limit), it is clear that whether the electron is localised on one
hydrogen (i.e. H+ H") or the other (i.e. H" + H), the system will have the same total
energy. What about the case in which the electron is split over both such that each H ion
has ‘half an electron’; i.e. H%® +- H*%5? Tt turns out that this delocalised configuration
would have exactly the same energy as those in which the electron is fully localised on
one H or the other [65]. Hartree-Fock theory correctly predicts this;® DFT based on the
LDA or GGA, on the other hand, incorrectly finds the delocalised configuration to have

the lowest energy.

More generally, consider the energy of any system as a function of electron number.
Perdew et al. [65] show that this function is composed of a series of straight line segments
joining the energies at integer electron number. We sketch such a curve in Fig. 3.1
together with the LDA and HF curves. The convex nature of the LDA (or similarly
for the GGA) is the cause of the systematic delocalisation error in DFT. The error
is sometimes referred to as the ‘derivative discontinuity error’ since the LDA fails to
capture the derivative discontinuity at integer electron number. A related argument
concerning fractional spins (as opposed to fractional charges) can be made in order to
explain the systematic error in static correlation in DFT [66, 67]. For more detail on
the deficiencies of DFT from the fractional charge and fractional spin perspectives, see

the review by Cohen, Mori-Sanchez and Yang [68].

8HF is exact in the limit of having only one electron.
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HF . Exact

&

Total energy

Number of electrons

Figure 3.1: Sketch of the variation of total energy with electron number. Notice that HF
has concave curvature (corresponding to a localisation error) whereas LDA has convex
curvature (corresponding to a delocalisation error) for fractional electron number. The
‘+U’ correction, discussed below, is meant to compensate for the delocalisation error of
LDA.

3.4.3 Correcting for the delocalisation error

3.4.3.1 Hybrid functionals

As we mentioned above, in Hartree-Fock theory the self-interaction of the Hartree energy
is exactly cancelled out by the E;IF term of eqn. 3.11. A reasonable approach to
correcting the delocalisation error in DFT is therefore to incorporate some fraction of
EIF into the zc functional. An zc functional constructed in this manner—effectively
combining aspects of DF'T and HF theory—is known as a hybrid functional. An intuitive
motivation for including this hybrid approach can be gained by re-examining Fig. 3.1.
Because the LDA and HF curves have opposite curvature, building a functional that
is composed of some fraction of LDA exchange and some fraction of HF exchange can
approximate the exact curve (which has zero curvature) [69]. The fraction of exact
exchange, a, can either be determined empirically [70] or via the adiabatic connection
theorem [71].

While hybrid functionals, and in particular the screened-hybrid functionals, have been
found to accurately predict many properties of ferroelectric materials [72], they typically
come at a vastly increased computational cost relative to semi-local DFT functionals.
For example, Stroppa et al. note that, for bismuth ferrite, the HSE functional 73] takes
about 50 times more CPU time than the PBE functional per electronic minimisation step
[72]. The high computational cost limits their use to relatively small systems. Systems
that have breaks in translational symmetry, such as surfaces, defects or heterostructures,

may require faster methods such as the meta-GGA or DFT+U approaches discussed
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below.

3.4.3.2 Meta-GGAs

A natural extension of the GGA would be to include a dependence of the zc¢ functional
on the second derivative of the electron density, in addition to the first. So-called ‘meta-
GGA’s have been developed that have such a dependence. More precisely, these meta-
GGAs have a dependence on the orbital kinetic energy density, 7 = 2> 2°°(1/2)|V1,|?.
By including a dependence on 7, in addition to p and Vp, meta-GGAs are able to more
accurately predict band gaps for a large range of systems |74, indicating a reduction of
the delocalisation error. Like the GGAs, the meta-GGAs can be parameterised either
by examining the conditions that the exact zc functional must obey, or by fitting the
parameters to known experimental results.

The recently developed SCAN functional [75] is constructed to satisfy all known exact
conditions as well as some appropriate norms such as having uniform and slowly-varying
densities. In a recent benchmark study |76] for ferroelectric materials (including bismuth
ferrite), the SCAN functional was found be as accurate as the ferroelectric-optimised B1-
WC hybrid functional |77-79]. Given that the computational cost of a SCAN calculation
is only marginally greater than an LDA or GGA calculation, this approach is particularly

appealing for large ferroelectric systems. .

3.4.3.3 DFT+U

Returning once more to Fig. 3.1, we see that another way to ‘cancel’ out the convex
nature of the DFT curve—and thus to alleviate the delocalisation error—would be to
combine it with the curve labelled ‘+U’. This so-called DFT+U? method was introduced
by Anisimov et al. [80] to address the failure of the LDA to reproduce the behaviour
of Mott insulators (LDA predicts that they should be metallic). Since then, and with
developments due to Dudarev and others, the method has become widely used in the
study of a broad range of systems beyond Mott insulators. In this section we outline the
rationale behind the correction and give some details of the specific version employed
in this work. For a more complete picture of the DFT+U method we recommend, in
addition to the original papers cited below, the chapter by Matteo Cococcioni in Ref.
81.

Our starting point is the Hubbard model [82-87], developed by John Hubbard
around the same time as Hohenberg and Kohn laid the groundwork for DFT. The model
consists of N particles that may occupy lattice of sites, interacting with their immediate

neighbours. The simplest, one-band Hubbard Hamiltonian is the following:

f[Hub =—t Z (é;rpéjp + C.C.) +U Z TALZ‘77~7A7,7;7¢, (3.12)

(i,4),0 d

9The term ‘LDA+1U’ is often used synonymously with DFT+U in the literature, even when functionals
other than the LDA are used with ‘+U’.
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where the first sum represents the energy associated with a particle of spin: o, hopping
between nearest neighbour sites: (i,j) and with ¢ being the hopping constant. This
term effectively captures the kinetic energy of the system. The second sum represents
the on-site energy with the constant, U, capturing the effective Coulomb repulsion of
particles located at the same site. The operators, é; o Cjo» and 7; 5 are the usual particle

creation, annihilation and number operators, respectively.

Without going into too much detail, consider the limiting behaviour of ¢t and U. In
the limit of t < U, the energy gained by a particle hopping from one site to another is far
outweighed by the energetic cost of having two particles at the same site. Since hopping
is negligible in this limit, the particles are effectively localised to a particular site. At
the other extreme, ¢t > U, the total energy is dominated by the kinetic contribution and

so total energy is minimised by effectively delocalising the particles.

Real materials, of course, can have a mixture of more localised (e.g. d and f states)
and more delocalised states (e.g. s and p states) with DFT performing poorly for the
former and well for the latter. The insight of Anisimov and co-workers [80, 88-90] was
to realise that one could use a Hubbard-like term to describe certain chosen localised
states, whilst letting DFT describe the rest. The basic DFT+U correction is therefore:

Eprr+[p(r)] = Exclp(r)] + Erub [{nn 3] — Eacl{n'7}], (3.13)

lo

o}, of the chosen localised states at

where Eyyp, is a functional of the occupancies, {n
site I. Fy. is a double counting term—required since the energy contributions from the

chosen states are already included in Fiy..

In 1998, building on earlier forms of the DFT+U method, Dudarev et al. [91]
introduced a simplified version of this correction. We employ the Dudarev approach

extensively in Chapters 4 and 5. According to this version, the Hubbard correction is

given by:
Ey[{n}7. ] = Eaw[{nig.} — Ea[{n'7}], (3.14)
- % S Tt — (nl7)?), (3.15)
I,0

in which only one parameter: Usg = U — J enters. Notice that Ey acts to penalise non-
idempotent orbital occupation matrices, i.e. those for which n’? # (n’?)2. Therefore,

this correction will favour either fully occupied or fully unoccupied states.

The effective strength of this correction—governed by the U.s parameter—has a
large effect on the predicted properties of materials such as bismuth ferrite. In practice,
U is often chosen such that a certain predicted property (e.g. band gap) fits that found
in experiment. As will be discussed in detail in Chapter 4, however, great care is required

to ensure unwanted effects are not introduced during this fitting.
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3.5 Practical limitations and how to get around them

3.5.1 Basis sets

In order to perform numeric calculations for a given system, we need to represent the
system’s wavefunction in some basis set. The choice of basis set will depend on a number

of considerations and usually involves some trade-off between desirable properties.

The first of these considerations is the suitability of a basis set to the system of interest.
For example, a localised basis set made up of pseudo-atomic orbitals is particularly
well-suited to an atomic or molecular system in that only a few basis functions are
required to accurately describe the system’s wavefunction. More precisely, we require
that the basis set is well-adapted to the states of the system that we wish to describe.
As we shall discuss below, we often make approximations regarding core electrons that
allow us to only consider valence states explicitly. Making such approximations, we
find that the ‘nearly-free’ valence states of an sp bonded metal, for example, are well

described using plane waves, e/GT.

A second consideration is the convergence behaviour of a particular basis set with
respect to the basis set size. In most cases, the basis set used will be incomplete,
leading to an error in predicted properties relative to that of a complete basis set. The
manner in which this error decreases as one increases the basis set size is what we mean
by ‘convergence behaviour’. In the case of plane waves, convergence is smooth and
systematic; i.e. the error due to an incomplete basis can be systematically reduced to a
desired precision simply by increasing the basis set size. As it is relevant to Chapters
4, 5 and 6, we note that the size of a plane wave basis is usually specified in terms of

an energy cut-off: Euu = (7°/2m.)G?

Zut» Where all plane waves with a kinetic energy less

than this are included. In the case of pseudo-atomic orbitals, the convergence with basis

set size is much less straightforward or systematic.

A further practical consideration is the scalability of a given basis set, both in terms
of its applicability for linear-scaling DFT approaches [92], and in terms of modern parallel
processing more generally. The scalability of a plane wave basis set suffers from their real-
space non-locality. That is, because plane waves are completely delocalised in real-space,
one cannot easily divide up the unit cell into different parts to be handled by different
processors for computational efficiency. Modern plane wave codes therefore parallelise
by k-point and/or by band. A further consequence of this real-space delocalisation is
that plane waves occupy the empty space that is sometimes used to separate periodic

images (for example, when one wants to simulate an isolated molecule or a surface).

A final consideration is the difficulty in calculating certain quantities within DFT,
most notably the forces on atoms. Force calculations are substantially simplified by the
application of the Hellman-Feynman theorem. However, for basis sets that change with
atomic position, such as pseudo-atomic orbtials, extra (Pulay) terms are required in

order to calculate accurate forces.
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pseudo AE-onsite pseudo-onsite

=+

Figure 3.2: Schematic of the PAW method. The all-electron (AE) wavefunction is
expressed as the sum of a pseudo-wavefunction and AE-onsite contributions. The
pseudo-onsite contributions are subtracted in order to avoid double counting.

3.5.2 Dealing with the core electrons

The Coulomb potential between a positively charged nucleus and an electron, Ve (r),
diverges as their separation decreases. This means that the wavefunction of an electron
near the nucleus varies very rapidly (i.e. has a large kinetic energy). In terms of plane
waves, this means that the wavefunction requires a very large number of plane waves
in order to approximate it. Fortunately, however, we are very often not interested in
the behaviour of states near the nuclei (core states) as they typically play no role in
determining the chemical properties of a material. The effect of these core states on the
valence states—apart from Pauli excluding them from the region close to the nucleus—is
to screen them from the bare nuclear Coulomb potential. We can therefore replace the
potential near the nucleus with a ‘pseudopotential” which is much weaker than the bare
Coulomb potential, provided the pseudopotential has the same net effect on the valence
states. Note that, in addition to requiring a smaller basis set to describe the regions
near the nuclei, once we have constructed the pseudopotential, we no longer deal with
the core electrons explicitly — a double gain in computational efficiency!

However, care is required when constructing these pseudopotentials. In particular
they must be made such that they are identical with the true potential outside of
some cut-off radius, 7., from the nucleus. Furthermore, the valence eigenvalues of the
pseudopotential and the true potential must be identical. A final constraint is that of
norm-conservation—i.e. the total charge of the pseudopotential and the true potential

wavefunctions are required to be identical:

/TC o)
0

where 9(r) and 1(r) are the wavefunctions associated with the pseudopotential and the

Tc

27“2dr:/\1,/)(r)|27“2dr, (3.16)

0

true potential respectively. Note that the constraint of norm-conservation can be relaxed,
by including extra terms, in order to construct ultrasoft pseudopotentials [93]. These
require an even smaller plane wave basis set to reach convergence. The extra terms
must a) recover the correct total charge density and b) compensate for the reduction in
transferability of the pseudopotentials due to dropping the norm-conservation constraint
[94].

Throughout this work we employ an alternative (though related) approach based on
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the work of Peter Blochl [95]. Blochl’s Projector Augmented Waves (PAW) method re-
places the all-electron wavefunction by a combination of a) a smooth pseudo-wavefunction
that describes valence states and b) a set of localised partial waves that describe core
states. More precisely, the method consists of a linear transformation, T, that maps

some smooth pseudo-wavefunction to the true all-electron wavefunction:

¥) =T9). (3.17)

We can achieve such a transformation by separating T into onsite regions (of-
ten referred to as the augmentation region) and interstitial regions, with the pseudo-

wavefunction coinciding with the true wavefunction in the latter. That is, we define:
T=1+Y T, (3.18)
I

where 77 is the onsite transformation, centred on atom I , and is only non-zero within
the augmentation region defined by a spherical cutoff. Let us consider the AE and
pseudo-wavefunctions within the augmentation region, expanding them in terms of the

AE onsite (|¢,)) and the pseudo-onsite ( |¢y,)) partial waves:

‘¢> = Zcm |¢m> ) (3.19)

and

W;> = Z Cm ‘(Z;m> . (320)

m

Now we note that, since |¢) = T 1), the coefficients, ¢,,, are equal in the two

expansions. Thus we can write:

W) = |77/N)> + Zcm( ’¢m> - ‘ém» (3.21)

The coefficients, ¢,,, can be expressed in terms of an inner product with local'® projector

functions, (B| : ¢m = (Pm|1). We can therefore write T as:

T = 1+Z(|¢m> - ’qgm» <]5m| (3'22)

The projector functions are chosen to a) be localised within the augmentation sphere
and b) to be orthonormal to the pseudo-onsite partial waves, i.e. (fn|dm) = Gpm.

Now, comparing equations 3.17, 3.21 and 3.22, we find:

W)) = |1;> + Z ( ‘¢m> - |¢;m>)ﬁm |TZJ>7 (3'23)

0These are chosen to be localised within augmentation region, though in principle they could extend
beyond it.
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in which the terms are ordered as in the schematic Fig. 3.2. Thus the PAW method
provides access to the AE wavefunction, albeit usually within the frozen-core approxim-

ation, at the computational cost of a pseudopotential method.



4 Effects of the Hubbard U on
density functional-based predic-

tions of BiFeO3 properties

Abstract

First principles studies of multiferroic materials, such as bismuth ferrite (BFO), require
methods that extend beyond standard density functional theory (DFT). The DFT+U
method is one such extension that is widely used in the study of BFO. In this chapter, we
present a systematic study of the effects of the U parameter on the structural, ferroelectric
and electronic properties of BFO. We find that the structural and ferroelectric properties
change negligibly in the range of U typically considered for BFO (3-5 e¢V). In contrast,
the electronic structure varies significantly with U. In particular, we see large changes
to the character and curvature of the valence band maximum and conduction band
minimum, in addition to the expected increase in band gap, as U increases. Most
significantly, we find that the ¢4 /e, ordering at the conduction band minimum inverts
for U values larger than 4 eV. We therefore recommend a U value of at most 4 eV to be
applied to the Fe d orbitals in BFO. More generally, this study emphasises the need for
systematic investigations of the effects of the U parameter not merely on band gaps but

on the electronic structure as a whole, especially for strongly correlated materials.

4.1 Introduction

The magnetoelectric multiferroic material, bismuth ferrite (BiFeOs; BFO), combines
a spontaneous polarisation with an antiferromagnetic ordering in a single phase, at
room temperature. This combination of properties makes BFO an interesting material
for both fundamental research and a wide range of applications, from spintronics
[96] to photovoltaics [97, 98]. In photovoltaic applications, the giant spontaneous
polarisation (~100 uC/em? [99, 100]) is thought to aid in charge separation via the bulk
photovoltaic effect [10, 101]. Ferroelectric (FE) domains are thought to further enhance
the photovoltaic prospects of BFO by allowing above-band gap photovoltages across the
FE domains [11], and conduction along them [12].

47
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Another attractive feature of the BFO system is the tunability of its properties
with experimentally accessible changes to its crystal structure. A wide range of crystal
structures with widely varying optoelectronic properties can be stabilised through the
epitaxial strain engineering of BFO thin films [22, 102]. The subtle interplay between
structural and electronic degrees of freedom that underlies the tunability of the BFO
system, however, make this material particularly challenging to model. For example,
the weak (Dzyaloshinskii-Moriya) ferromagnetism observed in BFO cannot be captured
without including the effects of spin-orbit coupling (SOC) |21].

More generally, as discussed in Section 3.4.2 of the previous chapter, standard DFT
methods are known to have systematic failures in describing the electronic structure of
materials with strongly correlated d states, such as BFO. In particular, local density
and generalised gradient approximations of the exchange-correlation (xc) functional
incorrectly describe the on-site Coulomb interactions of highly localised electrons due to
erroneous electron self-interaction.

In the previous chapter we outlined a number of methods that can improve the
description of localised electronic states beyond the LDA and GGA. Hybrid functionals,
in particular the Heyd-Scuseria-Ernzerhof (HSE) screened hybrid functional, have been
shown to accurately capture many properties of BFO. However, these come at a vastly
increased (~50x) computational cost compared to standard DFT [72|. For simple
bulk BFO, the additional cost is perfectly feasible on modern computer architectures.
However, exciting developments in the study of BFO suggest that ferroelectric domains
[12, 96, 103], doping [104, 105] and hetero-interfaces [106-110] with this material hold
great technological promise. The theoretical investigation of such systems requires large
simulation cells, which can be prohibitively expensive using hybrid functionals.

The ‘DFT+U’ method, by contrast, comes at essentially the same computational cost
as an LDA or GGA calculation, but nevertheless offers a generally improved description of
BFOQO'’s electronic structure. In theoretical studies of BFO, the approach of Dudarev et al.
[91] is commonly used. In this approach (see Section 3.4.3.3), only a single parameter is
used: Ueg = U — J. While the Ugg parameter can be obtained from ab initio calculations
[81], it is typically chosen semi-empirically by comparing some predicted property to the
available experimental data. The property used for calibration purposes depends on the
intended aim of the study, with the electronic band gap and oxidation energies [111]
being two of the most commonly chosen.

Careful tests are required, however, to ensure that other material properties are
not adversely affected by one’s choice of Uegg. For example, if Ueg is chosen such that
the predicted band gap agrees with experiment, one should ensure that no significant
error is introduced into the calculated lattice parameter as a result. Previous studies of
the effects of the Uyg parameter have been conducted on the structural and electronic
properties of BFO. Neaton et al. found that choosing a value of Ueg = 4 eV within
the local spin density approximation (i.e. the LDA+U) improves the accuracy of the
calculated lattice parameter, rhombohedral cell angle and the electronic band gap [20].

For their finite-temperature study of BFO, Kornev et al. used the scheme of Cococcioni
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and de Gironcoli [112] to self-consistently determine the value of U within the LDA+U to
be 3.8 eV [113]. However, they found that the parameters in their effective Hamiltonian
were extremely sensitive to the value of U, stating that some of these parameters changed
by about 20% when U was slightly reduced from 3.8 to 3.5 eV. Applying the U correction
to the generalised gradient approximation (GGA+U), a U value of 5 eV was determined
by Young et al. to most accurately reproduce the experimental imaginary permittivity
near the band gap [114].

The effects of the Ug parameter on the crystal structure, band gap and permittivity
of BFO are therefore known, but those on other electronic properties have not yet been
reported for BFO as far as we are aware. In this chapter we extend the systematic study
of the Uy parameter to include the curvature and character of the band edges in BFO.
We find that the electron and hole effective masses, inversely proportional to the band
curvature, are highly sensitive to the chosen value of Ugg and that the ordering of the Fe
d orbitals at the conduction band minimum inverts for Usg > 4 eV. These findings have
important implications for theoretical studies of BFO and related materials, especially
in cases where the charge carrier effective masses and band character play significant

roles, such as those described in Chapter 5.

4.2 Computational details

All of the results presented here are based on DFT simulations using version 5.4.1 of the
Vienna ab initio Simulation Package [115-118] (VASP). The calculations were carried
out using the projector-augmented plane-wave method [95, 119], treating explicitly 15
electrons for Bi (5d'%6s%6p?), 14 for Fe (3p®3d®4s?), and 6 for O (2s%2p).! We use
a plane-wave cut-off energy of 520 eV and perform Brillouin zone integrations on a
[-centred 9 x 9 x 9 Monkhorst-Pack mesh [120]. The GGA xc functional parameterised
by Perdew, Burke and Ernzerhof (PBE) [61] is used throughout this chapter, with
comparisons to the LDA, PBEsol [63] and more recent SCAN [75] functionals where
appropriate.? We apply the effective Hubbard-like correction, Ueg, to the Fe d orbitals
using the method of Dudarev et al. [91], varying the magnitude of Ueg between 0 and 8
ev.

We use the ground-state, rhombohedral BFO structure (space group: R3c¢) [121]
as our model for all calculations. This phase exhibits a large spontaneous polarisation
along the pseudo-cubic [111] direction ([111],.), primarily due to a Bi translation along
this direction. This phase adopts a nearly G-type antiferromagnetic ordering [122] which
we approximate as exactly G-type by using a 10-atom unit cell (two formula units), with
the spin on the Fe atoms alternating along the [111],. direction. See the insets in Fig.
4.2 for a depiction of the structure used.

As previously mentioned, SOC has been found to be significant in describing the

The Bi, Fe and O PAWs are dated: 6" Sept. 2000, 2°¢ Aug. 2007 and 8" Apr. 2002 respectively
ZNote that, for the studies using the SCAN functional, a later version of VASP (5.4.4) was used as
this functional was not available in version 5.4.1.
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weak ferromagnetism in BFO [21]. However, we find (and discuss in more detail in
Chapter 5) that SOC negligibly affects the curvature and character of the band edges in
R3¢ BFO. In particular, for the Usg = 4 eV relaxed structure, the calculated absolute
hole effective mass increased from 0.748 mg with SOC to 0.763 mg without SOC, where
my is the electron rest mass. Similarly, the electron effective mass increased from 2.950
mg with SOC, to 3.017 mg without SOC. Such differences are significantly smaller than

those being investigated here, and we therefore neglect SOC hereafter.

The following procedure was repeated for each value of Ugg, tested in the range
0 < Ueg < 8 eV: first, a full geometry optimisation was performed in which the internal
coordinates were relaxed such that the maximum force was below the finite-basis error
of around 7 meV/A; see Appendix A.1 for more details of the tests for convergence
with respect to basis-set size and Brillouin zone sampling. The unit cell shape and size
were optimised such that all stress components were smaller than 2 MPa. Following the

geometry optimisation, an accurate self-consistent calculation was performed.

The spontaneous polarisation, Ps, was calculated using the modern theory of polar-
isation (MTP) [48, 123, 124]. Recall that, according to the MTP, only differences in
polarisation are well-defined, and that bulk polarisation is best understood as a lattice
of values [48, 123, 124|. In general, one needs to construct a ferroelectric switching
path to resolve the ambiguity in the calculated polarisation—i.e. to find out on which
branch of the polarisation lattice the calculated polarisation lies. By constructing such
a switching path, we found that P; is related to our raw calculated polarisation, Peaic,
and the so-called quantum of polarisation, @, via Ps = Py + @/2. For more details on
the necessity of this additional step in the context of BFO, see Ref. [20].

We calculate the hole and electron effective masses for value of Ueg as follows. The
effective mass of a given band, n, at a particular location in reciprocal space, k, is a
3 x 3 tensor quantity whose magnitude in a given direction is inversely proportional to

the band curvature in that direction. m* can therefore be defined as:

1 1 0%’E, (k)
= T GG = 4.1
(m*)ij h?  Ok;k; AL ARt (41)

where E, (k) is the energy dispersion relation for the n*” band, and i and j represent
reciprocal space components. To obtain m*, we first compute the full band-structure
along a path of high symmetry. We then identify the location of the VByax and the
CBin in reciprocal space. The band curvatures at these points correspond to the hole
effective mass, mj, and the electron effective mass, m?, respectively. Having identified
these k-points of interest, we employ the method and code outlined in Ref. 125 to
obtain the full m* tensors. In brief, the method involves generating a fine mesh around
the k-point of interest, calculating the energy eigenvalues, and using a finite difference
method to build up the tensor of second derivatives. The dependence of m* on the
spacing of this mesh was investigated, and spacings of less than 0.05 bohr~! were found

to give consistent results. For this work we calculate the eigenvalues of the effective
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mass tensor, which correspond to the effective masses along the principle directions.
In order to compare the effective masses at different values of U.g we calculated the
eigenvalues of each m™* tensor, which correspond to the m* along the principle directions,
and selected the smallest eigenvalue in each case.

Several alternative approaches to estimating m* exist. One could, for example, focus
on the curvature of a fixed band at a fixed k-point, for all values of Ueg. This has the
benefits of being more straightforward, and of isolating changes in the curvature of the
chosen band from changes to the location and character of the band edges. Another
approach would be to average m* across the whole of the lowest band or set of bands
as was done by Hautier et al. [8, 9]. The latter approach is of particular value in cases
where the bands around the Fermi level are very flat, since in such cases multiple band
extrema become energetically relevant to conduction. In this work we choose to focus
on the curvature of VB and CByiyn, although the location may change with Ueg, in
order to emphasise the role of these points in determining the response of the conduction
electrons/holes. With this approach, we find that abrupt changes in m* provides an
indication of changes to the character of the band edges.

Finally, we computed the electronic density of states. We note that, because the FeOg
octahedra do not align with the Cartesian axes in the rhombohedral unit-cell setting,
VASP fails to correctly model the fine details of the projected DOS. In particular, in the
rhombohedral setting, the DOS does not exhibit any of the typical splitting of the Fe d
orbitals that one would expect given the octahedral environment of Fe. To obtain more
detailed and accurate DOS projections we converted each of the relaxed structures into
their 40-atom, pseudo-cubic, unit cell setting. Although the FeOg octahedral axes still
do not line up perfectly with the Cartesian axes in this setting (due to the tilting of the
octahedra), a clear splitting between the projected to, and e  states is observed in this
setting, as expected by symmetry. To obtain a more accurate DOS, a finer 11 x 11 x 11
Monkhorst-Pack mesh was used, in addition to using the larger 40-atom unit cell.

The full VASP input files and structures are available, together with much of the

analysis, in an online repository at Ref. 126.

4.3 Results and Discussion

4.3.1 Crystal structure

In Fig. 4.1 we plot the relaxed rhombohedral lattice parameter and angle as we vary Ueg
in the PBE+4-U xc functional. We compare the response of the PBE+U functional to
that of two other commonly used xc functionals: PBEsol+U and LDA+U, as well as to
the newer SCAN functional. We find that, for the PBE, PBEsol and LDA xc functionals,
increasing Ugg up to 4 eV leads to an increase in lattice parameter and a decrease in
rhombohedral angle, in agreement with Neaton et al. [20]. We note that an increase in
lattice parameter with U.g represents an improvement in structural accuracy for the

LDA-+U because of its tendency to overbind. In contrast, because the PBE functional
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Figure 4.1: Rhombohedral (a) lattice parameters and (b) cell angles as a function of
Ueg across the PBE+U (blue circles), PBEsol+U (orange triangles), LDA+U (green
squares) and SCAN (red diamonds) xc functionals. The grey dashed ‘experimental’ line
in each comes from the 298 K structure from neutron diffraction results, provided in
Ref. 121. The reported uncertainty of the experimental values is too small to be seen on
this scale. In (a) we also show (grey dotted line) the reported lattice constant at 5 K
from the high resolution synchrotron radiation diffraction results of Ref. 127.

underbinds BFO, an increase in lattice parameter constitutes a decrease in accuracy.
Nevertheless, even the least accurate lattice parameter found with PBE+U (< 1.3%
error, occurring when Ueg = 4 €V) is in better agreement with the experimental lattice
parameter of 5.63443(5) A [121], than the most accurate LDA+U value (> 1.9% error,
occurring when Ueg = 8 eV). Interestingly, the PBEsol+ U slightly overbinds BFO for
all values of U, though performs significantly better than both the LDA+U and the
PBE+U, with a lattice parameter error of 0.6% occurring when Uy = 5-8 eV. The
SCAN functional was found to have excellent agreement with the experimental unit cell

for all values of Ugg.

The error in lattice parameter can be reduced even further—to ~ 0.3%—by using
the hybrid HSE functional, as reported by Stroppa et al. [72]. However, while very
accurately reproducing the experimental lattice parameter, the authors note that this
method requires around 50 times more computational time per self-consistent step than
does plain PBE or PBE+U. The HSE method is therefore limited to small unit cells.
For larger cells, such as those required to model defects, grain boundaries or domains,
the more computationally cost-effective SCAN or DFT+U methods may be preferred.
Stroppa et al. also report a PBE relaxed structure with which our PBE results is in
near perfect agreement: our calculated lattice parameter for Ueg = 0 €V, 5.687 A, agrees
exactly (to all reported digits) with their results, and the rhombohedral angle differs by
just 0.02°.

Interestingly, for Ugg larger than 4 eV, we see the trend in lattice parameter and
rhombohedral angle reverse. This effect may be driven by the qualitative change in
the electronic structure that occurs around Ueg = 4 €V (as discussed in section 4.3.3).

However, further work would be needed to establish this link.
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Figure 4.2: Effects of Ueg on (a) position of Bi along the [111],. direction as a fraction
of Fe-Fe separation, and (b) O-Fe-O bond angle. Results from PBE+U (blue circles),
PBEsol+U (orange triangles), LDA+U (green squares) and SCAN (red diamonds) xc
functionals are shown. The dotted ‘experimental’ line in each is measured from the (298
K) structure provided in Ref. 121, and the shaded range represents the uncertainty of
those measurements. Note that in (a) this uncertainty is too small to be visible. The
inset figures in each panel represent the R3¢ structure and indicate the quantity being
measured.

In addition to the changes in the unit cell parameters, we observe changes in the
internal coordinates of the atoms, as Ueg is increased. We are particularly interested
in the two key structural transformations in R 3 ¢ BFO relative to the cubic perovskite
structure. The first is a translation of the Bi ions along the [111],,. direction; the second
is an out-of-phase rotation of the FeOg octahedra about the [111],. direction (a”a~a™
in the notation of Glazer [128]). The former is the main driver for the large spontaneous
polarisation in BFO, while the latter is thought to influence properties of BFO such as
the charge carrier effective masses (see Chapter 5), polar order [107, 110] and spin state
[18].

In Fig. 4.2a, we represent the translation of Bi by plotting its position as a fraction
of Fe-Fe separation along the [111],. direction. In the perfect cubic perovskite structure,
a Bi atom would lie exactly halfway between two Fe atoms in the [111],. direction
(i.e. dBi= 0.5 as defined in Fig. 4.2a). Compared with the experimental fractional
translation, dBiexp, = 0.55958(18), we see an improvement in the description of the
translation of Bi as Ueg is increased. At Ueg = 6 €V, dBi most closely matches that
found in experiment. Note that we compare the fractional displacement of Bi (as opposed
to absolute displacements), in order to take into account the changing lattice parameters

at each value of Ugg.

In the R3¢ structure of BFO, the FeOg octahedra are rotated about [111],. by
~14°. We find that the angle of rotation changes by ~ 0.4° when varying U.g between
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0 and 8 eV (for the PBE+U functional). Given that the angle of this rotation found in
experiment spans the range 11-14° [129-131], we conclude that the change in octahedral

rotation due to Ueg is negligible.

Another manifestation of the distortion of R3¢ BFO with respect to the cubic
perovskite structure is the deviation of the O-Fe-O octahedral angle from 180°. We find
that the dependence of this angle on Ugg is also small, increasing (for PBE+U) from
164.1° to 167.5° as Ugg increases from 0 to 8 eV. In Fig. 4.2b we show this increase in
O-Fe-O bond angle towards 180° as a function of Ueg. Nevertheless, all of the O—Fe-O
angles predicted here are in reasonably good agreement with the experimental angle of
165.34(12)°, determined by high-resolution neutron diffraction at 298 K [121].

4.3.2 Polarisation

From the observed changes to the lattice geometry with varying Ueg, one might expect
the spontaneous polarisation Ps to be affected. The increased Bi translation with Ueg
would suggest an increase in P with increasing Ueg since the dipole moment per unit
cell increases. However, as we have found the lattice parameter (and hence unit cell
volume) increases with Ueg, we may expect an overall decrease in Ps as Ueg increases
(recall that polarisation is inversely proportional to unit cell volume). We note that the
structural changes due to Ueg may affect both the ionic and the electronic contributions
to P;. At the same time, independent of any structural changes, increasing Ueg itself
may result in additional changes to the electronic contribution. We distinguish between
structural and purely electronic effects by calculating P; both for the PBE-+U relaxed
structures (‘relaxed’), and for a chosen fixed structure (‘fixed’) in which we only vary
Uesr. The fixed structure used for this purpose was that relaxed at PBE + Ueg = 4 €V.

In Fig. 4.3 we plot the variation in Ps with increasing Uqg for both the relaxed and
fixed set of structures. There are two regimes present in Fig. 4.3: a sharp decrease in Ps
with respect to Ueg, followed by much weaker dependence. The first regime, Uqg < 2 €V,
can be explained by the sharp increase in lattice parameters. We note that the increase
in lattice parameters dominates over the increase in Bi translation along [111],. that
would otherwise suggest an increase in Ps. The second regime, Ugg > 2 €V, in which we
see a weaker dependence of Ps; on Ugg, is dominated by changes only in the electronic
structure, as the relaxed and fixed structure cases have the same dependence on Ugg
beyond 2 eV.

As with the changes in lattice parameter and angles with U.g, the most significant
change in Ps occurs between a Ugg of 0 and 2 eV, with only minor changes thereafter.
Since the typical values of Ueg chosen for Fe d orbitals in BFO lie between 3 and 5 eV
[20, 104, 105, 113, 114, 132-135], the accuracy of calculated unit cell parameters and
P, depends more on the choice to use the DFT+U method at all, rather than on the
particular value of Ugg one chooses. Thus, within the range of Ugg usually considered in

the context of BFO, we conclude that the crystal structure varies negligibly with Ueg.
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Figure 4.3: Variation in calculated spontaneous polarisation as a function of Usg. We
compare two cases: one in which we relax the structure fully for each value of Ueg (blue
squares), and the second, in which we keep the structure fixed (green triangles) to that
of Ugg = 4 €V.

4.3.3 Electronic structure

The influence of Ueg on the band character and curvature, often neglected in studies
using PBE+U, will be the focus of this section. We quantify the curvature at the band
extrema by calculating the charge carrier effective masses (Fig. 4.4), and represent the
character using projected band structures and DOS (Fig. 4.5).

As with the polarisation, changes to the effective masses with Ueg can be broken
down into structural contributions (by relaxing the structure at each Ueg) and purely
electronic ones (by keeping the structure fixed in each case). In Fig. 4.4 we plot the
electron and hole effective masses as a function of Ugg for both the relaxed and fixed
structures.

For the relaxed structures we see a large reduction in the electron effective mass
m?: from 8.3 mg for Ueg = 0 €V to 0.6 mg for Usg = 5 €V, indicating an increase in
curvature at the CByy;, with increasing Ugg. Between a Ueg of 5 and 8 eV we see little
(~0.1 mg) further change in m}. The curvature of the VBpax also increases with Ueg,
though most of the change occurs between a Ugg of 0 and 2 eV. The hole effective mass
mj, decreases from 1.9 mg for Ueg = 0 eV to 0.7 mg for Ueg = 2 eV.

For the cases in which the structure was kept fixed to the Usg = 4 €V relaxed
structure, we see a similar dependence of m* on Ugg. This similarity in trend between
the relaxed and fixed structure cases indicates that changes in mj and m; with Ucg are
dominated by changes purely to the electronic structure. The notable exception to this
similarity is the m} calculated for the fixed structure when Ueg = 0 eV (m} = 4.1 my).
The reason for this anomaly is a change in the location of the CBp, relative to all other
Uegr < 5 €V cases. The CByyj, for the anomalous result lies between I' and Z = [%, %, %],
rather than exactly at Z as it is for the other Uyg < 5 €V cases. We attribute the change

in location to the effective tensile strain resulting from using the U.g = 4 eV relaxed



56 4.3. Results and Discussion

m, (Relaxed)

Lm] (Fi

N W A OO N 0 ©

Absolute Effective mass (m,)

—_
!

0 , , , :
0 1 2 3 4 5 6 7 8

Ugg (8V)

Figure 4.4: Absolute charge carrier effective mass versus Uqg. Blue squares and circles
respectively represent the electron and hole effective masses for the PBE+U relaxed
structures. Green triangles pointing up and down represent, respectively, the electron

and hole effective masses for the fixed structure (fixed to the Ueg = 4 €V structure). m}

and mj are the electron and hole effective masses, in units of the electron rest mass, my.

geometry; see Chapter 5 for more details on the effects of strain on m* in BFO.

In order to explain the observed changes in m* with Ueg, we investigate changes
to the band character as Ueg increases. We represent the band character using the
projected band structure shown in Fig. 4.5. The contributions from O, Fe and Bi to
each band at each k-point are represented on a normalised colourspace by red, green
and blue respectively. Similar figures comparing the projected bands of the PBE+U,
PBEsol+U, LDA+U and SCAN-+U xc functionals can be found in Fig. S6 of the SI
[126]. We find only minor differences in the band structures of these xc functionals in
terms of the trends identified below. In Fig. 4.5, we also present the projected density

of states (pDOS) in order to resolve the contributions from individual orbitals.

Beginning with the character of the valence bands, we make the following observations.
A change in the character of the topmost valence bands, occurring between a Ugg of
0 and 2 eV, is clear from the colour change in the bands. The change from a mix of
red and green at Ugg = 0 eV to almost pure red at Uesg = 2 €V in the topmost valence
band (VB) indicates a reduction in the Fe-O hybridisation, leaving O to dominate the
VBiax. From the pDOS we resolve these contributions further: at Usg = 0 €V, the top
of the VB is made up of a hybridisation of O p and Fe e, states; the character of these
bands changes to primarily O p, with minor contributions from Bi s and Fe e, states
above a Ueg of about 2 eV. The change in the character corresponds to the decrease in
my at Ueg = 2 eV. Given that the lattice vectors change most significantly in the 0 to
2 eV range of U.g, we might expect that the changes to the crystal structure of BFO
are driving this shift in band character. However, as we saw in Fig. 4.4, the associated

pattern in mj is similar in both the relaxed and fixed structure cases, indicating that
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Figure 4.5: Variation in projected bands (top row) and density of states (bottom row)
as a function of U.g. The bands are coloured, at each k-point, based on wavefunction
projections onto the elements. The contributions from O, Fe and Bi are represented on
a normalised colourspace by red, green and blue respectively as shown by the colour
triangle. The DOS is calculated in the pseudo-cubic setting in order to obtain accurate

projections onto the selected atomic orbitals (indicated by the coloured vertical lines).

Note that, since BFO adopts a G-type anti-ferromagnetic ordering, the spin up and
spin down contributions are symmetrical. Here we are plotting the sum over both spin
channels and over all atoms of each species.
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Figure 4.6: PBE-+U lowest unoccupied KS orbitals (LUKS) at the Z (a—c) and F' (df)
k-points for various values of Ueg. The KS orbitals are represented by a gray 0.02
e/bohr? isosurface. We plot the charge density from the KS orbitals in a (112) plane,
with colour saturation levels indicated by the colour bar.

the change is dominated by purely electronic effects. That this is not purely a structural
effect is confirmed by observing the same shift in character in the projected bands and
DOS for the fixed structure calculations, which can be found in Fig. S4 [126].

In addition to the decrease in Fe contributions to the VB ax, the pDOS shows that a
Bi s antibonding peak moves up in energy from around 1.5 eV below the VB ax for Ueg
of 0 eV, to the VBax itself for Ugg > 2 €V. The presence of a small Bi s contribution to
the VBphax is consistent with the HSE hybrid functional results by Stroppa and Picozzi
[72]. An experimental study comparing VB, energies of BFO, Bi;O3 and Fes O3 also
proposes a non-negligible contribution from the Bi s states, as well as Fe d states, to the
VBax of BFO [136]. The findings of these two previous works are better reflected in

our calculated electronic structures of the VB ax for Ugg > 2 €V.

From the projected conduction bands (Fig. 4.5), we see little change in the elemental
contributions to the CB,i,; Fe dominates the CByyjy, for all Ugg investigated here. The
band structures do indicate, however, a change in the relative orbital contributions to
the CBpin. We might expect the three lowest unoccupied bands to be Fe 25, in character
and the two next unoccupied bands to be Fe e, based on the octahedrally coordinated
Fe. Indeed, we see at the I'-point that the five Fe d bands form neatly into distinct triply
and doubly degenerate sets. Detailed analysis of the crystal-field splitting in this system
could be achieved using Wannier functions as in Ref. 137, though this lies beyond the
scope of the present work. The designation of the five green (Fe) bands into o, and e,
groups in order of increasing energy is supported by the projected DOS, in which we see
the energy difference between the e, and ¢34 manifolds decrease with an increase in Ueg-.

For values of Ugg greater than 4 eV however, Fig. 4.5 suggests that one of the two Fe e,
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Figure 4.7: Variation in calculated electronic band gap as a function of Ueg for the
PBE+U (blue circles), PBEsol+U (orange triangles), LDA+U (green squares) and SCAN
(red diamonds) xc functionals. The range of band gaps reported in the experimental
literature is shown as the shaded region. The LDA+U results reported by Neaton et al.
(purple crosses) [20] are shown for comparison.

bands dips below the three Fe 5, bands. That is, above a Ucg of 4 €V, the character of

the CBpin transitions from Fe t, to Fe eg.

To investigate the shift in orbital character from to4 to e, further, we plot the lowest
unoccupied Kohn-Sham (KS) orbitals in Fig. 4.6. Because the CBy;y is located at
Z =10.5,0.5,0.5] for Ugg < 4 eV and at F' = [0.5,0.5,0.0] for Ueg > 4 eV, we plot the
KS orbitals at each of these locations, for relevant values of Ugg. To visualise some of
the more subtle changes, we plot the charge density from the KS orbitals in a (112)
plane, in addition to the isosurface. These plots highlight two distinct effects that Ugg
has on the character of the CBp,.

Firstly, at the Z point (which is the CBy, for Ueg < 5 €V), there is a gradual
increase in hybridisation between the Fe to, and Bi p orbitals along the [111],. direction
as Ueg increases, evident from the increase in intensity between Fe and Bi on the (112)
plane. This increase in overlap between Fe and Bi states contributes to the decrease in

m? between a Ueg of 0 and 4 eV.

Secondly, at the I’ point, we see a transition from 2, to e, character from the KS
isosurface plot as Ueg increases from 3 eV to 5 eV, as expected from the band structures.

Additionally we see a slight increase in intensity around the Bi and O atoms on the

*

(112) plane. The transition to e, character is associated with a further decrease in m?,

possibly due to the increased overlap with O p states. Above 5 eV there is little change
in the KS orbitals (see Fig. S3 of the SI [126]), and correspondingly, we see little change
in m}.

The significant shift in the location and character of the CByyy, for Ueg > 4 €V
suggests that Usg = 4 eV be taken as a maximum, at least in cases for which the

character and curvature of the CBy,j, plays a significant role.
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Given that Ueg is sometimes chosen such that the calculated band gap matches that
found in experiment, we now explicitly examine the effect of Usg on the electronic band
gap. We expect that, as Ueg increases, the band gap will increase due to the enhanced
localisation of the Fe d orbitals. Indeed we see such a relationship in Fig. 4.7, where we
plot the electronic band gap against Ueg. The trends across the PBE+U, PBEsol+U,
LDA+U and SCAN+U functionals are similar, though the LDA+U gaps are significantly
smaller than those of the PBE+U and PBEsol+U functionals for all U.g < 6 €V. The
SCAN functional, as expected for a meta-GGA, more accurately predicts the band gap
than the LDA or either GGA. The LDA+U values are in excellent agreement with those
found in Ref. 20, also plotted in Fig. 4.7. In Ref. 114, the PBE+U band gap is calculated
from the theoretical optical absorption spectrum to be 2.58 €V for a Ugsg of 5 eV. Their
band gap value is 0.11 eV higher than the electronic band gap found in this work, 2.47
eV, for the same Uqg value.

In order to match the experimental band gap range of 2.5-3.0 eV [138-140|, a Ueg
of 5 eV or larger is clearly required for the commonly used LDA/GGA functionals (> 3
eV in the case of SCAN+U). As we have seen above however, the ordering of the Fe
d orbitals at the CBpn inverts for Usg > 4 €V3, suggesting that fitting Ueg to the
electronic band gap alone may introduce some spurious effects. While a Ueg < 4 eV
underestimates the electronic band gap, we note that the DFT+U method can, at best,
only correct the self-interaction error in the orbitals to which it is applied (in this case
the Fe d orbitals). Self-interaction error from the other BFO orbitals, together with other
sources of error intrinsic to Kohn-Sham DFT [141] are not accounted for in the ‘+U’
correction. Furthermore, the experimentally reported band gaps are optical gaps rather
than electronic (fundamental) gaps and thus will generally be lower in energy than the
true electronic gap. That is to say, we ought to expect some remaining underestimation
of the electronic band gap, even for the value of Ugg that most accurately localises the
Fe d orbitals.

4.4 Conclusions

We have employed the DFT+U method to calculate the optimum crystal geometry
and electronic structure of the R3¢ phase of BFO for a range of Ueg between 0 and
8 eV, applied to the Fe d orbitals. We showed that the Bi displacement from its
centrosymmetric position, the rotation of the FeOg octahedra, the distortion of the
octahedra, and the spontaneous polarisation change negligibly within the Ueg range
typically employed in the context of BFO.

The electronic structure, in contrast, varies significantly with U.g, as designed: the
application of Uy is meant to correct the over-delocalisation of the states to which it is
applied. With increasing U.g, we find that the character of the states near the band

edges changes, in addition to the band gap, leading to enormous changes in calculated

3This was found for the PBE+U method; similar values apply for the LDA+U, PBEsol+U and
SCAN+U values. See the SI for more details [126].
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charge carrier effective masses. In particular, the ordering of the Fe d orbitals at the
CBuin inverts for Ueg values larger than 4 eV.

Using a Ueg of 4 €V leads to a 10-25% underestimation in the calculated band gap
with respect to experimental values. To match the experimental band gap, a Ueg value
of between 5 and 8 eV would be required. However, in this range of Ueg, the CBpin
is Fe ey in character rather than the Fe to, character found for Ueg values less than 5
eV. The widespread practice of selecting the Ueg parameter to match the experimental
band gap therefore clearly needs to be exercised with caution, particularly in cases for
which the character of the band edges play a significant role. We strongly recommend
a thorough analysis of the effect of Ueg on the calculated electronic structure before
proceeding with calculations that depend on the character of the band edges such as

charge carrier effective masses, optical absorption energies and oxidation energies.
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5 Influence of crystal structure on

charge carrier effective masses
in BiFeOj

Abstract

Ferroelectric-based photovoltaics have shown great promise as a source of renewable
energy, thanks to their in-built charge separation capability, yet their efficiency is often
limited by low charge carrier mobilities. In this chapter, we compare the photovoltaic
prospects of various phases of the multiferroic material BiFeO3 by evaluating their charge
carrier effective masses from first-principles simulations. We identify a tetragonal phase
with the promising combination of a large spontaneous polarisation and relatively light
charge carriers. From a systematic investigation of the octahedral distortions present
in BiFeOs, we clarify the relationship between structure and effective masses. This
relationship is explained in terms of changes to the orbital character and overlap at the
band edges that result from changes in the geometry. Our findings suggest some design
principles for how to tune effective masses in BiFeOgs and similar materials through the

manipulation of their crystal structures in experimentally accessible ways.

5.1 Introduction

As discussed in Chapter 1,the field of ferroelectric (FE) photovoltaics, dating back to 1956
[15], experienced something of a renaissance in 2009 with the discovery of the switchable
diode and bulk photovoltaic effects (BPVE) in the multiferroic material, bismuth ferrite
(BiFeOs; BFO) [16]. The BPVE, observed in BFO, arises from the absence of inversion
symmetry in the crystal structure of the room temperature, R3¢ phase [10]. This
asymmetry results in a giant spontaneous polarisation (~ 100uC/em?)[99, 100], thus
setting up an in-built bias in the bulk that aids in charge separation in a photovoltaic
device.

We should note that there are several proposed contributing (and sometimes com-
peting) mechanisms to the BPVE; these may be separated into intrinsic and extrinsic

effects. Young and Rappe have demonstrated that the intrinsic ‘shift-current’ mechanism
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plays an important role in the BPVE in BFO [114]. According to this model, charge
carrier separation in the BPVE is driven by coherent excitations, rather than a built-in
electric field. In a monodomain FE material, therefore, the magnitude and direction of
the photocurrent does not necessarily depend on the magnitude or orientation of the
FE polarisation; it is sufficient to have an absence of inversion symmetry. Extrinsic
mechanisms include factors such as FE domains, point defects and band bending due to
surfaces.

Despite the intrinsic charge separation ability, FE materials such as BFO generally
suffer from limited device efficiency due to low charge carrier mobilities which lead to
high recombination losses [142-144]. Increasing the mobilities in such FE materials
would therefore lead to enhanced photovoltaic device efficiency.

Although mobility is a macroscopic quantity, it is the mobility associated with the
electronic band edges that is of particular relevance to recombination rates. Since
mobility is directly related to the dispersion of these bands, a material’s charge carrier
mobilities can be altered by modifying the curvature of the bands near the Fermi level.
Manipulation of the crystal structure, for example by strain engineering, is one such
route to tuning the curvature of electronic bands. Strain engineering, together with
chemical doping, have been widely exploited in the semiconductor industry to control
mobility in silicon-based devices [145|. In BFO, a wide range of crystal structures can be
stabilised through strain [22, 102] and interface [109, 110] engineering. These structures
include both FE and non-FE ones, of which the former are of particular interest for
photovoltaic applications. There has been a great deal of interest in the tetragonal
(spacegroup: P4mm) and tetragonal-like phases of BFO thin films, in particular, due
to their giant spontaneous polarisation of ca. 150 uC/em? [22, 102].

How do the mobilities of the charge carriers compare across the BFO phases? In
this chapter, we present an investigation within density functional theory (DFT) of the
electronic properties of several FE and non-FE phases of BFO. We begin by considering
the ground-state R 3 c phase, the higher temperature orthorhombic Pnma and cubic
Pm3m phases, and the prototypical tetragonal P4mm phase. We also consider
the theoretical R 3 c phase, which is similar to the R3¢ phase but without the ionic
displacement that gives the latter its spontaneous polarisation. We compare the charge
carrier effective masses (m*), which are inversely proportional to the mobilities, across
these phases. We will show that the carriers in the ground-state FE phase (R3c¢) have
considerably higher m* compared to some non-FE phases. Nonetheless we find that the
tetragonal phase (P4mm) of BFO, which has a large spontaneous polarisation, has
relatively low electron and hole effective masses.

In order to explain the differences in m* across the BFO phases, we systematically
study the geometric transformations that map the BFO phase with the lowest m*, to
the phase with the highest m*. The effects of these transformations on the m* are
explained in terms of changes to the orbital character and overlap at the band edges.
Previous works [22] have indicated that, with a judicious choice of substrate material, a

BFO lattice with the desired spontaneous polarisation and m* can be fabricated. Our
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results therefore provide insight towards the rational design of materials with optimum

properties, particularly for applications in light harvesting.

5.2 Computational details

We consider the R3¢, Pnma, P4mm, Pm3m and R 3 c phases of BFO. Simulations
of these phases were performed using DFT as implemented in VASP (version 5.4.1)
[115-118]. We employed the PBE [61] GGA as the exchange-correlation functional, with
an effective Hubbard correction (Ueg) applied to the Fe d orbitals using the method of
Dudarev et al. |91]. In the previous chapter we discussed, at some length, the effect of
the Ueg on the properties of BFO, focussing on the character and curvature of its band
edges. Here we use the recommended Ugg = 4 €V for all calculations.

The projector-augmented plane-wave method [95, 119] was used throughout, with a
plane-wave cut-off energy of 520 eV, treating explicitly 15 electrons for Bi (5d'°6s%6p?),
14 for Fe(3p®3d®4s?), and 6 for O (2s522p*).! A 40-atom, pseudocubic (pc) unit cell
setting was used for all but the effective mass calculations in section 5.3.2 which, for
reasons of efficiency, were performed using a 10-atom rhombohedral cell. Brillouin zone
integrations for the relaxations and static calculations were performed on I'-centred
Monkhorst-Pack (MP) [120] grids: 9 x 9 x 9 for the pc unit cells and 11 x 11 x 11
for the rhombohedral unit cells. Density of states (DOS) calculations, requiring finer
sampling of the Brillouin zone, were performed using a I'-centred 11 x 11 x 11 MP
grid in the pc unit cell setting. We relaxed the low-energy phases of BFO such that all
force components were less than 5 meV/ A. The unit cell shape and sizes of these phases
were optimised such that all stress components were smaller than 0.06 GPa. All of the
structure files and raw data are available, together with the code used for analysis, in an
online repository of supplementary information (SI) at Ref. 146.

We use the modern theory of polarisation (MTP) [48, 124] to calculate the spon-
taneous polarisation of each structure. As noted in the previous chapter, much care is
needed when performing these calculations, especially in systems such as BFO for which
the spontaneous polarisation, Ps, is of the same order of magnitude as the quantum of
polarisation, Q). We again follow the procedure outlined in Ref. 20.

We calculate the hole and electron effective masses for each of the considered BFO
phases following the procedure outlined in the previous chapter. We again compute the
eigenvalues of the effective mass tensor, which correspond to the effective masses along
the principle directions. We quote the smallest of these eigenvalues as ‘the’ effective
mass of the phase; the full m* tensors can be found at Ref. 146.

To make the calculations tractable, we limit ourselves to a collinear treatment
of spin, thus neglecting the long-wavelength (~ 620 A) spiral spin structure found
experimentally [122]. All of the low-energy phases in the present chapter, with the
exception of the P4 mm phase, are found to adopt a G-type antiferromagnetic (AFM)

!The Bi, Fe and O PAWs are dated: 6" Sept. 2000, 2" Aug. 2007 and 8" Apr. 2002 respectively
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ordering, consistent with previous work [147]. The C-type AFM ordering was found
to be slightly lower (6 meV /f.u.) in energy than the G-type ordering for the P4mm
phase, again in agreement with previous work [147, 148]. A change from G-type to
C-type ordering in the P 4mm phase had little effect on the character or curvature of
the band edges.

5.3 Results

5.3.1 Effective masses of the phases of BFO

Table 5.1 shows the calculated m*, polarisation and relative stability of the considered
BFO phases. The results for the relative stability agree well with the literature, differing
by at most 5% with respect to the PBE+U (Ueg = 4 €V) work of Diéguez et al. [147|.
For the FE R 3 ¢ phase, the calculated P; agrees well with both experiment and theory,
which report values of between 90-100 uC/cm? [20, 100, 149, 150]. For the tetragonal
P 4mm phase, we find a Py of 185 uC/em?, larger than those reported in previous
theoretical (151-152 uC/cm? [147, 151] and experimental (~ 130 uC/cm? [152]) works.
The difference between the theoretical results obtained here and those reported in the
literature might be attributed to our larger ¢/a ratio: 1.30 here compared to 1.27-1.28
in Refs. 147, 151. Another possible source of discrepancy is the quantum of polarisation.
Because a simple linearly interpolated ferroelectric switching path does not remain
insulating along the entire pathway (within the PBE+U framework), some ambiguities
remain as to which branch of the polarisation one is on. Thus reported differences in
polarisation may differ by a quantum of polarisation (in this case ~ 30 uC/em?). The
results presented here are, however, consistent with independent polarisation estimates
using Born effective charges.

Comparing the charge carrier effective masses, reported in Table 5.1, we find the

*
e’

room-temperature FE phase of BFO (R3c¢) to have largest m?, and the second largest
mj,. The tetragonal P 4mm phase, which is also ferroelectric, has an m} an order of
magnitude smaller and an mj} 20% smaller than those of R3c¢. The paraelectric R3¢
phase has an m} comparable to that of P4mm and an mj comparable to that of
R3c. Both m* are smallest in the paraelectric P m 3m phase. From these results we
therefore observe that the ferroelectric phases do not necessarily have lower m* than the
paraelectric phases.

To gain insight into the variation of m* with the phases, we examine and compare the
electronic structures of the BFO phases, particularly at the band edges—the locations
at which the m* are evaluated. In Fig. 5.1 the band structure and DOS, projected onto
spherical harmonics, are shown for each phase of BFO studied here. Considering the
lowest lying conduction bands in order of decreasing my, i.e. from R3¢, Pnma, R3¢,
P4mm to Pm3m, we see that the major contribution to the states at CBy;, gradually
changes from Fe ty, to Bi p. In Fig. S1 of the SI [146], we plot the corresponding Kohn-

Sham (KS) orbitals. These orbital plots corroborate the spherical harmonic projections,
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Table 5.1: Computed effective masses in units of electron rest mass, mg, spontaneous
polarisation values and relative energies of five PBE-+U relaxed phases of BFO. Note
that energies, F, are taken relative to the most stable phase: R3c.

Spacegroup  |mj| m,  Polarisation E — ERrse

(mo)  (mog) (uC/em?)  (meV per fu.)
Pm3m 0.34 0.24 0.0 971
R3c 0.63 0.37 0.0 268
P4dmm 0.54 0.33 185.3 84
Pnma 0.95 0.99 0.0 57
R3c 0.67  3.06 90.0 0

indicating that Fe t9, states are the primary contributors to the CBi, for the R3¢,
Pnma and R3¢ phases, while the Bi p states make up the CBi, for the P4 mm and
P m3m phases. Our results suggest that, at the CB,,, the presence of Bi p states
leads to a lower m; than that of Fe o, states.

Compared to the conduction bands, the topmost valence bands in Fig. 5.1 show a far
less dramatic difference in character across the five phases. All of the phases considered
here have an O p dominated VB,.«. However, there are minor contributions from Fe
eg states to the VByax, most notably in the Pm3m phase. To see more clearly the
variation in the states at the VBy.x, we show in Fig. 5.2 the cross-sections through
KS orbitals corresponding to the topmost valence band. The figures show that, as mj
decreases from Pnma, R3¢, R3¢, P4mm to Pm3m, the contribution from the Fe
ey states increases. This observation indicates that the presence of Fe e, states at the

VBuax plays a role in decreasing mj .

5.3.2 Effects of structural transformations on effective masses

The different crystal structures of the BFO phases considered have been found to have
a wide variation in the electronic structures and, in particular, in their charge carrier
effective masses. As such, a substantial yet complex relationship exists between crystal
structure and effective mass in BFO. In order to better understand this relationship,
we now consider the geometric transformations that map the phase with the lowest
effective masses, P m 3 m, to the phase with the largest effective masses, R3c. These
transformations are: a) an antiphase rotation of the FeOg octahedra about the [111],.
direction (i.e. a~a~a~ in Glazer’s notation [128]), and b) a translation of the FeOg
octahedra along the [111],. direction. These transformations are illustrated in Fig. 5.3.
More generally, these and similar geometric transformations can describe the other BFO

phases, portrayed in Fig. 5.4, as follows:

e Pnma: an octahedral rotation out-of-phase along the [100],. and [010],, directions
but in-phase along the [001],. direction (a”a~c); and antipolar distortions in the
[110],. direction

e R3c: an out-of-phase rotation about the [111],, axis (a~a~a™) with no translation
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Figure 5.1: Projected bands and DOS for the (a) R3¢, (b) Pnma, (c) R3¢, (d)
P4mm and (e) P m3m phases of BFO, in their (pseudo-) cubic settings. The bands
are coloured, at each k-point, based on wavefunction projections onto chosen orbitals.
As indicated in the legend, red, green, blue and black represent projections onto Fe ty,
Fe ey, Bi p and O p states respectively.
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_ P4dmm _
Pnma R3c R3c Pm3m
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Figure 5.2: Kohn-Sham orbitals corresponding to top VB, summed over all k-points,
for the five phases of BFO investigated. These are representative cross-sections through
the FeOy plane in the case of the perfect cubic P m 3 m structure, and at least two O
atoms and one Fe atom in the other phases, as illustrated in the bottom left diagram.
The locations of the Fe and O atoms are labelled in the P m 3m section, and the hole
effective masses, mj are shown below each panel for ease of reference. The full 3D data
files are available in the SI [146].

e P4mm: no rotation but with a substantial polar distortion along the [001],.

direction

These transformations are accompanied by some strain to accommodate the change
in the structure. We therefore consider the effects of strain, rotation and translation
separately, particularly in relation to the ground state R 3 c structure, which has shown
remarkable structural flexibility in the context of heteroepitaxially grown BFO films
[102].

5.3.2.1 Strain

Various experimental works have found the R 3 ¢ phase of BFO to be stable over a large
range of epitaxial strain: from —2.6% to +1.2% [153-155]. In addition, spontaneous
polarisation in BFO has been found to be relatively insensitive to epitaxial strain values
of up to £3% [149, 151]. Epitaxial strain can also be used to stabilise other phases of
BFO, such as the tetragonal P4 mm phase, as summarised by Sando et al. |22, 102].
Since we are interested in the transformation from the R3¢ to the P m 3m phase, which
involves a uniform change in lattice constants, we consider the case of uniform, rather
than epitaxial strain. We apply uniform strains of between —5% to +5% to a BFO unit
cell constrained to the R 3¢ symmetry. Fig. 5.5a shows the effect of such strain on the
charge carrier effective masses.

The m} changes significantly, decreasing from 3.02 mq in the unstrained cell, to 2.33
mg under 5% compressive strain. Under a tensile strain of between 1% and 3% we see
an even larger decrease in m}, from 3.19 mg to 0.60 mg, corresponding to a change in
the location and character of the CByy;,. Figs. 5.5(b—d) show the projected bands and
DOS for the —5, 0 and +5% strain cases. Similar figures for the other strain values are
available in Fig. S2 of the SI [146]. From these figures a shift from an Fe ¢4 to an Fe e,

dominated CByj, can be observed from 1% to 3% strain, which explains the sudden drop
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Figure 5.3: Schematic of the FeOg octahedral (a) rotations about, and (b) translations
along the [111],. direction present in the relaxed R3¢ structure. In (a) we separate
neighbouring octahedra along the [111],. axis by a semi-transparent plane in order to
highlight the out-of-phase nature of these rotations. The green arrow in (b) shows the
[111],c direction, and T is the displacement of the Fe atom from the mid-point between
successive Bi atoms along this direction. Purple, ochre and red spheres represent Bi, Fe
and O respectively.

(A)R3c (b)Pm3m

Figure 5.4: Crystal structures of five phases of BFO. For ease of comparison, all structures
are presented in their cubic or pseudocubic settings. For the (a) R3¢, (b) R3¢ and (c)
Pm3m structures, the three pseudocubic axes are equivalent. The (d) P4mm and
(e) Pnma structures however have one nonequivalent axis. For these structures the
left (right) figure has the nonequivalent axis parallel (perpendicular) to the page. Note
that in the (d) P4mm case, the elongated cell causes the FeOg octahedra to break into
square pyramidal FeOs units.
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Figure 5.5: Effects of uniform strain on the (a) m} (green triangles) and mj (blue
squares), and (b—d) projected bands and density of states. Note that while the DOS
axis has arbitrary units here, the scale is the same in each subfigure. The bands are
coloured, at each k-point, based on wavefunction projections onto chosen orbitals. As
indicated in the legend in panel, red, green, blue and black represent projections onto
Fe to4, Fe e4, Bi p and O p states respectively.

in m; for large tensile strain, since the e, bands are more dispersive than the t2, bands.
We can understand the shift from a t3, to an e, dominated CBi, by considering the
reduction in the splitting of the Fe d orbitals, due to the octahedral environment, as the
Fe-O bond lengths increase. The mj however, shows little dependence on strain. Over
the range considered, |mj| is largest (1.051 mg) at —5% strain, and smallest (0.753 my)
at +5% strain. For all strain values considered, the VB, remains strongly dominated
by O p states as evident from Figs. 5.5(b-d). Thus, the negligible changes in mj as the

cell is strained are reflected by the minor changes in the character of the VB ax.

5.3.2.2 Rotation of the FeOg octahedron

To examine the effect of octahedral rotation on the electronic properties of BFO, we
rotate the FeOg octahedron from the perfect cubic perovskite geometry about the [111],,
axis in the out-of-phase manner shown in Fig. 5.3a. In Fig. 5.6 we plot the dependence
of m* on the rotation angle, §. Both m} and mj increase with increasing ¢. Around
0 = 15° we see a marked increase in the gradient of this relationship.

To understand the trends in m* with 0, we examine the electronic structures at
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Figure 5.6: Absolute charge carrier effective mass versus octahedral rotation angle. The
FeOg octahedra are rotated out-of-phase about the [111],. axis. For each angle, 6, the mj
(blue squares) and m} (green triangles) were calculated. Notice that in the perfect cubic
structure (0§ = 0°), there is a band degeneracy at the top of the VB—hence the heavy
and light holes. This degeneracy breaks as soon as we have any octahedral rotation.
The rotation angle of the R3¢ PBE+U relaxed structure (6 =~ 14.2°) is indicated with a
vertical dashed line.
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Figure 5.7: Variation in projected bands and density of states as a function of out-of-
phase FeOg octahedral rotation about the [111],. axis. Note that while the DOS axis
has arbitrary units here, the scale is the same in each subfigure. The bands are coloured,
at each k-point, based on wavefunction projections onto chosen orbitals. As indicated in
the legend in panel, red, green, blue and black represent projections onto Fe to4, Fe eg4,
Bi p and O p states respectively.
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VBiax and CBpin as a function of 6. In Fig. 5.7 we plot the projected bands and DOS
of BFO with the FeOg octahedron rotated at 8 = 0°, # = 14° and # = 28°. Similar
figures for the full range of 6 considered can be found in Fig. S6 of the SI [146]. As 6
increases up to # = 14°, the Bi p bands move up in energy but we see little change in the
character of the CBpin, and correspondingly little change in m}. Around 14° we see a
shift in the location of the CBj, from I' to R. For 6 > 14°, the character of the CBpin
transitions from Bi p to Fe ¢34, and then to a possible? mix of Fe eq and tg, states for
large 0. The Bi p to Fe ty, transition is associated with the large increase in m} with ¢
shown in Fig. 5.6.

Within the topmost valence bands, we find that O p states dominate for all values
of 6 considered. The states with minor contributions to the VB,ax can be seen more
clearly in the projected DOS. As 6 increases, there is a decrease in the Fe e, contribution
and an increase in the Bi s contribution to the top of the VB. We therefore associate the
increase in mj with a decrease in Fe e, contribution and an increase in Bi s contribution
to the top of the valence band. Real-space plots of the KS orbitals as a function of
can be found in Fig. S7 of the SI [146]. We also observe that for # = 0°, there is a band
degeneracy at VBpax, and hence we present mj values for both the heavy and light

holes in Fig. 5.6. This degeneracy lifts as soon as we have any rotation.

5.3.2.3 Translation of the FeOg octahedron

We consider, independently, translations of distorted (rotated § = 14° about the [111],.
axis) and perfect ( = 0°) FeOg octahedra along the [111],. direction. The former
translation is as illustrated in Fig. 5.3b. We find a marked difference between the
two cases, as shown in Fig. 5.8 where we plot the dependence of m; and mj} on the
magnitude of the translation, T. Translating the perfect octahedron (Fig. 5.8a) has
negligible effects on both m} and mj. Translating the distorted octahedron (Fig. 5.8b)
also has little effect on my; however, there is a large effect on m;.

Fig. 5.9 shows changes in the projected bands and DOS as the octahedra are
translated. Once again we observe that changes in m* are correlated with changes in the
chemical character of the band extrema. Figs. 5.9 (a—c) confirm that the character at
the CBpin of the structure with the perfect octahedron does not change within the range
of T considered. Figs. 5.9 (d-f), however, show a shift from Bi p to Fe ty, character
in the case of the 14° rotated octahedron, corresponding to the substantial increase in
m}. Conversely, there is no change in character at the VBpax, and also little change in
mj, with T, for both the perfect and the rotated octahedra. The VB.x degeneracy at
0 = 0°, that was lifted with octahedral rotations in Sec. 5.3.2.2, does not vanish in the

2Because we project the wavefunctions onto d orbitals defined with respect to the global Cartesian
axes, the ability to resolve the difference between t24 and eq4 states diminishes as the local octahedral axes
rotate relative to the global Cartesian axes. In other words, the ‘mixing’ of the ¢, and e, manifolds may
be an artefact of the way the projections are done. To unambiguously resolve the relative contributions
of Fe t24 and ey states, one might perform a transformation from the global Cartesian basis to one that
is local to each octahedron, as was done in Ref. 156. However, knowledge of the precise level of mixing
between the Fe t2, and e, states goes beyond the requirements for the present study.
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Figure 5.8: Absolute charge carrier effective mass versus [111],. octahedral translation.
In (a) we translate the perfect FeOg octahedron (6 = 0°), while in (b) we translate a
distorted octahedron (6 = 14°). The angle, 0, is as defined in section 5.3.2.2. The m}
and mj} are represented by green triangles and blue squares respectively. In (a), the
band degeneracy at VBpax gives rise to a heavy hole, HH (blue diamonds), in addition
to the light hole, LH (blue squares). The vertical lines in each subfigure correspond to
the PBE+U relaxed R3¢ Fe translation along [111],. (= 0.412 A).
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Figure 5.9: Variation in projected bands and density of states with FeOg octahedral
translation along the [111],. direction. § = 0° and # = 14° indicates the translation of
the perfect (a—c) and distorted octahedra (d-f) respectively and T gives the translation
magnitude. The bands are coloured based on projections onto chosen orbitals. As

indicated in the legend, red, green, blue and black represent projections onto Fe t,, Fe
eg, Bi p and O p states respectively.
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case of octahedral translations, as indicated in Figs. 5.9(a—c).

5.4 Discussion

In our investigations of the electronic properties in BFO, a clear link between the orbital
characters at the band edges and the resulting m* emerges. We find that presence of Fe
eg states at the VBpax and the Bi p states at the CB,in lead to relatively low m™*. At
the VBpax, hybridisation between the Fe e, and O 2p states leads to a more dispersive
band and hence a lower m;}. In the conduction bands, the Bi p states are more dispersive
than the Fe ty4, and hence structures that have a CBp;, that is dominated by Bi p
states have a lower m; than those whose CB;, is dominated by Fe o, states.

We have demonstrated that the changes in the band edge characters and hence m*
can be effected through geometric changes to the crystal structure. Extreme tensile strain,
suppression of the octahedral rotation and suppression of the octahedral translation yield
a much reduced m* in BFO. This trend explains the variation in m* across the BFO
phases. The high m* values of the R3¢ and Pnma phases can be attributed to the
presence of octahedral rotation and translation in these phases. When we compare the
R3c and R3c structures, which contain similarly rotated octahedra, we find that the
phase with the translated octahedron (R 3¢) has higher m* values compared with the
untranslated phase (R3c¢). Interestingly, we find that when the rotation is completely
suppressed (6 = 0), translation of the octahedron (within the range of study) has little
effect on m*. Hence the P 4 m m structure, which has translation without rotation, also
has lower m* values than those of R3c. The Pm 3m structure has the lowest m* values
of all the structures considered since it has neither octahedral rotation or translation.

For applications in light harvesting, materials with low m* values are required to
allow the charge carriers to be transported to the electrode before the carriers recombine.
Appreciable photovoltaic responses have already been recorded in BFO in the ground-
state R 3 c phase [16, 97, 98, 157, 158]. Our study indicates that its crystal structure
may be modified to optimise m*. Particularly in thin film heteroepitaxial growth, some
degree of control over the octahedral tilt angle and tilt pattern has been demonstrated
experimentally in BFO and other oxide systems [106, 107, 110, 159, 160]. While the
high temperature Pm 3 m phase of BFO has the required geometric features to result
in low m*, it lacks the asymmetric potential required for the bulk photovoltaic effect.
We find that the tetragonal P4 mm phase, which is experimentally accessible under
compressive epitaxial strain, has both a large spontaneous polarisation and relatively
low m*. However, the P 4mm phase has been reported to have a larger optical gap
than the R 3 c phase, despite the smaller electronic gap, which would adversely affect the
efficiency of the device [161]. While further work is required to elucidate these possibly
competing effects, the P 4m m phase appears to be a promising PV candidate. Besides
geometry manipulation, the band edge character can also be modified through chemical
doping [104, 105], which may be an interesting subject for future work.

The effective masses obtained throughout this chapter correspond to those of pure bulk
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BFO at 0 K. In real devices however, temperature, charge carrier doping concentrations,
impurities, grain boundaries, polaronic effects and FE domain walls could all play
important roles in determining m* and hence p. Some progress has been made towards
including some of these factors in first-principles calculations, for example using semi-
classical Boltzmann theory [162|. However, since our aim is to compare m* between
the BFO phases, and to suggest approaches to improve m* further, we only consider
differences in m*. That is to say, while factors such as temperature are likely to affect
m”*, we have made the assumption in this work that our 0 K results are a necessary
precursor to including high temperature effects.

As noted in the previous chapter, the effect of spin-orbit coupling (SOC) has
been found to be significant in describing certain properties of BFO, such as its weak
(Dzyaloshinskii-Moriya) ferromagnetism [21]. We find a noticeable shift in the energy of
the electronic bands and a small, Rashba-like shift in the location of the band edges. For
example, the inclusion of SOC for the R 3¢ structure shifts the location of the CBi,
slightly off the high-symmetry R point. Such a shift might improve the PV prospects of
BFO by inhibiting charge carrier recombination. This Rashba effect, together with the
effects of SOC on the m™ anisotropy, while beyond the scope of the present study, would
be an interesting avenue for further investigation.

Despite the changes to the positions of the bands, the band curvatures around the
Fermi level (and hence m*) are largely unaffected by SOC. For the R 3 ¢ structure, we
calculate the hole effective mass to be —0.780 mg with SOC and —0.669 my without
SOC. Similarly, the electron effective mass changed from 2.89 mg with SOC, to 3.06 mg
without SOC. Note that in these comparisons we have kept constant the direction along
which we evaluate m*: [—0.28366, 1.00000, —0.17603] for the hole mass and [1,1, 1] for
the electron mass. These correspond to the principle directions that yield the lowest m*
in the non-SOC case; i.e. those that were used in Table 5.1 for R3c¢. Such differences
are roughly an order of magnitude smaller than the differences in m* that we found
by comparing the various phases of BFO, and hence we neglect the effects of SOC
throughout this work. Further tests of the effect of SOC on the character of bands as
a function of octahedral rotations are available in Fig. S6 [146]. These tests indicate
that, even in phases for which Bi p states dominate the CByy,, the effect of SOC on
the curvature of the band edges is minimal. However, it would be interesting to further
investigate the role of SOC in the P4mm phase. In particular, the existence of a
Rashba-like effect could further enhance the PV prospects of this tetragonal phase of
BFO.

5.5 Conclusions

An important and often limiting factor in perovskite-based photovoltaics is their low
charge carrier mobility. In this chapter we have employed first-principles methods to
compare the charge carrier effective masses of both FE and non-FE phases of BFO and

explore how the effective masses are influenced by changes in the crystal geometry.
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We find that the ground-state, FE R 3 ¢ phase has relatively large m* values compared
to those of some non-FE phases. However, these non-FE phases lack the mechanism
required for charge separation via the bulk photovoltaic effect. We therefore investigate
the m*-determining factors in BFO, with the aim of uncovering a FE phase with reduced
m™* values. We discover that the differences in the m* values are related to the orbital
character at the band edges. BFO structures with Bi p or Fe e, states, instead of Fe
tog states, at the CB, have lower m; due to the localised nature of the t3, bands.
Structures with hybridised Fe e, — O p states at the VByax, rather than pure O p states,
have lower mj since the hybridisation leads to a more delocalised state. The change in
the states at the CBp, leading to decreased m can be achieved with: (i) high tensile
uniform strain, (ii) reduction of [111],. translations of distorted FeOg octahedra, and
(iii) a reduction in octahedral rotation about the [111],. axis. The Fe e, states emerges
at the VBpax only with a reduction in octahedral rotations about [111],..

These findings explain why the P m 3 m phase, which has unrotated and untranslated
octahedra, has the lowest m* values of the BFO phases we have considered in this work.
However, since we seek a FE phase and we find that m* changes little with translation
when the octahedral rotation about [111],. is suppressed, then a structure resembling
the tetragonal P 4m m phase would provide both ferroelectricity and reduced m*. Our
results demonstrate that manipulation of crystal geometry, which is easily achieved
with advanced growth techniques, is a viable avenue to tune the electronic properties of

materials particularly at the band edges.
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6 Two-dimensional electron gas form-

ation at multiferroic interfaces

Abstract

The creation and characterisation of atomically sharp interfaces between different complex
oxides has proven to be an exciting and fruitful area of research in recent years. Emergent
properties of these interfaces, such as the two-dimensional electron gas (2DEG) at the
LaAlO3/SrTiOg interface, present novel opportunities for technological applications in
addition to expanding our understanding of the fundamental physics and chemistry
involved. In this chapter, we investigate the crystal and electronic structures of a series
of LaAlO3/BiFeOs3 superlattices (SL) using first principles simulations. We find that the
thickness of the BiFeOs layer effectively allows one to tune (i) the tetragonality of the
SL, (ii) the magnitude and direction of spontaneous polarisation and (iii) the electronic
band gap of the SL. Above a critical thickness of around 6 BiFeOj3 unit cells, 2D electron
and hole gases are predicted to form at opposing interfaces. The 2D gases form as a
result of the spontaneous polarisation perpendicular to the interfaces. The ferroelectric
origin of the gases, together with an emergent magnetism, suggests that this system
holds promise as a source of novel multiferroic functionality. In particular, we suggest

the possibility of switching the 2D electron and hole gases via an external electric field.

6.1 Introduction

In recent years, the growth and characterisation of atomically sharp interfaces between
different complex oxides has proven to be an extremely fruitful area of research. In such
heterostructures, the properties of the component oxides can combine and interact in
useful ways. For example, materials consisting of alternating magnetic and ferroelectric
components have been proposed as a source of novel multiferroic materials [163].

In addition to combining properties of the component oxides, heterostructures offer
additional degrees of freedom (such as the relative thickness of the components) that
can be exploited to further tune the properties of a material. For example, control over
the octahedral tilts [107, 164, 165], magnetic anisotropy [160] and polarisation [110] has

been demonstrated by varying the layer thickness and interface termination in complex
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oxide heterostructures.

Finally, the interfaces themselves can exhibit intriguing emergent functionality.
Perhaps the most well-known example of this is the formation of a two-dimensional
electron gas (2DEG) at certain interfaces between LaAlO3 (LAO) and SrTiOs (STO).
The 2DEG at the LAO/STO interfaces has been found to possess some remarkable
properties from superconductivity (even though both components are band insulators)
to magnetism (even though both components are non-magnetic) [24, 25, 166, 167].

The ultimate origin of the 2DEG at the LAO/STO interface remains highly debated,
despite well over a decade of intensive research. The most of the candidate explanations
rely on the idea of a polar mismatch between LAO and STO. The idea is that STO
has formally charge neutral layers (SrO and TiOs) whilst LAO has formally! charged
layers (LaO™ and AlOy ™). Therefore there is a discontinuity at the interface which is
can be screened by the formation of a 2DEG. The main two proposed mechanisms for
forming a 2DEG at LAO/STO interfaces are (i) electronic reconstruction, in which the
2DEG forms through an effective charge transfer from the top of the valence band to
the bottom of the conduction band. (ii) Redox screening, in which redox reactions occur
at the surface and resulting free carriers move to the interface to form the 2DEG. We
should also note that imperfections at the interface (such as O vacancies) have also been
proposed as explanations for the 2DEG formation. These typically do not rely on a
polar discontinuity at the interface. We refer the reader to Ref.169 for a more detailed
discussion of the various proposed mechanisms and also the ways in which theory may

aid in adjudicating between them.

From a functional perspective, the 2DEG at the LAO/STO interface can be tuned
during growth by, for example, diluting the LAO with STO [170] or by choosing an
alternative interface orientation (e.g. (110) instead of the usual (100)) [171]. Once
formed, the 2DEG can be further manipulated by various volatile and non-volatile means.
An example of the former is the use of an applied electric field to tune the 2DEG density
at the interface and thus use it as a transistor [172-174|. Non-volatile manipulation of
the 2DEG can be achieved by growing a ferroelectric layer over the LAO. Switching the
spontaneous polarisation in the ferroelectric layer has been found to greatly affect the
charge transport properties of the 2DEG [175].

More recently, two-dimensional (2D) charge carrier gases have been proposed to form
at interfaces between ferroelectric (FE) and non-FE materials [176, 177]. For example,
either a 2DEG or 2D hole gas (2DHG) is predicted to form when lead titanate (PbTiOg;
PTO) films are grown on STO? [177]. This effect seems to be a direct result of the
FE polarisation in PTO, with the direction of the polarisation determining whether a
2DEG or 2DHG forms. One of the enticing aspects of a FE-induced 2D charge carrier

gas is the possibility of switching between a hole and electron gas at the interface via an

IPerovskites are well known to often have Born effective charges that differ substantially from their
formal values. However, it has been shown that the formal charges are appropriate for the purposes of
counting net interfacial charge in such systems. [168]

2A critical PTO film thickness is required before the 2DEG /2DHG emerges.
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external electric field. A switchable 2DEG/2DHG opens up the possibility of being able
to drastically alter the charge transport properties of the material in situ.

Some BFO-based heterostructures have also been found to form an interfacial 2DEG.
The BFO/STO interface is a good example of this, though it seems that the 2DEG
forms as a result of the polar discontinuity between BFO and STO (analogous to the
LAO/STO case) rather than due to the spontaneous polarisation of BFO [178]. In
addition, Chen et al. recently demonstrated that the diffusion of Ti cations to Fe sites
also plays a role in the 2DEG formation in BFO/STO [179].

In this chapter we investigate LAO/BFO heterostructures motivated by a) by the
prospects of a FE-induced 2D gas and b) the photovoltaic (PV) prospects of the tetragonal
(T") phase of BFO (see Chapter 5). The combination of a wide-gap [180-184]|, non-FE
material (LAO) and a FE material with a large spontaneous polarisation (BFO in the T
phase [185-192]) provide the sorts of interface conditions under which one might expect
the formation of a 2D charge carrier gas. Furthermore, because of the multiferroic nature
of BFO, one might expect a 2D charge carrier gas in a BFO-based heterostructure to
have interesting magnetic properties.

From the PV perspective, when BFO thin films are grown on LAQO, the resulting
compressive strain on BFO (& 4.7%) favours either a tetragonal-like (T”) or a mixed
phase (with both rhombohedral (R) and 7" regions) in BFO. The T phase exhibits
a gilant polarisation [185-192| and, as we found in the previous chapter, low charge
carrier effective masses. Persistent photoconductivity was also noted in 7" thin-films
by Bhatnagar et al. [193]. In mixed-phase thin films, an enhanced electromechanical
response was found by Damodaran et al. [194]. Other properties of the 7" and mixed-
phase systems are summarised in the recent review by Sando et al. [22].

Having decided to investigate LAO /BFO, let us now discuss two possible heterostruc-
ture architectures for this system: thin films and superlattices. As mentioned above, the
LAO/BFO system has been widely studied in the context of BFO thin films (these are
reviewed extensively in Refs.102 and 22). However, there typically exists a critical film
thickness one has to exceed in order to form a 2D charge carrier gas at the interface.
Furthermore, for PV applications, thin films can be transparent. That is, they can be
too thin to absorb sufficient incoming photons, thereby limiting device efficiency. Simply
increasing the thickness of BFO films, however, is often not viable because of the large
epitaxial strain imposed on BFO by LAO. If one continues to grow BFO layers on LAO,
there comes a point at which the BFO relaxes to its bulk structure and dislocations
form in order to accommodate the resulting lattice mismatch.?

An alternative architecture, and the one we adopt for this study, is that of the
superlattice (SL). A SL is a crystalline structure in which the repeat unit contains two
or more individual components. In our case, the SLs have a repeat unit that contains
some number of LAO layers and some number of BFO layers. Two example repeat units

are shown schematically in Fig.6.1. The SL architecture circumvents one difficulty of

3Recently it has been demonstrated, however, that by growing the films extremely slowly, which
results in pockets of defects forming, 7" films of BFO of > 70 nm can be stabilised on LAO [195].
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thin films: SLs allow relatively tall structures to be grown coherently at a given strain.
Moreover, at least in the case of the related PTO/STO system, SLs can be grown at
lower temperatures than thin films [196]. A final advantage of the SL structure over
that of the thin film is that, in principle, both a 2DEG and 2DHG could be supported
simultaneously.

In this work, we construct a series of LAO/BFO SLs in which we keep the number of
LAO layers fixed and vary the number of BFO layers in each repeat unit. We find that
varying relative thickness of BFO provides a possible mechanism by which to tune the
tetragonality, polarisation and electronic band gap of LAO/BFO SLs. Furthermore, we
find that 2D electron and hole gases form at opposing interfaces for SLs above a critical
thickness of BFO. The electronic and magnetic character of the 2DEG and 2DHG are of
particular focus.

The rest of this chapter is organised as follows: in Section 6.2 we outline the
assumptions and constraints used in constructing the SLs as well as detailing the
computational methods employed here. In Section 6.3 we present and discuss the main
results of this study, beginning with the effects of increasing BFO thickness on the
crystal and electronic structure of the SLs. We then analyse in more detail the electronic
and magnetic properties of the 2D electron and hole gases that form above a critical
BFO thickness. We follow the results with a discussion of the caveats and limitations of
the work in the context of the present literature. Finally, in Section 6.4, we summarise

the key findings and make suggestions for future work.

6.2 Method

Here, we first outline the setup of the SLs to be investigated and later we describe the

computational details of this work.

6.2.1 Building our superlattices

Two of the most basic degrees of freedom we have in our SLs are: the number of LAO
layers (n), and the number of BFO layers (m) in the SL repeat unit. More precisely,
n and m will refer to the number of AlO, and FeOy monolayers, respectively. In the
present study, we are primarily interested in a) the possible formation of FE-induced 2D
gases at the interface and b) the band characteristics of the BFO layer. We are therefore
primarily interested in varying the thickness of BFO. Due to the computational demands
of this system (discussed below) we limit ourselves to varying m and keeping the LAO
thickness constant (to 2.5 pc unit cells in the out-of-plane direction).

A second crucial degree of freedom we have is the choice of interface termination.
That is, a coherent interface between LAO and BFO can either consist of AlOy/BiO,
which we call the A-type, or of LaO/FeOq, which we call the B-type interface. In this
study we only consider symmetric SLs in which all of the interfaces are of the same type.

With the general setup that we have chosen in mind, let us consider the main
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A-type (m =5)

Figure 6.1: Schematic diagram comparing the A- and B-type superlattices for the cases
of m =5 and m = 6. m quantifies the number of layers of FeOg octahedra. The FeOg
and AlOg octahedra are represented by orange and blue squares respectively. The O ions
are located at the vertices of the octahedra. The circles represent Bi (purple) and La
(green) ions. Notice that the interface layer in the A-type SL is composed of BiO/AlO,
while that of the B-type is composed of LaO/FeOs.

assumptions and constraints that were used to generate reasonable initial structures:

1. Because we envisage these SLs as growing on an LAO substrate, the first constraint
we consider is that of fixing the in-plane lattice constants to bulk LAO values.*
In order to improve the initial geometry, the isolated bulk BFO was first relaxed
whilst constrained to the LAO in-plane unit cell and subsequently combined with
LAO in the SL.

2. We assume a G-type antiferromagnetic (G-AFM) ordering in the Fe atoms. This
is a good approximation of the magnetism in bulk R3¢ BFO [197]. In the pure
P4mm phase, as discussed in Chapter 5, the C-type AFM is slightly lower in
energy than the G-AFM ordering. However, we found this difference to be small
(on the order of 2 meV per formula unit). Since the BFO, pre-relaxed to the LAO
in-plane cell, lies somewhere between the R3¢ and P4mm phases, the G-AFM is a
reasonable initial approximation. A consequence of assuming a G-AFM is that we
require a pseudo-cubic (pc) 2 x 2 supercell parallel to the interface. A pc 2 x 2
supercell is also required by the octahedral rotation patterns in LAO and BFO, as

discussed below.

3. The assumption of overall charge neutrality also puts constraints on possible

4These correspond to the DFT-relaxed values. See below for the full computational details.
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structures. In particular, because LAO and BFO are both polar® materials, the
total number of AO and BOs layers must be equal; i.e. the SL repeat unit must
have an even number of monolayers overall. We refer the reader to Fig.6.1 for two

examples of how to satisfy these constraints.

4. Both bulk LAO and bulk BFO have the a”a~a~ octahedral rotation pattern in
Glazer’s notation [128]. We assume that the pattern in the phase of rotations is
coherent across the LAO/BFO interface. That is, although the rotation angles
differ between LAO and BFO, we assume that in going from one to the other, the
pattern in the sign of the rotations is unchanged. Again we refer to the reader to
Fig.6.1 for clarifying examples. This assumption requires the SL repeat unit to
contain an even number of BO2 monolayers (since there must be an even number
of BOg octahedra in the out-of-plane direction). This requirement, combined with
that of symmetric interfaces, imposes a distinction between odd and even m. That
is, only the A-type SL satisfies the requirements for odd m, and only the B-type

SL satisfies these for even m.

Importantly, we emphasise that these are initial constraints. As we discuss in Section
6.3.3, several of the constraints are violated during the course of the atomic relaxations,
leading to several drastically different local minima. Before presenting resulting properties
of the SLs thus generated, let us outline the details of the computations performed and

discuss the computational challenges involved.

6.2.2 Computational details

The SLs described above pose challenges for DF'T, many of which are shared with, and
discussed at length in, previous chapters. In particular, the accurate description of
strongly localised states such as those of the Fe d orbitals is challenging for semi-local
DFT exchange-correlation (xc) functionals. In addition, in Chapter 5, we discussed the
many competing low-energy phases of BFO and the strong effect of strain on the energy
landscape. A shallow energy landscape poses problems for the various optimisation
algorithms used here. Furthermore, because of the strong coupling between crystal and
electronic degrees of freedom, very tight convergence criteria were required to find the
minima—substantially increasing the cost of the calculations.

The over-delocalisation and shallow energy landscape problems are exacerbated by
(1) the additional degrees of freedom in the SL structures (relative to the bulk materials),
(ii) the strongly localised La f orbitals, and (iii) the increased size of the systems. The
large® SL system sizes employed here are particularly problematic due to the O(N?3)
scaling of plane-wave DF'T.

For the work presented in this chapter, we use DFT as implemented in VASP, version
5.4.4 [115-118|. The recent SCAN xc functional [75] has been found to very accurately

5That is, the pc AO layers have a formal charge of +1 and those of the BO; layers have a formal
charge of —1.
S<Large’ is, of course, a relative term. The SL sizes we investigate are in the 90-200 atom range.
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reproduce the crystal and electronic structures of BFO (see Chapter 4 and Ref.76). Our
tests, which can be found in Appendix A.2, suggest that the SCAN functional also
accurately captures important features of the crystal and electronic structures of LAO.
In particular, we find that SCAN predicts the CBM to be primarily of La d character, in
good agreement with the hybrid HSE06 functional and experiments [198]. By contrast,
the PBE-GGA predicts the CBM to be of mixed La f and d character [198].

The calculations were carried out using the projector-augmented plane-wave method
[95, 119] with a cut-off energy of 500 eV. The following electrons were treated as
valence: Bi (5d'°6s26p?), Fe (3p%3d®4s?), O (2522p*), La (5s25p%5d'6s2) and Al (3s523p!).
Brillouin zone integrations were performed on I'-centred Monkhorst-Pack grids using the
tetrahedron method with Blochl corrections” [199]. For the ionic relaxations and static
calculations, a 6 x 6 x N, mesh was used, where IV, varies with the length of the unit
cell in z. This corresponds to an in-plane k-point spacing of about 0.02 A=1 and N, was
chosen such that the out-of-plane k-point spacing was less than 0.04 A~1. For density of
states (DOS) calculations, the k-point grid was doubled in each direction. Note that for
the m = 6 and m = 7 cases the band gap closes completely and a much finer k-point
sampling was required as a result. We discuss these cases at length in section 6.3.2.

The ionic positions were relaxed such that the maximum force was less than 5
meV/ Aand the unit cell was relaxed such that out-of-plane stress component was less
than 0.07 GPa (again, the unit cell was fixed to that of bulk LAO in-plane). Initial
relaxations of the m = 3 and m = 5 SLs forced these structures into what we later
determined to be local minima. As we shall discuss in Section 6.3.3, this led to a
systematic (though by no means exhaustive) exploration of alternative local minima

with widely varying properties.

6.3 Results and Discussion

Having described the setup, we now present and discuss the key findings of this study.
This discussion primarily concerns the lowest energy structures found for each m, with

a discussion of competing polymorphs in Section 6.3.3.

6.3.1 Size effects

6.3.1.1 Tetragonality and polarisation

As discussed above, part of the motivation for studying the LAO/BFO system is the
potential to stabilise a tetragonal or tetragonal-like phase of BFO. Let us therefore
begin by examining the relaxed SL crystal structure as a function of BFO thickness.
Specifically, we are interested in the tetragonality of the SL as a function of m. We

capture this by the various ¢/a ratios shown in Fig.6.2.

"Note in cases for which the band gap closed, a Gaussian smearing approach was instead employed
in order to get accurate forces during the ionic relaxations.
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Figure 6.2: Measures of the tetragonality of a SL as a function of the BFO thickness,
m. Distortions of the FeOg and AlOg octahedra are quantified by dividing the length
of the apical O-O axis (roughly in the c-direction) by the average of those of the two
equatorial O-O axes (roughly perpendicular to the c-direction). The unit cell ¢/a ratio
given is simply the c¢/a ratio of the entire SL, normalised by the number unit cells.

We notice that the overall ¢/a ratio does indeed increase with m, as we would expect
given the compressive in-plane strain imposed on BFO. However, the magnitudes of
the ¢/a ratios here are still far below that of the P4mm phase discussed in Chapter 5
(=~ 1.30). The trend in ¢/a ratio with m suggests that the unit cell tetragonality could
be further increased for m > 7, though given the octahedral rotations discussed below,
it is unlikely to reach that of pure P4mm BFO.

Given the misalignment between the octahedral axes and those of the unit cell (due
to octahedral tilting), we also examine the Jahn—Teller-like elongation of the FeOg and
AlOg octahedra. These are shown in Fig.6.2. Unlike the overall ¢/a ratio, the elongation
of the octahedra is not monotonic with m. Instead, the octahedral elongation seems to
depend more on n + m, rather than m alone. That is, the pairs of m: {1, 2}, {3, 4} and
{5, 6}, have very similarly elongated octahedra. Recall that, because of the constraints
discussed above, the total number of perovskite layers is given by n 4+ m and that n = 3
for odd m and n = 2 for even m. Thus, for example, in Fig.6.1 we saw how the m =5

and m = 6 cases had the same number of octahedra in total (8).

In addition to the large ¢/a ratio, the pure P4mm phase is characterised by having
neither tilting nor rotation of the FeOg octahedra. In the SL structure, however, such
an arrangement would likely be very unstable given the a”a"a~ tilts in the LAO
layers; indeed rotations/tilts are typically found experimentally [22]. We find that FeOg
octahedra in our relaxed SLs are tilted and rotated with magnitudes comparable to
those of R3¢ BFO. The mean tilting (#) and rotation (¢) angles, as defined in Ref.200,
are shown in Fig.6.3. As can be seen, the mean angles do not vary significantly with m
for m > 3. A reduction in octahedral angles, suggested in Chapter 5 to be an important
mechanism for the reduction of charge carrier mobilities in BFO, is therefore unlikely to
be achieved by simply increasing m.

In general, the range of these angles across each SL (shaded regions of Fig.6.3)
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Figure 6.3: FeOg octahedral tilting (f) and rotation (¢) angles as a function of m. 6
and ¢ are as defined in Ref.[200]. The shaded regions represent the range of 6 and ¢
across each SL, dominated by the angles of the interfacial octahedra.

appears to be smaller for the odd m than for even m. We can understand this by
recalling that, for the A-type SLs (odd m), the interface is composed of BiO/AlOg layers
and so in these cases the FeOg octahedra are shielded from the interface itself. In Fig.A.8
of Appendix A.5, we show that average angles are indeed brought down by the angles of
the FeOg exactly at the interfaces, with little spatial dependence in the middle layers.

As the thickness of the BFO layer increases, we expect that the total polarisation of
the SL should increase. Furthermore, given the increase in tetragonality discussed above,
we also expect a rotation of the polarisation vector away from the initial [111],. direction,
towards the out-of-plane, [001],. direction. In order to calculate the polarisation of
the SL, as well as its spatial dependence, we use the Born effective charges (BEC) to
estimate the local polarisation of each pc perovskite unit-cell, Pj,.q;. This is done by
identifying pseudo-cubic perovskite unit cells within the superlattice, overlaying a perfect
cubic perovskite unit cell and computing the displacement of each site. We verified this
method by computing the polarisation via the Berry phase approach for the R3¢, P4dmm,
Pnma and Pm3m phases of BFO and comparing these values to the estimates from the
BECs. When identifying the perovskite units, one can choose between an A-site centred
and a B-site centred unit cell; we compared the two centring choices and verified that
these agree with each other.

Using the BEC method, we find that the magnitude and direction of the Pjycq
estimates are, for the most part,® uniformly distributed within each component material.
The distribution of Py, estimates across the SL are shown in Fig.A.7 in Appendix A.4
for each SL. We note that a substantial polarisation is induced in the LAO layers as a
mechanism by which to minimise the interfacial depolarising field.

In Fig. 6.4, we show the components of the total SL polarisation, P, which is
calculated as the mean of the polarisation of the individual pc perovskite units, plotted

as a function of increasing BFO thickness. Note that, because the polarisation in BFO

8The case of m = 1 is somewhat of an exception here, as we might expect given how thin the BFO
layer is.
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Figure 6.4: SL Polarisation, P, as a function of the number of BiO layers. P, and P,
are the in-plane components and P, is the out-of-plane component of P.

is driven by the Bi cations, in this figure we quantify the thickness of BFO in terms of
the number of BiO monolayers,? rather than the number of FeOy monolayers, m. As
expected, the magnitude of the polarisation increases and its direction rotates slightly
out-of-plane as the BFO thickness is increased. This suggests a possible mechanism by
which to tune the FE polarisation in LAO/BFO SLs.

6.3.1.2 Electronic structure

Let us now turn to electronic structure and to the effects that an increasing ¢/a ratio
and P have on some key electronic properties. We begin with the electronic band gap,
which is shown in Fig.6.5 plotted against m. We find that the band gap decreases rapidly
with increasing m and, for m > 6, the gap closes entirely. The band gaps of the A- and
B-type SLs show very similar behaviour, though the rate of decrease with m is slightly
higher in the case of the B-type SLs. This slight difference becomes more apparent, and
will be discussed further, in Section 6.3.2.

We can understand the decrease in gap with increasing m by considering the effect
of polarisation on the band diagram of such a SL. In their 2009 paper, Bristowe et al.
outline a simple capacitor-plates model of an LAO/STO superlattice, showing the effect
of bound interfacial charge on the band diagram [201]. In that case, the interfacial
charge arises out of a polar mismatch at the interface between LAO and STO. In the
LAO/BFO superlattices we consider here, polarisation in the BFO layer also leads to
bound interfacial charge and therefore a similar bending of the band diagram. We
sketch such a diagram in Fig.6.5b. There we also sketch a band diagram for the case in
which the polarisation in the BFO layer is zero (see for example the ‘AFD’ structure in

Appendix A.6) and hence no band bending occurs. These two sketches illustrate how

9The number of BiO monolayers is given by m + 1 for the A-type, and m — 1 for the B-type SLs.
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Figure 6.5: (a) Electronic band gaps as a function of number of FeOy layers. The A-
and B-type SLs are denoted by orange circles and blue squares respectively. Note that
the band gap closes completely for m > 6. (b) Schematic band diagram explaining
the decrease in band gap with m as a result of band tilting due to the out-of-plane
polarisation.

a polarised BFO layer can affect the effective band gap of the SL. Note that simply
increasing the thickness of the BFO layer would also result in a decreased band gap,
even if the polarisation of each unit cell did not increase with thickness. That is, the
dramatic decrease in band gap is attributable to both the increase in polarisation with

m, and to the increase in BFO thickness itself.!?

The band gaps were determined by computing the band structure along a path of
high-symmetry.'! We show three such spin-polarised band structures in Fig.6.6 for the
m = 2, 4 and 6 cases. Band structures for the other cases can be found in Appendix A.3.
The first point to note about these band structures is that, unlike bulk R3¢ BFO, they all
show a direct gap. This, coupled with the ability to tune the gap by varying m, suggests
that the LAO/BFO SL architecture may be useful in optoelectronic applications. For the
m = 6 case, we see that the gap closes completely, with the VBM and CBM overlapping
at the Ro(—1/2,-1/2,1/2) and V2(1/2, -1/2,0) points. We explore this interesting case in
more detail in the following section.

We also note that the spin-up and spin-down bands appear, for the most part,

identical. This is consistent with the AFM ordering. However, there does seem to be

Note that if P, were zero in BFO then increasing the thickness of BFO would not decrease the
band gap.
HThe path through k-space was determined using seeK-path and following the conventions of Ref.202.
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Figure 6.6: Electronic band structures for the m = 2,4 and 6 cases. The colours represent
the two spin channels.

an interesting spin asymmetry between the I' — X and the I' — Y paths. These two
paths seem identical (as we might expect, given the symmetry of our system) apart from
a reversal in the energy ordering of the two spin-channels. A similar spin asymmetry
seems to exist in the related pair of paths: I' — Ux(0, —1/2,1/2) and I' — T»(-1/2,0,1/2).

There is a small amount of dispersion along I' — Z for the m = 2 case and none at
all for m = 4 and 6. This suggests that, for m > 4, the two interfaces present in each SL
are effectively isolated from one another.

In Chapter 5, we emphasised the importance of the chemical character of the band
edges on the effective mass of BFO. For the LAO/BFO superlattices studied here, the
VBM is primarily composed of strongly hybridised Fe—O states, consistent with the
relatively large amount of dispersion. The CBM, however, is made up almost solely
of Fe states, consistent with less dispersive bands and hence a heavier electron. These
characters can clearly be seen in the element-projected band structures and DOS plots
in Fig.A.6.

6.3.2 Formation of 2DEG and 2DHG at opposite interfaces for m > 6

Let us now investigate in more detail the overlap between the VBM and CBM seen for
the m = 6 SL. We can think of this overlap as resulting in an effective charge transfer
from the VBM to the CBM. After this transfer, the newly occupied states of the CBM,
localised to one interface, can be considered to be a 2DEG. At the opposite interface,
the newly unoccupied states at the VBM can now be considered to be a 2DHG. We
illustrate this with Fig.6.7 in which we sketch a possible band diagram showing the band
overlap and the resulting 2DEG/2DHG.
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Figure 6.7: Schematic band diagram showing the origin of the 2D free carrier gases in
the m > 6 cases. The green shaded region indicates the occupied states in the energy
window from 0.4 eV below the Fermi level, up to the Fermi level. The red shaded region
indicates the unoccupied states between the Fermi level and 0.4 €V above it. The red
region at the left interface can be considered to be a 2DHG and the green region at the
right interface can be considered a 2DEG.
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Figure 6.8: Density of states projected onto FeOy (orange) and AlOy (blue) layers for the
m = 6 SL. The green and red shaded regions show the energy windows used to extract
the highest occupied (left) and lowest unoccupied KS orbitals (right), respectively. For
clarity, only the Al-O and Fe-O bonds are depicted in the KS orbital plots. The KS
isosurfaces are plotted at a value of 5 x 10™* e/bohr>. The dashed rectangles indicate the
free carrier gas regions; these are shown also at the top of the figure with the interface
parallel to the page.
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The band tilting of Fig.6.7 manifests itself in the layer-projected DOS, as shown in
Fig.6.8. There we also plot the Kohn-Sham (KS) orbitals, which correspond to charge
density contributions, from the states around the Fermi level. These indicate that the
2DEG is primarily Fe ¢y, in character,'? while the 2DHG is a hybridisation of Fe e,
and O p states. It is likely, therefore, that the transport characteristics of the hole
and electron gases would differ substantially. Further investigation of the transport
characteristics of these 2D gases, while beyond the scope of the present study, would be
of considerable interest for potential applications.

In order to quantify the amount of free charge per unit area, o, in our electron and
hole gases, we follow the approach of Yin et al. [177]|. In brief, the method involves
calculating partial charge densities corresponding to a certain energy window (in our
case this was —0.4 eV to E for the 2DEG and Er to 0.4 eV for the 2DHG).!3 We then
examine these partial charge densities in real-space and integrate the isolated electron
and hole gas regions (the dotted rectangles in Fig.6.8). We find that, for m = 6, 02P EG —
4.13 x 10"2em™2 = 0.66uC cm™2 and 0?PHE = 9.46 x 10"2em™2 = 1.51uC em™2. While
these are significant amounts of charge, they are much too small to completely screen
the bulk polarisation (P, ~ 49.6uC cm~2) of the SL.

One might expect the magnitude of charge in the 2DEG and 2DHG to be exactly
equal, if the 2D charge carrier gases are formed via an effective charge transfer. The
above estimates suggest that in this case, however, there is roughly twice as much charge
in the hole gas as there is in the electron gas. We are not certain as to why this is so,
though in Fig.6.9 we show that these gases are localised to different extents in k-space.
That is, the discrepancy may be a result of finite sampling. Indeed, using a I'-centred
6 x 6 x 1 mesh, we were unable to find the 2DEG at all. The values we present are based

on a fully self-consistent calculation using a I'-centred 16 x 16 x 1 mesh.

Interestingly, the band structure for m = 7 SL shows less overlap between the VBM
and CBM than the m = 6 SL (see Fig.A.5 of Appendix A.3), despite having a larger P,
and a thicker BFO layer. This is in keeping with the trend in band gaps identified earlier,
namely that the A-type SLs have a slightly slower rate of decrease with increasing m
than do the B-type SLs. One possible reason for this could be that the FeOg octahedra
(whose states dominate the VBM and CBM) are more shielded from the interface in the
A-type SLs than the B-type SLs.

As discussed in the previous section, the LAO/BFO SLs presented here have a direct
band gap. The 2DEG and 2DHG of the m = 6 SL, therefore, form at the same region of
k-space. By contrast, many other 2D gas forming heterostructures (e.g. LAO/STO [201],
PTO/STO [177] and PbZrp2Tips03 /STO [203]) have an indirect gap. In Fig.6.9, we
map out the contributions to the 2DEG and 2DHG from across the irreducible Brillouin
zone (IBZ). This shows that both gases are strongly localised within the (1/2,1/2) pockets

1275 found in Chapter 5, large octahedral rotation angles are found to favour an Fe ta, over a Bi p
character at the CBM. This is consistent with the large octahedral angles found in this SL.

13These energy windows were chosen based on the band structures. That is, large enough to include
all of the contributions to the 2D gas, but not so large as to be unable to isolate the 2D gas in real-space.
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Figure 6.9: Reciprocal-space map of the contributions to the 2DEG and 2DHG from
different k-points. The small white markers represent the irreducible Brillouin zone
(IBZ) points corresponding to a I'-centred 16 x 16 k-point grid. The slices shown are
taken at k, = 0. The colourbar indicates, in units of e, the magnitude of the charge
contributions from the region around each k-point, according to a cubic-interpolation
scheme.

of the IBZ, though they are localised to slightly different degrees. We again note the
requirement of an extremely fine sampling of the IBZ in this case.

Finally, given the multiferroic nature of BFO, and also the ferromagnetism discovered
at the LAO/STO interface, let us now consider the magnetism of the 2D gases in
LAO/BFO. In Fig.6.10 we plot the spin-density of the 2DEG and 2DHG for m = 6.
Two important points emerge from this figure: (i) both the 2DEG and 2DHG are
well-localised in the z direction. (ii) A clear asymmetry exists between the spin-up
and spin-down density for both the 2DEG and 2DHG. Since the 2D gases form as a
consequence of the electric polarisation in this SL, it may be the case that an external
electric field could be used to switch not only the electric polarisation, but also the
spin-orientation of the 2D gases. That is, the electric field control of magnetism may be
possible in this SL.

6.3.3 General discussion and caveats

While our results indicate that the LAO/BFO SLs host a rich variety of interesting
properties, several open questions remain. The first question concerns the well-known
underestimation of band gaps using semi-local xc functionals. In addition to predicting
incorrect band gaps, this failure can lead to spurious effects in such complex oxide het-
erostructures. For example, in metal-FE heterostructures the band gap underestimation

can manifest itself through a pathological charge spill-out [204].
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Figure 6.10: Planar-averaged spin density contributions from the 2DEG (green) and
2DHG (red).

We partially address this question by using the SCAN functional. As we saw in
Chapter 4 and in Ref.76, SCAN more accurately predicts the crystal and electronic
structures of BFO than the PBE or LDA functionals. Perhaps more importantly, although
SCAN still underestimates the band gap of BFO, the identified trend in band gap with
increasing BFO thickness is likely to be a robust finding. That is, a 2DEG/2DHG would
still form in this system, even if the specific critical thickness for the formation of the

2D gases (m = 6) may be underestimated.

A second, and more challenging question to address is that of alternative low-energy
structures that may form instead of those considered above. BFO-based superlattices
can, as in bulk BFO, exist in multiple low-energy phases. Indeed, the initial relaxations
of the A-type SLs led to structures that we subsequently found to be local minima. By
perturbing the initial structures and re-relaxing, three different low-energy polymorphs
were constructed for the A-type SLs. Representative results for the m = 5 can be found
in Appendix A.6. The polymorphs we tested had dramatically different polarisation
patterns, band structures and octahedral rotation patterns. The differences in total
energy between these polymorphs were, however, relatively small (~4 meV /atom). The
existence of multiple low-energy structures may pose challenges for an exact experimental
verification of our earlier predictions. On the other hand, as in BFO thin films, the exact
SL growth conditions may be optimised so as to favour a particular low-energy structure

and thus to tune the properties of the resulting SL.

Finally, one may wonder about the legitimacy of the assumption, implicit throughout,
of a single FE domain. We know that a competing mechanism by which the depolarising
field can be reduced is the formation of FE domains. In FE (and ferromagnetic) thin-
films, the Kittel Law (KL) often applies. According to this, the width of domains, w, is
proportional to the square-root of the film thickness, ¢ [205]. A 2010 theoretical study
found that BFO does indeed follow the KL, though for slightly different reasons than for
most materials [206]. According this study, BFO (001) thin films with 71° FE domains
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and a 1.5% compressive epitaxial strain were found to obey the KL down to about 5 unit
cells thick (= 20 A). Whether or not the KL law applies in the LAO/BFO superlattice
architecture would certainly be an interesting avenue for future work. Because of the
crucial role octahedral rotations were found to play in the KL in BFO [206], it may be
the case that the LAO/BFO interfaces give rise to a qualitatively different behaviour.
The applicability of the KL to LAO/BFO SLs, as well as the role of FE domains in these
systems more generally, would therefore be interesting questions to explore in future

studies.

6.4 Conclusions

We have investigated the effects of BFO layer thickness on the structural and electronic
properties of LAO/BFO SLs. As one increases the BFO thickness, keeping the LAO
thickness constant, we find the following: (i) an increased tetragonality of the SLs, (ii) an
increase in |P| and a rotation of P towards the direction perpendicular to the interfaces.
(iii) The band gap of the SLs is direct and decreases sharply with BFO thickness, due to
the out-of-plane polarisation component. This suggests a mechanism by which to tune
the electronic band gap of the SL. (iv) Above a critical thickness (m = 6), the formation
of 2D electron and hole gases, each with a net spin. The 2D free carrier gases form due
to the out-of-plane polarisation component which suggests the enticing possibility of a
switchable ferromagnetic 2DEG/2DHG.

We therefore encourage attempts towards the experimental realisation of the proposed
LAO/BFO SLs. In addition, we suggest that further theoretical work to elucidate the
nature of the proposed 2DEG/2DHG may be fruitful.
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7 Conclusions and outlook

Ferroelectric perovskites in general, and BFO in particular, offer a seemingly endless
supply of opportunities to learn subtle lessons in the physics and chemistry of materials.
At the same time, these fascinating materials form the basis for vast improvements in
existing technologies as well as holding the keys to a range of completely new ones.

In this final chapter we look back, summarising our key findings; we also look forward,
reflecting on how these results fit into the broader understanding of materials and offering
specific suggestions for future work.

In Chapter 4, we saw how the simple Hubbard-like correction to DFT (DFT+U)
could be used to improve the predictions of certain properties of complex oxides such
as BFO. We conducted a systematic investigation of the effects of the U parameter
(as applied to the Fe d orbitals) on the crystal and electronic structures of bulk BFO.
Because of their role in determining optoelectronic properties, we focussed on the natures
of the conduction band minimum (CBM) and valence band maximum (VBM). We found
dramatic changes to the location and curvature of the CBM in particular, which we
traced to a change in the character of the CBM. Specifically, we found an inversion in
the ordering of the Fe ¢y, and e, manifolds at the CBM when U exceeded 4 eV (for
PBE-+U). While we cannot say for certain whether the CBM is composed of Fe t, or eg4
states, simple crystal field arguments suggest that it should be the former. We therefore
recommend a U value of at most 4 eV to be applied to the Fe d orbitals in BFO (within
PBE+U). More generally, this study emphasises the need for systematic investigations
of the effects of the U parameter on the electronic structure as a whole (not merely on
band gaps), especially in cases for which the character and curvature of band edges is of
importance.

In Chapter 5, motivated by the PV prospects of BFO, we investigated the influence
of crystal structure on effective mass of charge carriers. We began by comparing the
effective masses of several known phases of BFO, finding orders of magnitude differences
between them. The strain-induced tetragonal (T") phase emerged from this comparison
as having the promising combination of a large spontaneous polarisation and relatively
light charge carriers. In order to gain insight into the variation of effective masses across
these phases, we systematically investigated those structural transformations that map
the phase with the heaviest charge carriers to that with the lightest charge carriers.
Specifically, we examined the effects of uniform strain, and translations and rotations of

FeOg octahedra on the effective masses. We found that electron effective masses were
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particularly sensitive to structural changes which we discussed in terms of changes to
the orbital character of the CBM.

Emerging from the above investigations is a set of structural mechanisms by which
to tune effective masses in BFO. Many of the specific recommendations (e.g. minimising
octahedral rotations) would likely apply to related materials directly. More generally, the
mode-decomposition approach employed here could be applied to other materials as well
as other properties. In terms of PV applications, effective mass is just one of the many
important factors that ultimately determine the efficiency of a device. For example,
charge carrier mobilities depend on carrier lifetimes, in addition to their effective masses.
Further work is therefore needed in order to determine the role that structural factors
have in determining these other key properties.

In Chapter 6, we ventured beyond the bulk, exploring heterostructures of LAO and
BFO. Our aims were twofold: (i) to stabilise a T*-like phase in BFO and (ii) to investigate
emergent interface effects. Specifically, we modelled LAO/BFO superlattices (SL) from
first principles. By simply varying the thickness of the BFO layer, we found that one
could tune the tetragonality, spontaneous polarisation and band gap of the SLs. Above
a critical thickness (around 6 unit cells of BFO), two-dimensional electron and hole
gases were found to form at the interfaces. We further investigated the properties of the
emergent 2DEG/2DHG, quantifying the amount of charge in them and finding each to
have a net spin. Given the magnetic character of these 2D gases and that the driving
force behind their formation is the spontaneous electric polarisation, this system may
be useful in a range of novel multiferroic applications. However, this work has some
important caveats that could possibly hamper the experimental realisation of these 2D
gases and their application. For example, competing mechanisms by which to screen the
depolarising field, such as ferroelectric domain formation, could be more favourable than
the monodomain structure considered here. Therefore, while the results of this study
suggest that LAO/BFO superlattices could form the basis of exciting new technologies,

a good deal of further work is needed before this potential is realised.



A Appendix

A.1 DFT parameter convergence tests

In Fig. A.1 we plot PBE+U (Ueg= 4 €V) results of tests for convergence with respect
to basis set size and Brillouin zone sampling. This was done by relaxing the internal
coordinates of the BFO R3c structure at a series of fixed unit cell volumes around the
equilibrium volume at a range of plane-wave energy cut-offs and k-point densities. The
Birch-Murnaghan (BM) equation of state [207] was then fitted to each of the resulting
volume—energy datasets. In Fig. A.1 we plot the volume—energy curves and the fitted BM
parameters, namely, the bulk modulus and the minimum in volume (V) as a function
of plane-wave cut-off and k-point mesh. These indicate that, at a plane-wave cut-off
energy of 500 eV, the bulk modulus is converged to within 0.3 GPa and the equilibrium
volume is converged to within 0.03 A3 per f.u. At a I-centred 6 x 6 x 6 Monkhorst-Pack
mesh for the 10-atom cell, the predicted bulk modulus is converged to within 0.005 GPa
and the equilibrium volume is converged to within 6 x 10~* A3 per f.u.

In Fig.A.2 we plot the results of further tests for the convergence of forces with
respect to basis set size and k-point sampling. For this, we perform static, self-consistent
calculations of the experimental R3c structure of BFO at a series of plane-wave cut-offs
and k-point meshes. The maximum force on any atom is converged to within 7 meV /A
at a 500 eV plane-wave cut-off energy. At a I'-centred 6 x 6 x 6 k-point mesh, the
maximum force on any atom differs by just 0.1 meV/ A with respect to that from the
14 x 14 x 14 mesh.

A.2 Crystal and electronic properties of LaAlO3 with the
SCAN functional

Recent work by Shen et al. finds that the PBE GGA fails to accurately predict the
orbital character of the conduction band minimum (CBM) of LaAlO3 (LAO) [198]. In
this appendix, we investigate the orbital character of the CBM as predicted by the
SCAN functional. In addition, we report its predicted crystal structure parameters in
Table A.1, finding good agreement with experimental values.

If Fig.A.3, we plot the LAO band structure, computed with the SCAN functional.
In agreement with the HSEO6 screened hybrid functional, we find that the CBM is
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Figure A.1: Convergence of R3¢ BFO volume-energy curves with respect to plane-wave
cut-off and k-point sampling. This is done with the PBE+U (Ueg= 4 V) xc functional.
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respect to (a) plane-wave cut-off energy and (b) k-point sampling. These calculations
are performed using the PBE+U (Ugg= 4 €V) xc functional.
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Table A.1: Structural parameters of R3¢ LAO as predicted by the SCAN functional,
compared to those values reported in the literature. We compare the lattice constant, a,

the rhombohedral unit cell angle, o and the octahedral tilt angle, 6 as defined in Ref.
198.

Property SCAN PBE PBE PBE HSE06 HSE06 Exp.

a (A) 5.347 5392 5.346 5422 5342 5381 5.357
a (%) 60.13 60.22 60.30 60.31 60.20 60.20 60.10
6 (°) 5.3 6.3 40 5.7 31 5.7

Ref. Present work [198] [208] [209]  [198] [209]  [210]

Lad

Wavevector Wavevector

Figure A.3: Band structure for R3¢ LAO. The size of the green markers correspond
to projections onto La f (left) and La d (right) states. The valence band maximum
and conduction band minimum are marked with circles. The figure was produced with
pymatgen [211].

composed primarily of La d states.

A.3 Band structures for all LAO/BFO superlattices

The electronic band structures for the range of m tested in Chapter 6 are shown here in
Fig.A.4. We additionally plot the band structures for the m = 6 and m = 7, zoomed
into the region around the Fermi level in Fig.A.5. In Fig.A.6 we plot the projected band
structures and densities of states (DOS), showing the elemental contributions in each
case. These plots indicate that the VBM in each case is primarily composed of a Fe-O

hybridised state and the CBM is primarily composed of Fe states.

A.4 Local polarisation maps in LAO/BFO superlattices

For each of the superlattices, we compute the local polarisation of all the component
pseudo-cubic perovskite unit cells. In Fig.A.7 we plot the components of these local

polarisation vectors as a function of position in the unit cell.
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positions are omitted for clarity.
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Table A.2: Properties of three low-energy polymorphs of the m =5 SL.

P111 zigzag AFD

Total energy w.r.t P111 (meV /atom) 0 4 6
Electronic band gap (eV) 0.325 0.512 1.131
Approx. rotation pattern (Glazer notation) a~a” ¢~ a~a"ct a"a"c’
P, (uC/em?) 32.70 -1.70 -0.11
P, (uC/em?) 32.82 -1.86 0.49
P, (nC/em?) 54.93 46.86 1.41
VBM location Ry / Vs Ry / Vs Ry / Vs
CBM location Ry /V, r Ry / Vs

A.5 Octahedral tilting maps in LAO/BFO superlattices

For each of the superlattices, we compute the octahedral tilting and rotation angles for
each BOg octahedron. In Fig.A.8 we plot these angles as a function of position along

the out-of-plane direction (z).

A.6 Competing local minima

Here we summarise the key factors that distinguish the three identified low-energy
structures for the m = 5 SL. We label the three polymorphs: P111, zigzag and AFD in
relation to their local polarisation patterns (see Fig. A.9). We find the P111 structure
to have the lowest total energy, with the zigzag and AFD phases being approximately 4
meV /atom and 6 meV /atom higher in energy, respectively. The P111-type structures
are those used throughout Chapter 6, unless otherwise stated.

In Fig.A.9 we show the band structures and local polarisation maps for the P111,
zigzag and AFM polymorphs of m = 5. In TableA.2 we summarise the key differences
between them. The first point to note is the drastic difference in band structures of
the three cases. In the AFD band structure, the lowest-lying conduction bands are
strongly localised in energy, whereas the corresponding bands in the zigzag and P111
cases are spread over a large energy range. This can be explained by the difference in
the out-of-plane polarisation (P,) of the three cases. The polarisation-induced spreading
out the bands in the P111 and zigzag cases reduces their band gap substantially relative
to the AFD structure. Another important feature of the band structures is that the
P111 and AFD structures both have direct band gaps whereas the zigzag structure has
an indirect gap. This has important consequences for the light-absorbing characteristics
of the three structures. Finally, we see that a nearly-zero in-plane polarisation (P, and
P,) is associated with an a”a~ ¢ octahedral rotation pattern, as in the Pnma structure
of bulk BFO.
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