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ABSTRACT

We have investigated the ionic column density variability of the ionized outflows associated with NGC 7469, to estimate their lo-
cation and power. This could allow a better understanding of galactic feedback of AGNs to their host galaxies. Analysis of seven
XMM-Newton grating observations from 2015 is reported. We used an individual-ion spectral fitting approach, and compared dif-
ferent epochs to accurately determine variability on timescales of years, months, and days. We find no significant column density
variability in a ten-year period implying that the outflow is far from the ionizing source. The implied lower bound on the ionization
equilibrium time, ten years, constrains the lower limit on the distance to be at least 12 pc, and up to 31 pc, much less but consistent
with the 1 kpc wide starburst ring. The ionization distribution of column density is reconstructed from measured column densities,
nicely matching results of two 2004 observations, with one large high ionization parameter (ξ) component at 2 < log ξ < 3.5, and
one at 0.5 < log ξ < 1 in cgs units. The strong dependence of the expression for kinetic power, ∝1/ξ, hampers tight constraints on
the feedback mechanism of outflows with a large range in ionization parameter, which is often observed and indicates a non-conical
outflow. The kinetic power of the outflow is estimated here to be within 0.4 and 60% of the Eddington luminosity, depending on the
ion used to estimate ξ.
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1. Introduction

Active galactic nuclei (AGN) are the most persistent luminous
objects in the universe. Observed in all wavelengths from Radio
to X-rays, they are powered by accretion of matter on to a super
massive black hole.

Among the plethora of phenomenon they exhibit, 50%
of type 1 AGN feature ionized outflows. The launching
mechanism of these winds remains in debate, and sugges-
tions vary from thermal evaporation (Krolik & Kriss 2001) to
line driving (Proga et al. 2000) and magnetic hydrodynamics
(Fukumura et al. 2010). These AGN winds are observed in a
multitude of absorption lines of different ions, in both UV
and X-rays (Crenshaw et al. 2003). These lines are ubiquitously
blueshifted with respect to the rest-frame of the host galaxy, with
velocities often consistent between the X-rays and the UV (e.g.
Gabel et al. 2003), suggesting they are part of the same kine-
matic structure.

If these outflows are indeed associated with the AGN, an im-
portant question is whether the energy or mass they deposit is
important for galactic evolution by means of energy feedback.
The kinetic power of these outflows scales with v3, the out-
flow velocity, which is typically a few 100 km s−1 (Kaastra et al.
2002). These low velocities limit the efficiency of these outflows
as a feedback mechanism. However, some outflows feature ve-
locities of a few 1000 km s−1, NGC 7469 for example exhibits a
fast component at a blueshift of 2000 km s−1.

AGN winds have been the focus of studies relating change
in absorption troughs in AGN spectra to the distance and den-
sity of the associated outflows. Examples in both X-rays and UV
analysis can be found in Behar et al. (2003), Gabel et al. (2005),
Kaastra et al. (2012), Arav et al. (2015), Ebrero et al. (2016),
Costantini et al. (2016). Arav et al. (2015) for example constrain
the distance of the outflow in NGC 5548 to be at least a few pc
from the AGN source, with distances up to more than 100 pc.
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Table 1. Observation log.

Obs. Id Start date RGS Exposure
105 cts ks

a 0207090101 2004-Nov.-30 1.42 84.7
b 0207090201 2004-Dec.-03 1.13 78.8
1 0760350201 2015-Jun.-12 1.36 89.5
2 0760350301 2015-Nov.-24 1.41 85.6
3 0760350401 2015-Dec.-15 1.18 84.0
4 0760350501 2015-Dec.-23 0.97 89.5
5 0760350601 2015-Dec.-24 1.04 91.5
6 0760350701 2015-Dec.-26 1.19 96.7
7 0760350801 2015-Dec.-28 1.23 100.2

These large distances lead to an ambiguity of whether the AGN
is responsible for driving these outflows directly.

Following a multi-wavelength observation campaign on
NGC 7469, we present the second paper in the series.
Behar et al. (2017) derived outflow parameters using global fit
models of photo-ionized plasmas. We continued the examina-
tion of the XMM-Newton red giant star (RGS) spectrum focus-
ing on measurement of the column densities. In addition to the
seven observations observed on a logarithmic timescale during
the 2015 campaign, we analyzed archival data from 2004. With
these data we compared changes on timescales of years, months
and days, with the intent of seeking variability in absorption
troughs, and through this to constrain the distance of the outflow
from the AGN. This, along with a measurement of the kinetic
power of the outflow will determine the role the outflow plays in
coupling the AGN to its host galaxy.

2. Data

XMM-Newton observed NGC 7469 as part of the multi-
wavelength campaign seven times during the year 2015 for
a total duration of 640 ks. The observation log is shown
in Table 1, including previous observations published in
Blustin et al. (2007). We used the RGS (1 and 2) data from all
observations to constrain variability in absorption troughs. The
RGS spectra were reduced using “rgsproc” within the software
package SAS 151 and combined using the standard RGS com-
mand, “rgscombine”. The reduction is detailed in Behar et al.
(2017). The spectral fitting in the present paper is done on
grouped spectra, re-binned to 20 mÅ (grouping two default SAS
bins). The full 2015 RGS spectrum and best-fit model are shown
in Fig. 1, and the model is described in Sect. 3.1.

The EPIC-pn lightcurve of NGC 7469 is presented in Fig. 2.
An interesting feature is the rapid change of photon flux on an
hourly basis, while the average seems to remain constant over
years. The mean EPIC-pn count rate (count s−1) for the 2004
observations is 24.7, with a standard deviation of σ = 1.9, and
for 2015 the mean is 23.2 with σ = 3.5.

3. Spectral modeling

3.1. Method

We first modeled the 2015 combined spectrum since column
densities between observations in the campaign are consistent
within 90% uncertainties (see Sect. 3.2). This agreement be-
tween the different observations, within the larger uncertainties

1 http://xmm-tools.cosmos.esa.int

of individual observations, is a clear indication in favor of using
the combined spectrum, at least initially. All uncertainties we
quote in this paper are 90% confidence intervals.

Following the ion-by-ion fitting approach by Holczer et al.
(2007), we fit the continuum I0 along with the ionic column den-
sities, Ni, which are this paper’s main goal. The transmission
equation is given by

I(λ)/I0 = 1 −
(
1 − e−

∑
i Niσi(λ)

)
C, (1)

where I(λ) is the observed continuum intensity, I0 is the un-
absorbed continuum intensity, σi is the absorption cross sec-
tion depending on photon energy. The covering fraction is C,
with C = 0 indicating no absorption and C = 1 indicating the
source is entirely covered by the outflow. Some results in the
UV suggest the covering fraction is ion dependent or even ve-
locity dependent (e.g., Arav et al. 2012), but the much smaller
X-ray source is not expected to be partially covered. The X-ray
continuum of NGC 7469 in the RGS band can be modeled by a
single powerlaw. A complete X-ray continuum model based on
the EPIC spectra will be presented by Middei et al. (in prep.).
The powerlaw is given by

I0(E) = A
( E
1 keV

)−Γ

, (2)

with the norm A and the slope Γ as free parameters.
On top of the absorbed continuum I(λ) we observed emis-

sion lines. These lines were modeled by Behar et al. (2017), and
included both photo-driven and collisionally excited lines. They
were fixed in our model and assumed not to be absorbed by the
outflow.

The absorption cross section is given by

σi(λ) =σ
edge
i (λ) + σline

i (λ), (3)

=σ
edge
i (λ) + (πe2/mec)

∑
j<k

f jkφ(λ − λ jk). (4)

Here, σedge
i describes the ionization edge of ion i, φ(λ) is the

Voigt line profile and the sum is over all the strong ion line tran-
sitions j → k, e is the electron charge, me the electron mass,
and f jk are the oscillator strengths. All transitions were assumed
to be from the ground level. We use the oscillator strengths
and ionization edges calculated using the HULLAC atomic code
(Bar-Shalom et al. 2001) as used in Holczer et al. (2007).

The parameters determining the profile shape and position φ
are ion temperature, turbulent velocity, and outflow velocity. The
temperature and turbulent velocity broadenings seen in the UV
(Scott et al. 2005) are below the RGS resolution of ∆λ ≈ 70 mÅ.
Thus, in order to constrain simultaneously the covering factor,
the turbulent velocity, and the ion column density one needs
three measurable lines of a given ion (see Eq. (1)). N+6 is the
best ion providing 3 lines unambiguously visible in the spec-
trum. These are observed at wavelengths of 25.18 Å, 21.25 Å,
and 20.15 Å. Nonetheless, the best fit favors a covering factor of
1.0 with the 90% confidence interval ranging down to 0.8 when
all ions are taken into account. The uncertainty in the continuum
adds another level of uncertainty here, so we make no claims
regarding covering factor and hold it frozen to 1.0.

Since constraining the line profile parameters is not the goal
of this paper, we fix the ion temperature at 0.1 keV. We then
fit only the O+7 Lyα doublet line at the observed wavelength
of 19.2 Å with the outflow and turbulent velocities thawed and
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Fig. 1. NGC 7469 2015 combined RGS spectrum (black) and best-fit model (red), with some prominent absorption lines marked. Data are re-
binned to 60 mÅ in the image. Emission and local absorption are taken from Behar et al. (2017), and fitting is done on the column densities of
individual ions. The unidentified features missing in the fit, for example emission at 33 Å and absorption at 28 Å, are discussed in Behar et al.
(2017).
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Fig. 2. EPIC-pn lightcurves (0.3−10 keV), two observations during
2004 and seven from the 2015 campaign. While on a timescale of a
day, the flux from NGC 7469 changes by a factor of two, overall the
average flux remains constant - marked by the solid red line. In dashed
red is the line defining high and low state, 0, 4σ above the average.

set initially to the values of Behar et al. (2017) in order to de-
termine them. Figure 3 shows the contribution of each veloc-
ity component to the absorption profile. The fit favors a three-
velocity over a two-velocity model in accordance with these two
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Fig. 3. Breakdown of velocity components in the O+7 line. The unab-
sorbed flux is the upper line, and absorption is marked with dashed lines.
The bottom line is the full model. We applied absorption only to the con-
tinuum, and not the emission. The fast (leftmost) and middle velocities
correspond to the centroids of the double trough in the model, while the
slow component absorbs around the blue-shifted (un-absorbed) emis-
sion line.

papers, decreasing reduced χ2 (χ2/degrees of freedom) by 0.5
from the two-component to the three-component model. The
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Table 2. Unabsorbed continuum parameters (Eq. (2)).

2015 2004
Γ 2.129 ± 0.005 2.335 ± 0.009

A1 11.15 ± 0.03 13.75 ± 0.07
Flux2 2.8 ± 0.2 3.8 ± 0.5

Notes. (1) 10−3 ph keV−1 s−1 cm−2; (2) 10−11 erg s−1 cm−2, RGS band
0.3−1.5 keV (8−37 Å).

best-fitting three components have velocities of −620, −960, and
−2050 km s−1 and turbulent velocities of 80, 40, and 50 km s−1

respectively. Similar components are also favored by Scott et al.
(2005) and Behar et al. (2017). Though the fit converges we were
not able to obtain meaningful uncertainties on these parame-
ters. We have left them frozen for the rest of the fit, freeing
them for one final iteration after the ion column densities were
constrained.

The fitted model parameters are thus the powerlaw normal-
ization, the powerlaw slope, and the column density per ion. In
addition, the three outflow velocities and three turbulent veloci-
ties are constrained once at the beginning according to O+7, and
one more time at the end. The strength of this model2 lies in the
independence of the ionic free parameters.

3.2. Column densities

The full 2015 spectrum and best-fit model are seen in Fig. 1,
with a best-fit reduced χ2 of 1.4. For the 2004 spectra we obtain
a reduced χ2 of 1.28. There are 1450 spectral bins and 64 free pa-
rameters. We also re-measured column densities from the 2004
spectra previously done by Blustin et al. (2007). This was done
to maintain consistency in the comparison with the 2015 spec-
tra using the same code and atomic data. Blustin et al. (2007)
finds two velocities, but we retained the three-velocity model for
a consistent comparison with the 2015 spectrum. There is no
increase of reduced χ2 compared to the two velocity model, sug-
gesting the kinematics remain similar over a timescale of years.
In Table 2 the continuum parameters of both epochs, 2004 and
2015, are presented.

Finally the summed (across velocity components) column
densities of the two epochs are given in Table 3. These are com-
pared graphically in Fig. 4, as well as with the Blustin et al.
(2007) measured column densities for reference. While the dif-
ferent velocities may be associated with different physical com-
ponents, the current measurement is not sensitive to ionic col-
umn density changes in individual components due to the limited
spectral resolution. This is manifested in an inherent degeneracy
of column densities between the velocity components, and the
sum allows us to increase the sensitivity to change.

A clear match can be seen, with 30/34 ion column densi-
ties within 90% confidence. Only N+6, O+4, Fe+17, and S+12

are discrepant between observations, but with 90% uncertain-
ties 3−4 measurements are expected to be discrepant. Moreover,
other similar-ionization ions do not vary, indicating no absorp-
tion variability between the two epochs.

2 The code for the model can be found in
https://github.com/uperetz/AstroTools, including a full
graphical suite for fitting models to fits files. The README details the
contents of the directory.

3.3. Absorption measure distribution

We characterize the ionization distribution of the absorber
plasma using the absorption measure distribution (AMD;
Holczer et al. 2007), defined as:

AMD ,
dNH

d log ξ
, (5)

where NH is the column density and ξ = L/(neR2) is the ioniza-
tion parameter. Here, ne is the electron number density and R is
the distance of the absorber from the source. We can reconstruct
the AMD using the measured ionic column densities:

Ni =

∫
AZ fi(ξ)

dNH

d log ξ
d log ξ, (6)

where AZ is the solar abundance of the element (Asplund et al.
2009) and fi(ξ) is the fractional abundance of the ion as a func-
tion of ξ. We used a multiple thin shell model produced by
XSTAR version 2.383 to determine the ionic fractions as a func-
tion of log ξ. The thin shell model assumes each log ξ is exposed
to the unabsorbed continuum directly. This is justified by observ-
ing that the broadband continuum is not significantly attenuated
by the absorption as seen by the relatively shallow edges (see
Fig. 1). Our model grid was calculated from log ξ = −3.9 to
log ξ = 3.9 with ∆ log ξ = 0.1. We used a spectral energy dis-
tribution (SED) from 1 to 1000 Ry extrapolated from our multi-
wavelength observations and corrected for galactic absorption
(M. Mehdipour et al., in prep.).

An estimate of the AMD can be obtained assuming that each
ion contributes its entire column at the ξmax where the ion’s rel-
ative ionic abundance peaks. The total equivalent NH for each
log ξmax is then estimated by each ion:

NH =
Ni

AZ fi(ξmax)
· (7)

This is a lower limit on column densities since in general
f (ξ) ≤ f (ξmax). The estimate is plotted in Fig. 5, and shows
a slight increase in column with log ξ consistent with Behar
(2009). Different ions from different elements in the same log ξ
bin should agree, and discrepancies reflect deviations from solar
abundances.

In order to compute the AMD we want to solve the dis-
cretized set of Eq. (6)

N = ÂZf (AM D ⊗ ∆ log ξ), (8)

where ÂZf is the matrix of ionic fractions given by XSTAR mul-
tiplied by AZ , N is the vector of measured ionic column densities,
and AM D ⊗∆ log ξ is the vector of H column densities we want
to find multiplied by the vector of AMD bins. We note the AM D
vector is re-binned manually and may be uneven, enlarging the
size of the bin until significant constraints are obtained for each
bin. The predicted columns are Np = ÂZf (AM D ⊗∆ log ξ). We
use C-statistics (Cash 1979) to fit the AMD as we expect zero-
value bins and there are less than 30 d.o.f. We minimize the Cstat
in order to find a best fit for the AM D:

Cstat = 2
d.o.f.∑

k

(Np − N ln Np)k. (9)

3 http://heasarc.gsfc.nasa.gov/docs/software/lheasoft/
xstar/xstar.html, along with AMD analysis code in
https://github.com/uperetz/AstroTools, see README.
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Table 3. Summed ionic column densities.

2015 2004 Blustin et al. (2007) 2015 2004 Blustin et al. (2007)
Ion 1015 cm−2 1015 cm−2 1015 cm−2 Ion 1015 cm−2 1015 cm−2 1015 cm−2

C+4 9.6+8.1
−6.0 <6.0 . . . Fe+3 2.2+2.9

−2.2 <4.7 <0.0
C+5 70+40

−30 60+40
−30 50+30

−30 Fe+4 <2.4 1.3+4.3
−1.3 . . .

N+5 2.0+3.8
−2.0 0.9+3.3

−0.9 2.5+3.8
−2.4 Fe+5 3.4+1.8

−1.8 <3.7 . . .

N+6 100+40
−30 20+50

−10 30+20
−10 Fe+6 <1.0 1.3+2.7

−1.3 . . .

O+4 30+30
−20 <4.1 . . . Fe+7 2.2+1.3

−1.3 <1.5 . . .

O+5 <1.3 <1.6 . . . Fe+8 2.5+1.9
−1.7 2.7+2.1

−1.7 5.0+2.9
−2.5

O+6 50+30
−20 200+50

−39.7 20+10
−10 Fe+9 2.7+3.3

−1.1 1.2+2.0
−1.2 6.3+1.6

−2.3

Ne+8 90+80
−50 200+70

−70 200+90
−80 Fe+10 1.3+1.1

−1.0 1.2+2.1
−1.2 3.2+3.1

−2.5
Ne+9 70+90

−50 200+300
−180 200+200

−120 Fe+11 2.8+1.3
−1.3 3.5+2.2

−2.1 1.0+2.2
−1.0

Mg+10 1700+1100
−740 1000+3800

−920 30+70
−20 Fe+12 3.2+1.9

−1.8 3.1+2.0
−1.8 5.0+2.9

−1.8

Mg+11 40+80
−30 10+1600

−10 30+70
−30 Fe+13 0.3+1.0

−0.3 0.7+1.9
−0.7 2.5+2.5

−1.9

S+12 <0.4 50+300
−30 5.0+5.0

−3.8 Fe+14 1.0+1.0
−0.7 <0.8 2.0+3.0

−1.9

S+13 10+7.0
−4.9 0.7+5.2

−0.7 . . . Fe+15 0.1+1.7
−0.1 1.4+2.7

−1.4 2.0+2.0
−1.8

Fe+16 10+9.0
−6.6 40+20

−10 10.0+5.8
−5.0

Fe+17 20+7
−5 40+10

−10 20+5
−4

Fe+18 30+10
−5 30+20

−15 30+6
−5

Fe+19 30+10
−12 20+10

−10 20+5
−4

Fe+20 20+20
−12 80+100

−50 40+20
−15

Fe+21 40+20
−13 10+30

−10 3.2+9.4
−3.2

Fe+22 40+60
−20 8.2+30

−8.2 30+30
−20

The uncertainties of the measured ionic column densities are
propagated stochastically. We use 1000 Monte-Carlo runs on the
vector N, where each column density is rolled from a triangu-
lar probability distribution ranging through the 90% confidence
interval peaking at the best fit.

The resulting AMD is plotted in Fig. 6, and resembles the
AMD of Blustin et al. (2007). This is also well in agreement with
the usual bi-modal shape commonly observed in AGNs (Behar
2009; Laha et al. 2014). The consistency of the AMD structure
along with the individual ionic column measurements increases
our confidence that the absorber is unchanged between the 2004
and 2015 observations.

4. Variability and electron density

Following the works of Krolik & Kriss (1995), Nicastro et al.
(1999), and Arav et al. (2012) we constrained a lower-limit on
distance of the source to the outflow using the fact that no vari-
ability is measured in ionic column densities. From this we were
able to estimate upper limits on ne. In Appendix A a rigorous
derivation of the equations used in this section is provided for
reference.

4.1. Days timescale variability

The NGC 7469 lightcurve, created using the high statistics of
the EPIC-pn, shows NGC 7469 has a variable continuum. In
Fig. 2 the nine EPIC-pn lightcurves are presented, two from
2004 and the rest from 2015, with the count rate varying by up
to a factor of two within a day. This rapid variability (compare
with the year timescales, Sect. 4.3) suggests the possibility of

constraining the minimum response time to a change in ioniz-
ing flux of NGC 7469, and giving a lower limit on ne and thus
an upper limit on the distance of the outflow from the AGN.
This would only be possible if ionic column densities would be
observed to change within the timescales of the continuum vari-
ability. In our case no variability can be detected on scales of
days and longward, and thus only lower limits on distance and
upper limits on ne may be obtained.

Since we can constrain the column densities at best to 50%,
evaluated by comparing the uncertainties to the best fit values,
weaker variability is not ruled out. Conversely, the lack of de-
tected variability in ∼30 individual ions, as well as a lack of
a systematic trend in the discrepancies between best-fit values,
implies that if any change exists, it is small and may not be at-
tributed to a change of the ionizing flux. UV observations are
more sensitive to variation in absorption troughs, and a detailed
UV analysis of the epochs of NGC 7469 will be presented in a
separate paper (Arav et al., in prep.).

In order to check the stability of the absorption due to the
ionized outflow we apply the best-fit model on the combined
spectra as a starting point for the fit of each individual spectrum.
Though the lower signal-to-noise ratio (S/N) of a single obser-
vation hampers tight constraints, the results are consistent within
the 90% uncertainty intervals across observations (Fig. 7), even
better. The only exceptions are Ne+8 and Fe+20 deviating for one
observation, but not the same one. Beyond constancy among ob-
servations, when considering the best-fit values it is evident that
there is no clear trend - the ordering of column densities of differ-
ent ions of similar ionization parameter between observations is
not uniform. This indicates there is no observable change, in fact,
of the ionic column densities during the last half year of 2015.
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4.2. Intra-day timescale variability: comparing high and low
states

The stochastic nature of the ionizing flux may lead to an hypoth-
esis that any outflow which is not dense and close to the source
would not respond quickly enough to the changes, at least not
measurably. By summing spectra of predominantly high and low
states of the AGN separately, more subtle changes can be mea-
sured by improving the S/N of small absorption troughs which
change in a consistent manner, on a daily basis.

We divided the states according to the EPIC-pn lightcurve,
around the mean count rate for the 2015 observations (which
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Fig. 6. AMD of NGC 7469 (solid) compared to that of Behar (2009)
(dashed). The bins were determined such that a significant error may be
obtained. The dip between log ξ = 1 to log ξ = 2 is attributed to thermal
instability (Holczer et al. 2007).

is nearly identical to the median one) of 23.2 counts s−1. Re-
taining all photons in favor of statistics and in order to secure
similar RGS S/N in the high and low states, we cut the events
at 0.4σ above the mean EPIC-pn count rate (σ = 3.5 counts s−1

is the standard deviation of the light curve). These spectra are
presented in Fig. 8, showing very similar troughs. As for the in-
dividual epoch analysis, we began a fit from the best-fit model of
the combined spectra. Results are presented in Fig. 9. Here, only
three ions deviate, which is expected within the 90% statistics.
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observed, see Fig. 9 for a detailed comparison of ionic column densities.

Once again the NGC 7469 outflow proves to be remarkably
stable such that when observing only times of high flux and com-
paring to times of low flux, no change is observed in column
densities and thus the outflow ionization distribution. Here, vari-
ability is constrained at best to 25% (by comparing the uncer-
tainties to the best fit values), and again, weaker variations may
be present.

4.3. Year timescale variability

While on timescales of days and less we see that the continuum
of NGC 7469 is variable in EPIC-pn lightcurves (Fig. 2), ionic
column densities remain unchanged over timescales of days and
months, observed during 2015. In addition, the column densi-
ties are comparable to those of 2004, despite the 25% difference
in flux (see Table 2). Thus, we make the assumption that col-
umn densities remain unchanged for the entire T = 10 years.
This assumption allows us to constrain the distance R of the out-
flow from the ionizing source assuming τ > T , where τ is the
ionization equilibrium time (Krolik & Kriss 1995; Nicastro et al.
1999; Arav et al. 2012).

A full derivation of the dependence of R on T is detailed in
Appendix A. While the power of this derivation cannot be fully
utilized for NGC 7469 as we detect no variability, a useful result
for this case is:

R2 >

(
αiL
ξmax

+Li

)
T · (10)

Given an ion i the recombination rate coefficient is αi. The
photoionization cross-section and rate are, respectively, σi and
Li/R2, where

Li =
1

4π

∫ 1000Ry

1Ry

σi(E)L(E)
E

dE. (11)

L(E) is the luminosity density in erg s−1 keV−1 and L is the ion-
izing AGN luminosity:

L =

∫ 1000Ry

1Ry
L(E)dE. (12)
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Table 4. Calculated parameters and limits on outflow properties.

Ion log ξ αi αiL/ξi Li R > ne <

erg cm s−1 10−12 cm3 s−1 1030 cm2 s−1 1030 cm2 s−1 pc cm−3

N+6 1.4+1.1
−0.9 1.5+0.4

−0.5 8.1+45
−7 21.7 31+18

−4 590+3280
−540

O+7 1.7+0.7
−0.6 1.6+0.3

−0.4 4.4+16
−3.7 9.8 22+10

−3 620+2750
−570

Fe+22 3.2+0.1
−0.2 35+64

−19 3.1+14
−1.9 1.7 12+13

−3 59+140
−48

L(E) and L are estimated from the SED, which yields L = 1.4 ×
1044 erg s−1. Recombination and photoionization coefficients are
taken from the Chianti software package4 (Landi et al. 2013).
Once we obtain a lower limit on the distance, we may use the
definition of ξ to extract an upper limit on ne:

ne <
L

ξR2
min

, (13)

where Rmin is the minimal value obtained from Eq. (10), and the
same ξ and L values are used.

Distances and electron densities measured from several ions
are given in Table 4. The outflow is constrained to be at least
12 pc away from the source for Fe+22 and 31 pc for N+6. This
constraint is not strong enough to disassociate it from the AGN
completely, or associate it with the starburst region seen in NGC
7469 (David et al. 1992), which is approximately 1 kpc from the
source.

5. Energy deposit

Using mass conservation in a continuous conical outflow with
opening angle Ω, dm = ΩR2nevµmpdt, we define the kinetic
power of the outflow as

ĖK =
1
2

dm
dt
v2 =

Ω

2
neR2v3µmp =

Ω

2
L
ξ
v3µmp, (14)

where µ = 1.4 is the mean molecular weight and mp is the proton
mass. We assumed here a bi-conical flow of Ω = 2π. We used the
maximal velocity component of −2000 km s−1 and the lowest
ionization observed at that velocity, log ξ = 1 (excluding ions
with column density consistent with 0). These values are seen for
example in C+5 and O+6. This yields a maximal possible value
of

ĖK = 8.2 × 1044 erg s−1 ≈ 0.6LEdd, (15)

where LEdd = 1.4 × 1045 erg s−1. Using a high log ξ = 2.5 but
leaving the velocity of −2000 km s−1 (observed for example in
Fe+22) will reduce this value by two orders of magnitude:

ĖK = 6.2 × 1042 erg s−1 ≈ 0.004LEdd. (16)

Substituting in the lowest velocity of −600 km s−1 will reduce
ĖK by another 1.5 orders of magnitude, and an opening angle
less than 2π would reduce it even further.

The fact that a range of ξ values is ubiquitously observed in
AGN outflows indicates the wind cannot have a conical ne ∝ R−2

density profile. Multiple ionization winds have been discussed
in the models of Fukumura et al. (2010), Stern et al. (2014).
Equation (14) results in an increase of power with decreasing
ionization.
4 http://www.chiantidatabase.org/

Other definitions of kinetic luminosity, such as that of
Borguet et al. (2012), assume a thin shell of thickness ∆R < R
rather than a continuous outflow, dividing the mass by the traver-
sal timescale, R/v. In that case the kinetic luminosity would be
lower by ∆R/R.

One may also assume ∆R = R, such that ĖK ∝ neR2 =
NHR. In this case we can use the measured lower limits on dis-
tance (Table 4) and the measured equivalent H column densities
(Eq. (7)). Lower bounds for ĖK from N+6, O+7, and Fe+22 respec-
tively are 1.1 × 1043, 4.2 × 1041, and 2.6 × 1042 erg s−1. We note
for each ion we use the fastest velocity where measured column
density is inconsistent with zero, namely –600 km s−1 for N+6,
and –2000 km s−1 for O+7 and Fe+22. The lowest estimate is even
lower than that of Eq. (16).

Assuming the highest estimate of the kinetic power
(Eq. (15)) is the true energy carried by the outflow would im-
ply significant feedback. However, the fact is that a starburst re-
gion is observed at 1 kpc (David et al. 1992) and does not seem
to be affected by the outflow. This would lead to the conclusion
that the outflow is spatially decoupled from the starburst region.
If the outflow power is much lower as in Eq. (16), this would
naturally explain why the starburst region is unaffected.

6. Conclusions

The X-ray absorption spectra of NGC 7469 is remarkably stable
on all of the measured timescales. In observations spread over
years, months and days column densities associated with the ion-
ized absorber are not observed to change. On the other hand, the
intrinsic variability of the source is large, changing by up to a
factor of two in the course of a single day. In addition, the aver-
age soft X-ray powerlaw slope changes between 2004 and 2015
from 2.1 to 2.3, again, with no observed absorption variability.

The kinematic components of the outflow are also constant
between the 2004 and 2015 observations, and between the X-ray
and the UV bands. Constancy of the outflow can also be ob-
served in the reconstructed AMD, featuring one high ionization
component and one low ionization component with the same
column densities in both 2004 and 2015. Admittedly, the broad
and relatively flat AMD makes ionization changes much harder
to detect than in a single-ξ component. To that end, we would
expect to notice changes only in the highest and lowest ioniza-
tion states. Nonetheless, the UV spectra of this campaign (Arav
et al., in prep.) confirms for the most part the lack of absorption
variability, except for minor changes that are detected in a few
velocity bins in the UV, but are much below the current X-ray
sensitivity.

The flux variations on different timescales with no effect
whatsoever on the outflow imply a distant outflow, several pc
away from the AGN at least. Beyond the large distance, the ve-
locities, luminosity, and observed ionization parameters suggest
the outflow may carry as much as two thirds of the Eddington

A35, page 8 of 12

http://www.chiantidatabase.org/


U. Peretz et al.: II. Column densities and variability in the X-ray spectrum

-5

-4

-3

-2

-1

 0

 1

C
+

4

C
+

5

Fe
+

3

Fe
+

4

Fe
+

5

Fe
+

6

Fe
+

7

Fe
+

8

Fe
+

9

Fe
+

1
0

Fe
+

1
1

Fe
+

1
2

Fe
+

1
3

Fe
+

1
4

Fe
+

1
5

Fe
+

1
6

Fe
+

1
7

Fe
+

1
8

Fe
+

1
9

Fe
+

2
0

Fe
+

2
1

Fe
+

2
2

M
g

+
1
0

M
g

+
1
1

N
+

5

N
+

6

N
e

+
8

N
e

+
9

O
+

4

O
+

5

O
+

6

O
+

7

S
+

1
2

S
+

1
3

lo
g
(N

i/1
0

1
8
 c

m
-2

)

low
high

Fig. 9. Ionic column density measurements of the low and high states of NGC 7469 during 2015 summed over the three velocity components. Fe+20

and Fe+21 interestingly enough seem to exhibit mutual variability, but it is opposite to what is expected - higher state leading to higher ionization,
as well as no other ion displaying such behavior. With 90% confidence three to four ions are expected to deviate.

AGN power, which is significant in terms of feedback. However,
this is dependent on ξ (Eq. (14)) as expected for non-conical out-
flows, and is two orders of magnitude lower for high ξ values,
making these estimates ambiguous and inconclusive as estima-
tors of feedback without a physical model associated with ĖK
. We found no evidence the AGN is responsible for driving
the outflow, since the distance scales are beyond the torus
(Suganuma et al. 2006) and comparable to the region of narrow
(∼500 km s−1) line emission. The obtained constraints on dis-
tance and power of the outflow need to be examined in other
AGNs in order to understand if these outflows are unimportant
to the galactic scale, and what is their connection to the AGN
itself.
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Appendix A: Equilibrium time

Following the works of Krolik & Kriss (1995), Nicastro et al.
(1999), Arav et al. (2012) we defined the two inverse timescales
for ionization and recombination respectively:

Ji =

∫ ∞

ν0

σi(ν)J(ν)
hν

dν

=
1

4πR2

∫ ∞

ν0

σi(ν)L(ν)
hν

dν ,
Li

R2 , (A.1)

Ri = αine. (A.2)

The equilibrium (or ionization or recombination) time τ used in
this paper is the decay time of the exponential solution of the
system of equations for the ionic populations ni:

ṅi = −(Ji + Ri)ni +Ji−1ni−1 + Ri+1ni+1, (A.3)

for charge states 0 < i < Q and the boundary defined by nQ+1 =
n−1 = 0 or:

ṅ0 = − J0n0 + R1n1, (A.4)
ṅQ = − RQnQ +JQ−1nQ−1. (A.5)

These equations assume all charge states are exposed to the same
radiation field J(ν). In the general case where the radiation field
J(ν) is non-uniform this approximation breaks down.

A.1. Assumptions and caveats

In general, Eq. (A.3) must be solved for a time varying set of
Ji,Ri, making the full solution much more difficult, and is for-
mally given in Krolik & Kriss (1995). This is less practical when
we want to use our measurements to constrain unobserved quan-
tities, such as ne. In this case, we often want to consider a system
in equilibrium, with a given inital set J0

i ,R
0
i , where we abruptly

change the external conditions using a new set of Jfinal
i – mak-

ing the assumption that the continuum changed as a step func-
tion, and we are observing much after the step (see Sect. A.3),
or conversely that the system is in equilibrium and this abrupt
change has yet to be observed. Though often not the case, this is
a good assumption when observing the outflow much before and
much after such a change in seed flux, such that the continuum
observed is steady for times greater than the τ. Consider now a
short-scale oscillating variation in seed flux,

tshort � τ. (A.6)

AGNs in general (indeed, NGC 7469 is a good example) may
change drastically on timescales of days, with no observable
change in column densities. In this case we may assume that the
effective continuum on the plasma is in fact a steady one, given
by the time averaged flux,

J i =

∫ T≥tshort

0 Jidt

T ≥ tshort
=

1
T

∫ T

0
dt

∫ ∞

ν0

σi(ν)J(ν)
hν

dν

=

∫ ∞

ν0

σi(ν)J(ν)
hν

dν· (A.7)

So we assumed three things when analyzing this photoionized
plasma:

1. If no column densities are observed to change while flux
varies on short timescales (hours or days), a steady time av-
eraged continuum may be assumed.

2. If column densities are changed between two observations,
and the flux is shown to be steady, we will assume Tfinal >
Tstart + τ where Tfinal is the final observation and Tstart is the
time where the continuum started to change, after the first
observation. In this case we assume a step function change
for the continuum.

3. Finally, if column densities remain unchanged between two
observations but flux is shown to have changed and remain
steady, we will assume τ > δT , the time between observa-
tions.

A.2. Solution

From the form of the equations, or from solving the simple two-
level system one may quickly come to the conclusion a general
solution should be of the form (assuming constant Ji,Ri, as per
Sect. A.1):

ni = Ai e−
t
τ + Bi. (A.8)

First-order differential equations have only one free coefficient
depending on the initial conditions. τ must be independent of
charge, and this can easily be shown by substituting differ-
ent τi, τ j for consecutive charge states into the equation for ṅi,
Eq. (A.3), assuming Ai and Bi are constants. Some properties
of this solution are evident immediately. Assuming steady state
before t = 0 and at t → ∞ leads to the conclusion:

Bi = n f i, (A.9)
Ai = nii − n f i, (A.10)

where n f i are the equilibrium densities at∞ and nii are the initial
equilibrium densities. An important consequence is that Bi are
not integration coefficients. These are the final equilibrium so-
lutions, explicitly given by Ji,Ri, as seen in Sect. A.5. We then
substitute in our form Eq. (A.8) to Eq. (A.3):

−τ−1Ai e−
t
τ = − (Ji + Ri)(Ai e−

t
τ + Bi) (A.11)

+Ji−1(Ai−1 e−
t
τ + Bi−1)

+ Ri+1(Ai+1 e
t
τ + Bi+1)

→ Ai+1 e
t
τ + Bi+1 = (A.12)

1
Ri+1

((Ji + Ri − τ
−1)Ai − Ji−1Ai−1) e−

t
τ

+
1

Ri+1
((Ji + Ri) Bi − Ji−1Bi−1) .

Grouping the coefficient for the exponent and constant results in
the formulas for the coefficients:

Ai+1 =
1

Ri+1
((Ji + Ri − τ

−1)Ai − Ji−1Ai−1), (A.13)

Bi+1 =
1

Ri+1
((Ji + Ri)Bi − Ji−1Bi−1). (A.14)

It is easy to prove that Eq. (A.14) results in Bi/Bi−1 = Ji−1/Ri
which we know must be true, as Bi are an equilibrium solution
(see Sect. A.5). What will be interesting to us is the relation of Ai
to τ.

A.3. Equilibrium time

A closed form solution for Ai is more difficult, but we are only
interested in τ, which may be obtained from Eq. (A.13) using
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any observed ionization triad:

τ =

(
(Ji + Ri) −

Ri+1Ai+1 +Ji−1Ai−1

Ai

)−1

=

(
(Ji + Ri)

−
Ri+1(nii+1 − n f i+1) +Ji−1(nii−1 − n f i−1)

nii − n f i

)−1

· (A.15)

Measuring three ions of an element and seed flux of two different
observation epochs will allow us to constrain ne. In terms of what
we measure:

nii−1 − n f i−1

nii − n f i
=
δni−1

δni
= l

δNi−1

δNi
, (A.16)

where Ni are the column densities of the specific ions and l is the
ratio of widths over which the two ions extend. We will assume
l = 1 as ξ is inversely proportional to R and Kallman et al. (1996)
shows most adjacent ion stages tend to extend over similar ξ
ranges, and indeed may exist in the same part of the plasma,
though this does not have to be the case.

It is interesting to note that the equilibrium constants ni, f are
also dependent on the R and J , and obviously each is a differ-
ent set of constants as both ne and J(ν) have changed, but only
those of n f i are the same as the explicit J and R appearing in
Eq. (A.15). Finally, substituting the expressions forJi,Ri obtain
the relationship we need

τ =

((
αi −

δNi+1

δNi
αi+1

)
ne

+

(
Li −

δNi−1

δNi
Li−1

)
R−2

)−1

· (A.17)

We note that this equation is the same as Eq. (10) in Arav et al.
(2012) when

(
Li −

δNi−1

δNi
Li−1

)
R−2 = −

J(t > 0)
J(t = 0)

(
αi −

δNi+1

δNi
αi+1

)
ne, (A.18)

and δN = N, tying a step change in ionization flux to
recombination.

We note that the ionization parameter is an observable that is
found independently:

ξ =
L

neR2 =

∫ 1000Ry
1Ry L(ν)dν

neR2 · (A.19)

While at first glance this may seem like it would be embed-
ded somehow in Eq. (A.17), we note that ξ is a purely equi-
librium characteristic of the plasma, while τ is of course the
timescale characterizing the system out of equilibrium. This

gives us physical justification to say Eq. (A.17) and Eq. (A.19)
are independent equations, and may be solved simultaneously
for ne and R2:

ne =

((
αi −

δNi+1

δNi
αi+1

)
+

(
Li −

δNi−1

δNi
Li−1

)
ξ

L

)−1

τ−1, (A.20)

R2 =

((
αi −

δNi+1

δNi
αi+1

)
L
ξ

+

(
Li −

δNi−1

δNi
Li−1

))
τ· (A.21)

An interesting consequence is that the coefficients of τ must be
positive. If this is not the case, then these solutions are wrong
and our assumptions need to be put to test. We note that for a
two level system this must be true as the ratio of column change
is always negative.

A.4. Applications

While most parameters so far are either measurable indepen-
dently (Li, L, δNi, ξ) or known (αi) we in general only have a
limit on τ as we do not observe the plasma continuously. To
practically apply this result to observational data we need in-
equalities, not equalities. Let us assume we know τ is lower than
some constant T , a time between two observations. This happens
often when we see an AGN in a steady low (or high) state at one
time, and a high (or low) in another, with different columns. We
can then use

ne >

((
αi −

δNi+1

δNi
αi+1

)
+

(
Li −

δNi−1

δNi
Li−1

)
ξ

L

)−1

T−1, (A.22)

R2 <

((
αi −

δNi+1

δNi
αi+1

)
L
ξ

+

(
Li −

δNi−1

δNi
Li−1

))
T, (A.23)

to constrain a maximal R, and minimal electron density. If on
the other hand no variability is measured we are struck with a
problem. While we would know τ > T , so constraints would be
reversed, we do not know the final column densities. One way
to handle this is to make the assumption δNi+1/δNi is, as a two
level system, always negative, allowing an estimate

R2 >

((
αi −

δNi+1

δNi
αi+1

)
L
ξ

+

(
Li −

δNi−1

δNi
Li−1

))
T

>

(
αiL
ξ

+Li

)
T, (A.24)

and consequently following from Eq. (A.19) we have:

ne <
L

ξR2
min

, (A.25)

where Rmin is obtained from the lower limit given by Eq. (A.24).
This is the approximation used in Sect. 4.3.
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A.5. Equilibrium

We add this section for completeness’ sake only. This problem
can trivially be solved for the case ṅi = 0, where by induction if
ni−1/ni = Ri/Ji−1 and

0 = −(Ji + Ri)ni +Ji−1ni−1 + Ri+1ni+1. (A.26)

Substituting in the induction assumption we have the well known
result

0 = − (Ji + R̄i)ni + ¯Rini + Ri+1ni+1 (A.27)

→
ni

ni+1
=
Ri+1

Ji
· (A.28)

This is easy to show for the first pair using Eq. (A.4) = 0. This
recursive solution is quickly generalized for the relationship be-
tween ni and n j, where i < j and i > j respectively:

ni =
Ri+1

Ji
ni+1 =

Ri+1

Ji

Ri+2

Ji+1
ni+2 = . . .

= n j

j−1∏
k=i

Rk+1

Jk
, (A.29)

ni =
Ji−1

Ri
ni−1 =

Ji−1

Ri

Ji−2

Ri−1
ni−2 = . . .

= n j

i−1∏
k= j

Jk

Rk+1
· (A.30)

Finally, we note that our system when summed is telescopic,
that is

T∑
i=0

ṅi = 0→ (A.31)

N =
∑

ni = ni

1 +

∑
j<i

+
∑
j>i

 n j

ni

 , (A.32)

where we have defined N as the constant number of particles.
Thus we obtain a complete closed form solution, starting from
Eq. (A.32) and solving for ni:

ni = N
/ 1 +

∑
j<i

i−1∏
k= j

Rk+1

Jk
+

∑
j>i

j−1∏
k=i

Jk

Rk+1

 · (A.33)
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