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Understanding the charging kinetics of electric double layers is of fundamental importance for the
design and development of novel electrochemical devices such as supercapacitors and field-effect
transistors. In this work, we study the dynamic behavior of room-temperature ionic liquids using a
classical time-dependent density functional theory that accounts for the molecular excluded volume
effects, the electrostatic correlations, and the dispersion forces. While the conventional models pre-
dict a monotonic increase of the surface charge with time upon application of an electrode voltage,
our results show that dispersion between ions results in a non-monotonic increase of the surface
charge with the duration of charging. Furthermore, we investigate the effects of van der Waals
attraction between electrode/ionic-liquid interactions on the charging processes. Published by AIP
Publishing. [http://dx.doi.org/10.1063/1.4968037]

I. INTRODUCTION

Room temperature ionic liquids (RTILs) have been widely
used as environmentally friendly solvents for separation, cata-
lysts, and electrochemical processes. Their use as electrolytes
in electrochemical devices including batteries and supercapac-
itors has been studied extensively.1 In comparison to aqueous
electrolytes, RTILs have major advantages owing to their large
electrochemical windows, excellent thermal stability, and low
volatility.2 The equilibrium structure of electric double layers
(EDLs) in RTILs is relatively well understood by previous
experimental and theoretical investigations.1,3–12 The EDL
structure of ionic liquids exhibits alternating layers of cations
and anions distributed near a charged surface with the peak
densities decaying to the corresponding bulk values at a length
scale up to 10 times the ionic diameters. The layering structure
is responsible for the oscillatory variation of the capacitance
with the pore size.13–18

Despite vast literatures on the equilibrium or static behav-
ior of RTILs at charged interfaces, understanding the dynamics
of RTILs in response to an applied electrode surface charge
or potential is difficult from both experimental and theoreti-
cal perspectives. A number of experimental techniques have
been used to study the dynamic properties; common meth-
ods include NMR spectroscopy,19,20 electrochemical quartz
crystal microbalance (EQCM),21 XRD,22 and infrared spectro-
electrochemistry.23 From a theoretical perspective, molecular
dynamics (MD) simulations are commonly used to study the
charging dynamics of RTILs in porous materials.24–29 The sim-
ulation results indicate that the charging of a pore pre-wetted by
RTILs is a diffusive process,24 and that an ionophobic pore can
accelerate the charging and cyclic recharging.25 Qualitatively,
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the simulation results can be recaptured by of mean-field
models.26 Péan et al. studied the influence of the structure
of the electrode materials and the effects of potential and sol-
vation on the dynamic processes.27,28 The MD simulations
of the cyclic voltammetry of subnanometer pores with RTILs
show that the cyclic charging and discharging of nanopores are
governed by the competition between the external field-driven
ion transport and the sloshing dynamics of ions inside of the
pore.29

Analytical methods30–40 are computationally more effi-
cient than MD simulations thereby suitable for a systematic
investigation of the key parameters for relatively large sys-
tems. In particular, time-dependent density functional theory
(TDDFT) can be used to account for the ionic steric effects
and electrostatic correlations neglected in the Poisson-Nernst-
Planck (PNP) equations, a conventional microscopic theory
for EDL charging. The non-mean-field effects are significant
for RTILs due to strong electrostatic interactions and high ion
densities.41–43 While steric interactions and electrostatic corre-
lations have received much attention in the recent literatures,
the van der Waals attractions are often not included in the
coarse-grained models for RTILs. Because dispersion forces
play an important role on the bulk properties of the ionic liq-
uids, their effects may not be negligible at interfaces and lead to
a different mechanism for EDL charging process. In this work,
we extend the TDDFT proposed in our previous work36,42 to
examine the effect of dispersion interaction on the charging
behavior of EDLs containing RTILs.

II. MODEL AND METHODS

Our theoretical investigation of electric double layer
(EDL) charging is based on the nonprimitive model for a room-
temperature ionic liquid (RTIL) confined between two parallel
planar electrodes, as shown schematically in Figure 1. This
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FIG. 1. A model electrochemical cell for studying the charging behavior
of EDLs. The nonprimitive model is used to represent a room-temperature
ionic liquid wherein both cations and anions are approximated by monovalent
charged hard spheres.

model has been successfully used by Jiang et al. to study the
effect of pore size on the EDL capacitance.44 Approximately,
the electrolyte system mimics 1-ethyl-3-methylimidazolium
bis-(trifluoromethanesulfonyl) imide (EMI-TFSI), a common
RTIL for supercapacitor studies. The ion diameter and the
valence are σ = 0.5nm (corresponding to the averaged size of
EMI and TFSI14) and Zi = ± 1, respectively. At 298 K and 1
bar, the molar volume and diffusion coefficient for the ionic
liquid are v = 259 cm3

/
mol and D = 4.29× 10−11 m2

/
s,

respectively.14

Time-dependent density functional theory (TDDFT) is an
extension of the classical density functional theory (DFT) to
describe dynamic or time-dependent processes based on the
assumption of local thermodynamic equilibrium.45–53 For ion
diffusion in an electrolyte solution near electrodes, TDDFT
asserts that the time evolution for the local density profiles
of ionic species, ρi(r, t), follows the generalized diffusion
equation

∂ρi(r, t)
∂t

= ∇ ·

{
Di ρi(r, t)∇

[
βµi(r, t) + βVi(r)

]}
, (1)

where Di stands for the self-diffusivity of ion i, β = 1/(kBT ),
kB is the Boltzmann constant, T stands for the absolute tem-
perature, µi(r, t) is the local chemical potential, and Vi(r)
denotes the external potential arising from the electrodes. In
electrochemistry, the local chemical potential, together with
the electrostatic component of the external potential, is often
referred to as the electrochemical potential, here designated as
ui(r, t) ≡ µi(r, t) + Vi(r).

Conventionally, the electrochemical potential is replaced
by that for an ideal solution plus an additional term due to the
mean electric potential, ψ(r, t), i.e.,

ui(r, t) = kBT ln[ρi(r, t)Λ3
i ] + Zieψ(r, t), (2)

where Zi is the ion valence, e represents the unit charge, and
Λi denotes an effective thermal wavelength of ion i. Within
the ideal solution model, Eq. (1) reduces to the celebrated
Nernst-Planck (NP) equation for ion diffusion in an electric
field,54

∂ρi(r, t)
∂t

= ∇ ·

{
Di∇ρi(r, t) +

ZieDi ρi(r, t)
kBT

∇ψ(r, t)

}
. (3)

Eq. (3) can be solved in conjunction with the Poisson equation
for the electric potential

∇2ψ(r, t) = −
e

εrε0

∑
i

Zi ρi(r, t), (4)

where ε0 is the permittivity of the free space, and εr is
the dielectric constant. The NP equation ignores interaction
between ionic species other than the direct Coulomb interac-
tion. Similar to that used in the Poisson-Boltzmann equation
for predicting the equilibrium properties of electrolyte solu-
tions, the assumptions leading to the NP equation are valid
only at low salt concentration. To account for non-electrostatic
interactions and correlation effects, we need a more realistic
expression for µi(r, t).

According to the model of electrolyte solutions,55–58 the
electrochemical potential for each ionic species includes, in
addition to the ideal-solution term and the mean electrostatic
potential ψ(r, t), contributions from the molecular excluded
volume effects, the electrostatic correlations, and dispersion
forces,

ui(r, t) = kBT ln[ρi(r, t)Λ3
i ] + eZiψ(r, t)

+ µHS
ex,i(r, t) + µDIS

ex,i (r, t) + µEC
ex,i(r, t). (5)

In Eq. (5), µHS
ex,i(r, t) is the local excess chemical potential due

to hard sphere (HS) repulsion, µDIS
ex,i (r, t) represents the con-

tribution of dispersion forces (DIS), and µEC
ex,i(r, t) represents

an additional contribution due to the electrostatic correlations
(EC).

As in our previous work for electrolyte systems at
equilibrium, we use the modified fundamental measure the-
ory (MFMT) for µHS

ex,i(r, t),59 the mean-field approximation

for µDIS
ex,i (r, t),60 and a second-order perturbation theory for

µEC
ex,i(r, t).61 The numerical performance of the equilibrium

methods has been carefully calibrated with molecular simu-
lations.58,61

According to MFMT, the excess chemical potential due
to hard-sphere interactions is given by

βµHS
ex,i (r) =

∑
α

∫
dr′ξα

(
r′

)
ω(α)

i

(
r′ − r

)
, (6)

where

ξ0 = − ln (1 − n3) , (7)

ξ1 =
n2

1 − n3
, (8)

ξ2 =
n1

1 − n3
+

[
ln(1 − n3)

n3
+

1

(1 − n3)2

]
n2

2 − n2
V2

12πn3
, (9)

ξ3 = −



ln(1 − n3)

18πn3
3

+
1 − 3n3 + (1 − n3)2

36πn2
3 (1 − n3)3



(
n3

2 − 3n2n2
V2

)
+

n0

1 − n3
+

n1n2 − nV1nV2

(1 − n3)2
, (10)
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ξV1 = −
nV2

1 − n3
, (11)

ξV2 = −
nV1

1 − n3
−

[
ln (1 − n3)

n3
+

1

(1 − n3)3

]
n2nV2

6πn3
. (12)

The detail expressions for the weighted densities {nα} and
the corresponding weighting functions {ωα} are given in the
previous publications.57–59,61–63

The dispersion interaction between species i and j is
described by the square-well (SW) potential uDIS

ij (r) = −εij

for r < λij with λij being the range of attraction. Although
the square-well potential is different to the London dispersion
interaction, they both capture the feature of short-range attrac-
tion between two ions. The excess chemical potential due to
the dispersion attraction is approximated by the mean-field
approximation

βµDIS
ex,i (r) =

1
2

∑
j=+,−

∫
ρj

(
r′

)
uDIS

ij

(���r − r′���
)
dr′. (13)

The excess chemical potential due to electrostatic correlation
is given by

βµEC
ex,i (r) = βµEC

b,i −
∑

j=+,−

∫
∆ρj

(
r′

)
cEC

ij

(���r − r′���
)

dr′, (14)

where µEC
b,i represents the excess chemical potential due to

electrostatic correlation of specie i in a bulk reference system,
and cEC

ij (r) is direct correlation function of the bulk fluid due to

electrostatic correlations. We calculate cEC
ij (r) from the mean-

spherical approximation,64 details are given in the previous
publications.57–59,61,62

Given the initial density profiles of the ionic species cal-
culated from the equilibrium DFT, Eq. (1) can be integrated
numerically along with the Poisson equation. With fixed volt-
ages at the cell boundaries, the spatial variation of the electro-
static potential can be calculated from the instantaneous ionic
density profiles.

The mathematical details for numerical integration of the
TDDFT equation can be found in our previous publication.42

The ionic density profiles can be discretized in terms of differ-
ential time frames. Within the duration of a time step starting
from tk to tk+1 = tk + ∆t, the equation of continuity for
each ionic species may be casted as an ordinary differential
equation

∂ρi(r, t)
∂t

= Mi

[{
ρi(r, tk)

}
, t

]
. (15)

The right side of Eq. (15) is related to the ionic flux and
subsequently the electrochemical potential

Mi

[{
ρi(r, tk)

}
, t

]
= −∇ · ji (r, tk)

= ∇ ·
{
λi ρi (r, tk)∇[ϕi (r, tk) + V0

i (r, tk)]
}
.

(16)

Given an expression for ϕi (r, tk) the electrochemical poten-
tial, we can readily integrate Eq. (15) with the fourth-order

Adams-Moulton (AM) algorithm

ρi (r, tk+1) = ρi (r, tk) +
∆t
24

(
9Mi

[{
ρi (r, tk+1)

}
, tk+1

]

+ 19Mi

[{
ρi (r, tk)

}
, tk

]

− 5Mi

[{
ρi (r, tk−1)

}
, tk−1

]

+Mi

[{
ρi (r, tk−2)

}
, tk−2

])
. (17)

In numerical evaluation of function Mi from Eq. (16),
we calculate both the divergence and the gradient using the
finite difference method. Meanwhile, the electrostatic poten-
tial is calculated by the numerical integration of the Poisson
equation with the boundary conditions specified by the electric
potentials at the electrodes.

We find that the AM algorithm yields excellent numerical
stability and accuracy except that the implicit method requires
the numerical solution of a set of nonlinear equations at every
time step. To accelerate solution of ρi (r, tk+1) with the Picard
iteration, we use an initial guess from the fourth-order Adams-
Bashforth (AB) predictor,

ρ(0)
i (r, tk+1) = ρi (r, tk) +

∆t
24

(
55Mi

[{
ρα (r, tk)

}
, tk

]

− 59Mi

[{
ρi (r, tk−1)

}
, tk−1

]

+ 37Mi

[{
ρi (r, tk−2)

}
, tk−2

]

− 9Mi

[{
ρi (r, tk−3)

}
, tk−3

])
. (18)

With an initial guess provided by the AB method, the Picard
iteration typically converges within only few loops.

III. RESULTS AND DISCUSSION

In our TDDFT calculations, the reduced density of bulk
ionic liquid is set as ρ∗b = ρ+σ

3 = ρ
−
σ3 = 0.29, which is con-

sistent with the molar volume for the model ionic liquid(
v = 259 cm3/mol

)
. The separation between two electrodes

is fixed at 10 nm, which is large enough to eliminate the pore
size effect.44,65 The electrodes are kept neutral at t < 0 and
applied with a constant voltage ±0.3 V during the charging
process (t ≥ 0). Throughout this work, the time is given in
units of τD = σ2/D, where D represents ion self-diffusivity.
For the EMI-TFSI model, τD is ∼5.83 ns.

Figures 2(a) and 2(b) show how the cation and anion den-
sity profiles change with the charging time without account-
ing for dispersion forces. After applying a constant voltage,
the contact density of cations increases, concomitant with
the reduction of the contact density for anions. As increas-
ing the duration of charging, TDDFT predicts formation of
alternating layers of cations and anions near the charged elec-
trode. The layer-by-layer structure arises from charge inver-
sion due to strong electrostatic correlations and the enhanced
excluded-volume effect.44

For comparison, the evolutions of ionic density pro-
files that account for the dispersion among ionic species
are shown in Figures 2(c) and 2(d). Here the dispersion
energy is calculated using ε = 0.7 kBT. By comparing the
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FIG. 2. Evolution of the local number density for cations (a) and (c) and anions (b) and (d) near the electrode surface during constant-voltage charging. No
dispersion interaction for (a) and (b); with dispersion interaction ε = 0.7 kBT for (c) and (d).

density evolutions in different panels, one can find from
Figure 2 that the dispersion force only changes the ions near
the electrode surface at the beginning stages of the EDL
charging.

To examine the dispersion effect on the EDL structure,
we present in Figure 3 the ionic density profiles at t = 0 and
∞. Regardless of the surface charge, the density profile near
the electrode always exhibits a certain degree of inhomogene-
ity. Such inhomogeneity arises from ionic excluded volume
effects and electrostatic correlations which is not captured
by the conventional Poisson–Boltzmann equation (PBE). The
contact density for ε = 0.7 kBT is smaller than that for ε = 0.0
due to the dispersion attraction from the bulk. As charg-
ing proceeds, formation of a counterion layer near the elec-
trode over compensates the surface charge, leading to charge
inversion and oscillatory ionic distributions, as shown in
Figure 3(b). Interestingly, the dispersion energy has little effect
on the equilibrium density profiles near a charged surface. Here
the relatively minor effect of dispersion is expected because
the Coulombic interaction between ions is far larger than the
dispersion interaction in this layer-by-layer equilibrium struc-
ture, and the Coulombic interaction dominates the ion-surface
interactions.

A key measure of practical interest is the surface
charge density, which is related to the ionic density
distributions

Q(t) = −
∫ L/2

0

∑
i

Zieρi(z, t)dz, (19)

where L denotes the separation between two parallel elec-
trodes. Conventionally, the EDL charging is described with
the equivalent circuit (EC) model, which predicts a monotonic
increase of the surface charge density according to66

Q(t) = Q0(1 − e−t/τ), (20)

where Q0 stands for the charge density at the electrode surface
at equilibrium, τ represents the response time reflecting the
rate of charging process.

Figure 4 shows that the surface charge density changes
with the charging time at different strengths of dispersion inter-
actions. Without considering the dispersion effect, the surface
charge increases monotonically until the equilibrium value,
which is in reasonable agreement with the prediction of the EC
model. As the dispersion force increases, one can see that the
surface charge rises quickly with time to a maximum and then
decays monotonically to the equilibrium value. At the begin-
ning stage of charging, the counterions form a contact layer to
balance the surface potential, coions need to overcome the dis-
persion force to arrive from the bulk to screen the counterion
contact layer, and the surface charge with dispersion force is
larger than that without dispersion. As charging proceeds, the
electric interaction dominates the process, the surface charge

FIG. 3. Reduced density profiles of cations or anions when t = 0 (a) and t = ∞ (b).
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FIG. 4. Evolution of surface charge density for different strengths of disper-
sion forces. (Inset) The time towards equilibrium τe/τD as a function of the
dispersion energy parameter ε.

decreases to equilibrium value. The time towards equilibrium
τe/τD is illustrated in the inset of Figure 4. The dispersion inter-
action controls the extent of overcompensation of counterions
contact layer charge by the arriving of coions from the bulk.
Therefore, increasing the dispersion force reduces the extent
of charge overcompensation and increases the surface charge
and the time towards equilibrium.

Next, we investigate the role of dispersion energy between
the ionic-liquid and the electrodes. For simplicity, we use
the square-well (SW) potentials to describe the dispersive
(nonelectrostatic) surface potential,

VDIS(z) =



∞, z ≤ σi
2 or z ≥ H − σi

2
−εw , σi

2 < z < σi or H − σi < z <H − σi
2

0, otherwise
,

(21)

where the dispersion force (attraction) is regulated by the sur-
face energy εw . εw > 0 represents an attractive potential, and
εw = 0 represents a hard wall.

Figure 5 shows the ionic density profiles at t = 0 with
two different electrodes. As expected, the surface attraction

FIG. 5. The ionic density profiles at t = 0 with different surface energies. The
black line is for the system without ion-electrode dispersion energy (εW = 0),
and the red line is for the system with a surface energy, εW = 3.0 kBT.

FIG. 6. The surface charge density as a function of time during EDL
charging for various wall-ion dispersion energy εW . (Inset) The relaxation
time towards equilibrium τe/τD as a function of the wall-ion dispersion
energy εW .

makes more ions adsorption near the electrodes. The effect
of surface attraction on the charging process is shown in
Figure 6. Unlike the ion-ion dispersion effect, the electrode
dispersion has little influence on the charging behavior. As
for the system with or without surface dispersion, TDDFT
predicts a monotonic evolution of the surface charge density.
The wall-ion dispersion force also has no effects on the equi-
librium properties, due to the Coulombic interaction is far
larger than the dispersion interaction at charged surface, and
the Coulombic interaction dominates the ion-surface inter-
actions. The relaxation time towards equilibrium τ/τD as a
function of the wall-ion dispersion interaction εW is shown
in the inset of Figure 6. Here the relaxation time τ/τD is
obtained by fitting the numerical data to EC model. The dis-
persion force between the electrode and ions increases the
relaxation time because the dispersion force prevents the rear-
rangement of ions and increases the time of charging process.
Our results are qualitatively agreed with the results of a mean-
field model, which suggests that the charging of a pore prewet-
ted by RTILs is a diffusive process24 and ionophobic pore can
accelerate charging.25 In additional, we also consider different

FIG. 7. The surface charge density as a function of time during EDL charg-
ing for various wall-ion dispersion energy εW . Here, the wall-ion dispersion
energy for cations (εW+ ) and anions (εW- ) are different.
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ion-wall dispersion interactions for cations and anions, which
is more reasonable than with the same dispersion interaction.
The effect of surface attractions for cations and anions on
the charging process is shown in Figure 7. As the result in
Figure 6 with the same surface attraction, the dispersion
between anion-wall also delays the charging at the beginning
of charging process. Like Figure 6, the different wall-ion dis-
persion force for cations and anions also has no effects on the
equilibrium properties, which means the ion-wall dispersion
force has no effects on the equilibrium capacitance.

IV. CONCLUSIONS

We have studied the charging behavior of electric dou-
ble layers containing a model room-temperature ionic liquid
(RTIL) using the classical time-dependent density functional
theory (TDDFT). Different from the conventional Poisson-
Nernst-Planck (PNP) equation, our TDDFT is able to account
for the molecular excluded volume effects, electrostatic corre-
lations, and the dispersion interactions. While the conventional
models of EDL charging predict a monotonic increase of the
surface charge with time upon application of an electrode volt-
age, our results show that the dispersion interaction between
ions makes the surface charge be a non-monotonic function
of time. However, the dispersion interaction between the elec-
trode and ionic-liquid does not change the monotonic evolution
of surface charge density. Both the ion-ion and the electrode-
ion dispersion interactions increase the duration of the EDL
charging process. We hope this theoretical work enables a way
to tune the charging behavior of electric double layer capaci-
tors (EDLCs) by an appropriate choice ofelectrodes and ionic
liquids.
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