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Abstract

With financial modelling requiring a better understanding of model risk, it is helpful to be able to vary assumptions about underlying probability distributions in an efficient manner, preferably without the noise induced by resampling distributions managed by Monte Carlo methods. This article presents differential equations and solution methods for the functions of the form \( Q(x) = F^{-1}(G(x)) \), where \( F \) and \( G \) are cumulative distribution functions. Such functions allow the direct recycling of Monte Carlo samples from one distribution into samples from another. The method may be developed analytically for certain special cases, and illuminate the idea that it is a more precise form of the traditional Cornish-Fisher expansion. In this manner the model risk of distributional risk may be assessed free of the Monte Carlo noise associated with resampling. The method may also be regarded as providing both analytical and numerical bases for doing more precise Cornish-Fisher transformations. Examples are given of equations for converting normal samples to Student t, and converting exponential to hyperbolic, variance gamma and normal. In the case of the normal distribution, the change of variables employed allows the sampling to take place to good accuracy based on a single rational approximation over a very wide range of the sample space. The avoidance of any branching statement is of use in optimal GPU computations as it avoids the effect of warp divergence, and we give examples of branch-free normal quantiles that offer performance improvements in a GPU environment, while retaining the best precision characteristics of well-known methods. We also offer models based on a low-probability of warp divergence. Comparisons of new and old forms are made on the Nvidia Quadro 4000, GTX 285 and 480, and Tesla C2050 GPUs. We argue that in single-precision mode, the change-of-variables approach offers performance competitive with the fastest existing scheme while substantially improving precision, and that in double-precision mode, this approach offers the most GPU-optimal Gaussian quantile yet, and without compromise on precision for Monte Carlo applications, working twice as fast as the CUDA 4 library function with increased precision.
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1 Introduction

The construction of Monte Carlo samples from a distribution is facilitated if one has a knowledge of the quantile function \( w(u) \) of a distribution. If \( F(x) \) is the cumulative distribution function, then the quantile \( w(u) \) is the solution of the equation

\[
F(w(u)) = u .
\]

A knowledge of the function \( w(u) \) makes Monte Carlo simulation straightforward: given a random sample \( U \) from the uniform distribution, a sample from the target distribution characterized by a density and distribution \( f(x), F(x) \), is

\[
X = w(U) .
\]

While it is commonplace to use the uniform distribution on the unit interval as the base distribution for sampling, there is in fact no need to do so.\(^1\) In his critique of copula theory \[13\], T. Mikosch stated There is no particular mathematical or practical reason for transforming the marginals to the uniform distribution on \((0; 1)\) and proceeded to consider exponential and normal coordinates. On the other hand, samples from the uniform distribution are readily generated, and in the computer science domain it remains a topic of continuing study to develop better uniform random number generators.

For example, a great deal of intellectual effort has been expended on highly efficient sampling from the normal and other well-known distributions. Given such samples, can we leverage the work done to create samples from other distributions in an efficient manner? This article will address this question in the affirmative. In principle the answer is trivial: given a sample \( Z \) from a distribution with CDF \( G(x) \), we first work out \( G(X) \) which is uniform. Then we can apply the quantile function \( F^{-1}(x) \) associated with a target distribution with CDF \( F \) and form \( F^{-1}(G(x)) \) as a sample from that target distribution. In general \( F, G \) and their inverses can be rather awkward special functions (see e.g. \[17\]), so a direct route to the object \( Q(x) = F^{-1}(G(x)) \) would be helpful.

There are at least two ways of developing this idea. One route is to postulate interesting forms for the composite mapping. This has been explored by Shaw and Buckley \[19\] based on Gilchrist’s theory of quantile transformations \[8\]. In this way we can find skew and kurtotic variations of any base distribution, while avoiding, in a controlled manner, the introduction of “negative density” problems that arise in traditional Gram-Charlier methods. The second route is to try to simplify the mapping given a choice of \( F \) and \( G \). Such a route can be found by the method of differential equations for quantile functions developed by Steinbrecher and Shaw \[21\]. In the next section we will give a brief review of that approach, and in Section 4 we shall use this insight to build a new representation of the Student t quantile in terms of a series expansion of a Gaussian. This neatly tidies up the well-known expansions already available for the Student distribution as the degrees of freedom becomes large, and we obtain a more compact power series in the normal random variable.

In view of the importance of Gaussian sampling, we will also explore how to make normal random variables by the change of variables approach, and explore the use of the exponential and even Student distributions as intermediaries. In this simple cases we can write down the objects \( F^{-1}(G(z)) \) very explicitly and the issue becomes one of the efficient approximation and computation of such objects. We will show that this offers a useful performance benefit in a GPU environment, where branching algorithms may be subject to significant performance penalties. Our change-of-variables approach will allow costly branching to be avoided or reduced to a low probability and we will demonstrate the benefits in the CUDA environment for programming NVIDIA GPUs. This part of the paper of necessity involves ideas from computer science as much as applied mathematics, but there are lessons in approximation theory to be learnt from this analysis, which reveals the relative merits of using different types of error norm in the constructions in terms of their impact on the actual precision of the relevant function approximations.

The plan of this work is as follows. In Section 2 we review the differential approach to quantile functions and introduce a new differential equation that characterizes the mapping from samples of one probability distribution to another. We give specific examples for recycling samples of exponential and Gaussian random variables. In Section 3 we focus on Gaussian backgrounds and review the transformation from Gaussian random variables to those from Student t distribution. We will show how this recasts traditional Cornish-Fisher expansions into power series solutions of non-linear ODEs, and give a brief introduction to how this might be applied.

---

\(^1\)This rather clear observation was first made to me by Peter Jaeckel
In the second part of the paper we focus on the issue of building quantiles for the normal distribution based on the recycling approach. In Section 4 we set out some ideas needed for the development of approximations to quantile functions, however constructed, for any distribution. Section 5 reviews the precision aspects of the current range of Gaussian models in single precision. Section 6 then implements the change of variables approach based on an exponential distribution, and we will then argue that such an approach based on exponential distributions offers better precision characteristics while maintaining class-leading speed. Section 8 makes a corresponding analysis for double precision computation, and additionally introduces the novel idea of generating Gaussian samples by first sampling a Student t distribution with two degrees of freedom. The combination of these two approaches results in a new formula for the Gaussian quantile in double precision that is faster on a GPU than any method known to us, while preserving full double precision on a range more than enough for Monte Carlo work. Section 8 is a brief introduction to managing hyperbolic and Variance Gamma distributions by filtering through an exponential. Section 9 concludes, and relevant codes are supplied in three appendices.

2 Quantile mechanics

If $f(x)$ is the probability density function for a real random variable $X$, the first order quantile ODE is obtained by differentiating Eqn. (1), to obtain:

$$f(w(u))\frac{dw(u)}{du} = 1,$$

(3)

where $w(u)$ is the quantile function considered as a function of $u$, with $0 \leq u \leq 1$. Applying the product rule with a further differentiation we obtain:

$$f(w(u))\frac{d^2 w(u)}{du^2} + f'(w(u))\left(\frac{dw(u)}{du}\right)^2 = 0.$$

(4)

This may be reorganized as

$$\frac{d^2 w(u)}{du^2} = H(w(u))\left(\frac{dw(u)}{du}\right)^2,$$

(5)

where

$$H(w) = -\frac{d}{dw}\log\{f(w)\}.$$

(6)

and the simple rational form of $H(w)$ for many common distributions, particularly the Pearson family, allows analytical series solutions to be developed [21]. This last equation we refer to as the second order quantile equation.

2.1 The Recycling ODE

Now suppose that we make a change of independent variable in the second order quantile equation Eqn (8). We let $v = q(u)$, and regard $w$ as a function of $v$ by writing $w(u) = Q(v)$. Elementary application of the chain rule and some algebra gives us:

$$\frac{d^2 Q(v)}{dv^2} + \frac{q''(u)}{[q'(u)]^2}\frac{dQ(v)}{dv} = H(Q(v))\left(\frac{dQ(v)}{dv}\right)^2,$$

(7)

In general this is a rather awkward differential equation. However, when we regard $q(u)$ as being itself a quantile function, we can make some simplifications. If $q(u)$ is a quantile mapping, it satisfies an ODE of the form

$$\frac{d^2 q(u)}{du^2} = \hat{H}(q(u))\left(\frac{dq(u)}{du}\right)^2,$$

(8)

where

$$\hat{H}(w) = -\frac{d}{dw}\log\{\hat{f}(w)\}.$$

(9)
and \( \hat{f} \) is the probability density function associated with the quantile \( q(u) \). So we can simplify the ODE to
\[
\frac{d^2 Q(v)}{dv^2} + \hat{H}(q(u)) \frac{dQ(v)}{dv} = H(Q(v)) \left( \frac{dQ(v)}{dv} \right)^2,
\]
and bearing in mind that \( v = q(u) \) we arrive at the “Recycling Ordinary Differential Equation”:
\[
\frac{d^2 Q(v)}{dv^2} + v \frac{dQ(v)}{dv} = H(Q(v)) \left( \frac{dQ(v)}{dv} \right)^2,
\]
(11)

We now turn to two particularly interesting cases, rather inspired by Mikosch’s suggestions [13].

2.2 The Recycling ODE for a Gaussian background

In this case we have the following obvious sequence of manipulations:
\[
\hat{f}(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2},
\]
(12)
\[
\log \hat{f}(x) = -1/2 \log(2\pi) - x^2/2,
\]
(13)
\[
\frac{d}{dx} \log \hat{f}(x) = -x
\]
(14)
\[
\hat{H}(v) = v
\]
(15)
and we arrive at the Recycling ODE for a Gaussian background as
\[
\frac{d^2 Q(v)}{dv^2} + v \frac{dQ(v)}{dv} = H(Q(v)) \left( \frac{dQ(v)}{dv} \right)^2,
\]
(16)
This is an interesting example to consider for target distributions along the entire real line.

2.3 The Recycling ODE for a one-sided exponential background

In this case we have the following obvious sequence of manipulations:
\[
\hat{f}(x) = e^{-x}, \quad \log \hat{f}(x) = -x, \quad \frac{d}{dx} \log \hat{f}(x) = -1, \quad \hat{H}(v) = 1
\]
(17)
and we arrive at the Recycling ODE for a exponential background as
\[
\frac{d^2 Q(v)}{dv^2} + \frac{dQ(v)}{dv} = H(Q(v)) \left( \frac{dQ(v)}{dv} \right)^2,
\]
(18)
This is an interesting example to consider for target distributions along the positive real line. For distributions that are asymptotically exponential in both directions it can be used in two pieces.

3 Example with a Gaussian background

In a Gaussian background we work with the Recycling ODE in the form
\[
Q'' + v Q' = H(Q)(Q')^2
\]
(19)
where the explicit dependence on \( v \) is suppressed for brevity, and ‘ denotes \( d/dv \). The target distribution is encoded through the function \( H \). Note that it is not required in any sense that the target distribution is “close” to, or asymptotic to a Gaussian. This is an exact relationship governing the function \( Q \) that is the composition of the Gaussian CDF followed by the quantile of the target distribution. But such a relationship must contain all information relevant to the creation of an expansion of one distribution in terms of another. In particular, we should be able to re-create known and new expansions of Cornish-Fisher type. Generalized Cornish-Fisher expansions have been considered in the notable paper by Hill and Davis [9], but the step to considering the matter as the solution of a single differential equation is, so far as this author is aware, a new one.
3.1 The Student distribution

This is an interesting case for several reasons:

1. We can illustrate the method;
2. We can recover a well known asymptotic series;
3. We can develop that series to arbitrary numbers of terms;
4. We can explore the limitations of the known series;
5. We can develop an alternative numerical method and explore purely numerical options.

The density and associated $H$-function for the Student case can be written down as

$$f_{T_n}(x) = \frac{1}{\sqrt{n\pi}} \frac{\Gamma[(n+1)/2]}{\Gamma[n/2]} \left(1 + \frac{x^2}{n}\right)^{-\frac{n+1}{2}} , \quad H_{T_n}(Q) = \left(1 + \frac{1}{n}\right) \frac{Q}{1 + Q^2/n}$$

where $n$ is the degrees of freedom (not necessarily an integer), and the Recycling ODE can be written in the form

$$\left(1 + \frac{Q^2}{n}\right) \left(Q'' + vQ'\right) = \left(1 + \frac{1}{n}\right) Q(Q')^2$$

where $v = \gamma$.

We note that if we let $n \to \infty$ we obtain

$$Q'' + vQ' = Q(Q')^2$$

and this has the desired solution $Q = v$. More generally we can look at series solutions, but should be mindful of the fact that the term $Q^2/n$ is present - this is a hint that the behaviour of series for $Q \ll \sqrt{n}$ and $Q \gg \sqrt{n}$ could be rather different. Such considerations do not always apply if one is thinking in a purely asymptotic framework. For any finite $n$, no matter how large, there will always be values of $Q$ such that the behaviour is far from Gaussian. This was alluded to in [17], where it was noted that the known Cornish-Fisher expansion always goes wrong in the tails at some point.

We also need to consider boundary conditions. The derivative of any ordinary quantile function at a point is the inverse of the PDF at the corresponding quantile. We first work around the point $u = 1/2$ which corresponds to $v = 0$ in the Gaussian coordinate. If $z(u)$ and $t(u)$ are the ordinary quantiles for the Gaussian and Student distributions, then we have

$$z(1/2) = 0, \quad z'(1/2) = \sqrt{2\pi}$$
$$t(1/2) = 0, \quad t'(1/2) = \sqrt{\frac{n\pi}{2}} \frac{\Gamma[n/2]}{\Gamma[(n+1)/2]}$$

It follows that the centre conditions we wish to apply to the Recycling ODE are just:

$$Q(0) = 0, \quad Q'(0) = \gamma = \sqrt{\frac{n}{2}} \frac{\Gamma[n/2]}{\Gamma[(n+1)/2]}$$

where the latter expression $\gamma$ arises as the ratio of the derivatives.

3.2 The central expansion

We now develop a series solution about the centre, and we expect that it will be reasonable to treat the solution as “close to Gaussian” if $Q^2 \ll n$. We assume, as both the normal and Student quantiles are symmetric, that

$$Q(v) \sim \sum_{k=0}^{\infty} c_k v^{2k+1}$$
where \( c_0 = \gamma \). We use the tilde notation to indicate that at this point we have no presumption as to whether the resulting series will be convergent for all \( v \) or form some kind of asymptotic series. We find that

\[
\begin{align*}
    c_1 &= \frac{(n + 1)\gamma^3 - n\gamma}{6n} \\
    c_2 &= \frac{(7n^2 + 8n + 1)\gamma^5 + (-10n^2 - 10n)\gamma^3 + 3n^2\gamma}{120n^2}
\end{align*}
\]

Subsequent terms may be generated by iteration of the RODE, and in this case, after some algebra, we find that

\[
(2i + 3)(2i + 2)c_{i+1} = -(2i + 1)c_i + \sum_{l=0}^{i} \sum_{m=0}^{i-l} a_{lm}(n)c_{i-l-m}c_{l}c_{m} - \frac{\theta(i)}{n} \sum_{l=0}^{i-1} \sum_{m=0}^{i-1-l} (2m + 1)c_{i-1-l-m}c_{l}c_{m},
\]

where \( \theta(0) = 0, \theta(i) = 1 \) if \( i \geq 1 \), and

\[
a_{lm}(n) = (1 + \frac{1}{n})(2l + 1)(2m + 1) - \frac{2}{n}m(2m + 1)
\]

### 3.3 The tail expansion

We now develop a series solution about the right tail \( Q \to \infty \). We begin by assuming that \( Q^2 \gg n \). The Recycling ODE becomes

\[
Q(Q'' + vQ') = (n + 1)(Q')^2
\]

Following some experimentation, we make the change of variables

\[
P(v) = \frac{1}{Q(v)^n}
\]

and this reduces the ODE to

\[
P''(v) + vP'(v) = 0
\]

The solution of this satisfying the condition that \( P(v) \to 0 \) as \( v \to \infty \) is

\[
P(v) \propto \text{erfc}\left(\frac{v}{\sqrt{2}}\right)
\]

and we deduce that for some constant \( c \),

\[
Q(v) \sim c\left[\frac{1}{2}\text{erfc}\left(\frac{v}{\sqrt{2}}\right)\right]^{-1/n}
\]

We see that the solution has emerged naturally as

\[
Q(v) \sim c\left[1 - \Phi(v)\right]^{-1/n}
\]

where \( \Phi \) is the Gaussian CDF. The asymptotic differential equation is scale invariant so we have to determine \( c \) by other means. It is possible that it might be possible to determine it by a matching argument, but it is simpler to now appeal to other known properties of the Student distribution. In [17] the tail behaviour of the Student CDF was determined (see Eqns. (60-62) of [17]) and we can deduce that

\[
c = \sqrt{n}\left[n\sqrt{\frac{2}{\pi}}\frac{\Gamma(n/2)}{\Gamma((n+1)/2)}\right]^{-1/n}
\]

If we step back from these calculations it becomes clear what is happening. The Recycling ODE is starting to reconstruct a solution that combines the change of variable \( w = 1 - \Phi(v) \) with the asymptotic power series of the ordinary Student quantile.
3.4 Comparison with traditional asymptotics

Expansions of Cornish-Fisher type can be found in the statistics literature. One that is reasonably well known is the expansion of the Student random variable $t$ in terms of the Gaussian random variable $z$, for larger values of the degrees of freedom $n$. It is quoted, for example, as identity 26.7.5 of [3].

\[
\begin{align*}
t &= z + \frac{z^3}{6n} + \frac{5z^5 + 16z^3 + 3z^7}{96n^2} + \frac{3z^7 + 19z^5 + 17z^3 - 15z}{384n^3} \\
&\quad + \frac{79z^9 + 776z^7 + 1482z^5 - 1920z^3 - 945z}{92160n^4} + \ldots
\end{align*}
\] (36)

An equation of true Cornish-Fisher type (cf identity 26.2.49 of [3]) can be obtained by transforming (provided $n > 2$) to a variable $s$ with unit variance:

\[
s = \frac{t}{\sqrt{1 - \frac{2}{n}}}
\]
and re-expanding in inverse powers of $n$. That Eqn. (36) is somehow incomplete is evident by the fact that $z$ appears in every term, $z^3$ in all but the first, and so on. The matter is resolved nicely by first observing that

\[
\gamma = 1 + \frac{1}{4n} + \frac{1}{32} \left( \frac{1}{n} \right)^2 - \frac{5}{128} \left( \frac{1}{n} \right)^3 - \frac{21}{2048} \left( \frac{1}{n} \right)^4 + \frac{399}{8192} \left( \frac{1}{n} \right)^5 + O \left( \left( \frac{1}{n} \right)^6 \right),
\] (37)

which sums up all the $z$-terms. Similarly

\[
c_2 = \frac{1}{4n} + \frac{1}{6} \left( \frac{1}{n} \right)^2 + \frac{17}{384} \left( \frac{1}{n} \right)^3 - \frac{1}{48} \left( \frac{1}{n} \right)^4 - \frac{17}{8192} \left( \frac{1}{n} \right)^5 + O \left( \left( \frac{1}{n} \right)^6 \right)
\] (38)

and so on. So the series solution of the differential equation constitutes a re-summation of the known asymptotic series where the coefficient of each power of $z$ is computed exactly. This means that we can use the series without assuming that $n$ is large, as it is a series valid in some domain for $z$, the existence of which does not depend on $n$ being large.

3.5 Accuracy and numerical methods

We now turn to the quality of the results. This can be assessed precisely by the use of an exact representation of the composite function $F_N^{-1}(\Phi(z))$, where $\Phi$ is the normal CDF and $F_n$ the Student CDF. The exact formula for the Student CDF for all real $n$ is given in terms of inverse beta functions by Shaw [17], and there are known simpler forms for $n = 1, 2, 4$. These are also given in [17] and are also now available on the Wikipedia page on quantile functions [16]. The case $n = 4$ is an interesting case as it is known exactly, in the boundary case where kurtosis is infinite, and there is some evidence from work by Fergusson and Platen [7] that it is a good case for modelling daily world index log-returns. We shall therefore develop this in some detail. It turns out that working as far as $c_{10}$ is a useful point. A detailed calculation shows that the precision (i.e. relative error) of the central power series is then less than $2 \times 10^{-5}$ on $|z| < 4$. Given that $z$ is a standard Gaussian this is within the range of $\pm 4$ standard deviations for the underlying Gaussian.

For this case we find that

\[
\gamma = 4 \sqrt{\frac{2}{\pi}} \sim 1.06384608107048714
\] (39)

and the full C-code form for the central series is, with $y = z * z$,

\[
t = z*(1.06384608107048714 + y*(0.0735313753642658509 + y*(0.00408737916150927847 + y*(0.00015737627663230562 + y*(4.31939824140363509e-6 + y*(9.56881464639227278e-8 + y*(2.09256881803614466e-9 + y*(3.87962938209093352e-11 + y*(2.90528930162373328e-15 + 4.59490133995901375e-16*y)*y))))))))
\]
To treat the tail regions $|z| > 4$ with corresponding accuracy when $n = 4$ it is sufficient to use just two terms of the known tail series. This gives us, in general, for the positive tail (the negative tail being treated by symmetry)

$$w = (1 - \Phi(z))n\sqrt{\pi} \frac{\Gamma(n/2)}{\Gamma((n + 1)/2)}$$

$$t = \sqrt{n}w^{-1/n}(1 - \frac{n + 1}{2(n + 2)}w^{2/n})$$

(40)

and for the case $n = 4$:

$$w = (1 - \Phi(z))\frac{16}{3}$$

$$t = 2w^{-1/4}(1 - \frac{5}{12}w^{1/2})$$

(41)

The optimal crossover is then in fact at $z = 3.93473$ with maximum relative error less than $1.4 \times 10^{-5}$ over the entire range of $z$.

### 3.6 Purely numerical methods

The analysis for the Student t case, although rather specialized, also allows the appraisal of direct numerical schemes. The direct numerical solution of the RODE can be done using standard methods. Within *Mathematica* version 6, the use of NDSolve with high precision and accuracy goals, explicit Runge-Kutta and sixth-order differences leads to an precision of better than $5 \times 10^{-8}$ on the range $|z| < 6$, which is excellent. Of course, one must also consider sampling efficiency issues arising from such interpolated numerical schemes, but they can be made the basis of a further, e.g. rational approximation if speed is an issue. Such a numerical scheme will be exploited in the examples considered below. There is clearly much more scope for transforming between Student distributions of different $n$ and Gaussians, and later in this paper we will provide an example of transforming a $T_2$ to a Gaussian. Given that there closed-forms for the quantiles for $T_1$, $T_2$ and $T_4$ these might serve as useful intermediate distributions for other applications as well, but this will be explored elsewhere.

### 4 Issues in building a better quantiles

In this section we consider the issues involved in building more accurate and/or faster quantiles for live use on computer simulations. These will be important for any distribution, but the particular focus here will be on finding new forms of quantile for the normal distribution. The construction of the normal quantile, also known as “probit”, has a long and interesting history - see [21] and the references therein for details. This is important given its base case use in general modelling applications, and in particular given its massively repeated use in the solution of stochastic differential equations. The issues we consider are

1. The target precision;
2. The domain over which the target is to be rigorously achieved;
3. The behaviour outside the target domain;
4. The choice of intermediate probability distribution to be used in the recycling scheme;
5. The algorithm’s performance on typical CPU and GPU architectures.

The last point applies to the particular approach developed here, but the first four points are relevant to any approach. In the following sections we explore these issues and the associated choices. This gives some basic parameters relevant to our general scheme of implementing “Quantile Mechanics”. In the past, diverse choices have been made for precision and domain, and we think it appropriate to better characterize these in mathematical form.
4.1 The precision target

Given an exact representation of a function $Q(u)$ and an approximation of it $Q_a(u)$ we can consider various norms on their differences. We will work in the supremum norm for the relative precision over a domain $D$ to be specified, and seek to minimize the relative error

$$
\epsilon_R = \sup_{D} \left| \frac{Q_a(u)}{Q(u)} - 1 \right| .
$$

What this seeks to do is to maximize the quality of the significant figures of the result. We do have to bear in mind that such a goal may be interpreted in two ways. The first approach, that will be taken here, is to set such a target for the theoretical precision of an approximation (typically polynomial or rational), given an abundance of computer precision. The second approach is to set the target based on the actual errors in a given limited precision environment. While the second approach is clearly more pragmatic, the answers we will get will depend significantly on implementation/hardware/compiler details. We will therefore consider the first approach, which allows us to develop the analysis mathematically, and which is in common use in modelling. So, for example, the first form (i.e. the simple form without an application of the Newton-Raphson-Halley iteration) of the normal quantile developed by Acklam \cite{1} sets

$$
\epsilon_R \lesssim 1.15 \times 10^{-9} \quad (43)
$$

and our own computational analysis of Wichura’s AS241 \cite{23} suggests that in that case

$$
\epsilon_R < 7.45 \times 10^{-17} \quad (44)
$$

when worked out in high precision arithmetic. The Acklam error bound is also attained in double-precision arithmetic, while AS241 errors (in our implementation) peak at about $5 \times 10^{-16}$.

In our own studies we have chosen the set the target theoretical precision based on IEEE levels\footnote{We are grateful to M. Pont of NAG for advice on these points}. Given that IEEE single precision has a 24 bit mantissa, we will aim in single, or float precision for

$$
\epsilon_{Rf} = 2^{-25} = 2.98 \times 10^{-8} .
$$

Since IEEE double precision has 53 bits of precision we will set

$$
\epsilon_{Rd} = 2^{-54} = 5.55 \times 10^{-17} \quad (46)
$$

for double precision. So these values are half the values often quoted as “machine epsilon” for the two cases. The matter is somewhat ethereal in view of different possible rounding methods and compiler variations, and in some circumstances a float target of $2^{-23} = 1.19 \times 10^{-7}$ may be perfectly acceptable. The error target might also be expressed in a different norm. So, for example, M. Giles works with an $L_2$ on the relative error and a theoretical target of about $10^{-7}$ in his GPU Computing Gems article \cite{10}. That work also includes a very useful discussion of realized errors.

4.2 The target domain

This is a somewhat subtle matter and massively different choices are possible. The quantile mapping for distributions along the entire real line is from the domain $(0, 1)$ to the range that is the real line. In practice computation will take place on an interval

$$
U(\epsilon_L, \epsilon_R) = (\epsilon_L, 1 - \epsilon_R) \quad (47)
$$

and the question for this section is the choice of $\epsilon_L, \epsilon_R$. The difficulty is that there is some asymmetry in the matter, as is well discussed on P. Acklam’s web page \cite{1}. It is clear that the value of $\epsilon_R$ should be related to the machine epsilon, as there is simply no possibility of getting closer to unity in finite precision arithmetic. For example, Acklam’s discussion considers the errors up to both the points $1 - 2\epsilon_{Rd}$ and $1 - \epsilon_{Rd}$.

The problems are more to do with the choices made for $\epsilon_L$. One might argue on symmetry grounds that one should take $\epsilon_L = \epsilon_R$. Indeed, if the analysis is done for the inverse error function, rather than the quantile, this is entirely natural, and is the approach taken by Giles \cite{10}, with a symmetric range for
erfinv(x) from $(-1 + \epsilon_G, 1 - \epsilon_G)$ where $\epsilon_G$ is about $5.6 \times 10^{-8}$ for float and $1.16 \times 10^{-16}$ for double, based on the largest required values for $w = -\log(1 - x^2)$ of 16 and 36.

While such symmetric choices are sensible for erfinv, it seems to us that they do not go far enough for the case of the quantile function with the domain of the unit interval, with lower bound at zero. Acklam [1] takes the view that the quantile needs to have a controlled precision down to at least $2.23 \times 10^{-308}$, which is the smallest full precision number that can be given in double precision, and his results show controlled errors on a still larger range.

If one is interested in representing a mathematical function for diverse applications to as much precision as possible, we take the view that a domain on the lines of the extended form proposed by Acklam is entirely appropriate. However, for Monte Carlo applications this is massively over-engineered, but we argue also that the Giles method does not quite go far enough. To make the case for a different choice, we consider the typical scope of a Monte Carlo simulation.

Consider a set of $N$ independent uniformly distributed random numbers, $\{U_i\}, i = 1, \ldots, N$ taken from the interval $(0, 1)$, and let

$$U_{\min} = \min \{U_i\}.$$  \hspace{1cm} (48)

The distribution of $U_{\min}$ is easily worked out using elementary probability:

$$P(U_{\min} < u) = 1 - P(U_{\min} \geq u) = 1 - P(U_i \geq u, \forall i) = 1 - P(U_i \geq u)^N$$  \hspace{1cm} (49)

and given that each $U_i$ has a uniform distribution we see that

$$P(U_{\min} < u) = 1 - (1 - u)^N$$  \hspace{1cm} (50)

and it is then easily computed that

$$E(U_{\min}) = \frac{1}{N + 1}, \quad \text{Var}(U_{\min}) = \frac{N}{(N + 1)^2(N + 2)}.$$  \hspace{1cm} (51)

and we see that the average smallest value is about $1/N$ for large $N$, but the standard deviation is about the same as the mean. Inverting the distribution function we see that the quantile function for this minimum is given by

$$Q_{\min}(v) = 1 - (1 - v)^{1/N} \sim -\frac{1}{N} \log(1 - u) \text{ as } N \rightarrow \infty$$  \hspace{1cm} (52)

which is an exponential distribution. For large $N$ and small $U$ this quantile function is approximately

$$Q_{\min}(v) \sim \frac{u}{N}.$$  \hspace{1cm} (53)

In other words, we have about a 1% chance of encountering numbers lower than

$$\frac{1}{100 \times N}$$  \hspace{1cm} (54)

in our simulation. Even a rather modest Monte Carlo simulation therefore has a significant chance of producing numbers going well below the machine epsilon in float mode, though not in double precision.

One might argue that the influence of a few such small numbers on the overall computation of expectations might be small. The difficulty with such a view is that one can imagine situations where the computation is dominated by minima (lookbacks, options on the worst performer of a basket, systems coupled by a Clayton copula with a lot of downside correlation, deeply out of the money Puts, and so on). Furthermore, the use of antithetic methods might result in low values being reflected to high values as well after the application of the target distribution’s quantile function.

In view of this we argue that the largest allowable low-end truncation point should be no higher than about $10^{-10}$, meaning that 99% of random numbers would be mapped to the target distribution accurately for samples up to $N = 10^8$ in size. Options should be provided to go to smaller values for special problems requiring very large samples. What this means is that in the left tail the machine epsilon bound will be ignored in float mode, and replaced by a number no higher than $10^{-10}$. Bearing in mind that our algorithms will be symmetric in any case, we will take our target region as

$$(\epsilon, 1 - \epsilon)$$  \hspace{1cm} (55)
where
\[ \varepsilon < 10^{-10} \text{ for } \text{float} \text{ and } \varepsilon < 5.55 \times 10^{-17} \text{ for } \text{double} \] (56)

In the case of double precision, it seems to us that the machine epsilon level is already small enough to manage a super-large Monte Carlo simulation. We see no need to go down to the smallest full precision float, about \(10^{-38}\), let alone to the smallest possible double, for Monte Carlo applications, as such small numbers are very unlikely to occur.

### 4.3 Out of domain sample control

Having made the choices in the previous sub-section, we wish to insure that the values of random variables generated if \(u < \varepsilon\) are not too poor in their error characteristics. That is, we require that the error growth below this level is reasonable. For example, if the relative error in a one in a billion sample point is perhaps \(10^{-6}\), it will not matter, but much larger relative errors cannot be accepted.

### 4.4 Choice of filtering distribution

Moving now to the particular case of the normal quantile, we have several options for intermediate distributions of interest. The choices we will explore are suitable scalings of:

- The one-sided exponential distribution;
- The Student t distribution with two degrees of freedom;
- An “almost-normal” distribution;
- An “almost-chi-squared” distribution.

The one-sided exponential distribution has PDF, CDF and Quantile given by, for \(x > 0, \ 0 < u < 1\),
\[
f_E(x) = e^{-x}, \quad F_E(x) = 1 - e^{-x}, \quad Q_E(u) = -\log(1 - u) .
\] (57)

The Student t distribution with two degrees of freedom has PDF, CDF and Quantile given by, for all real \(x, \ 0 < u < 1\),
\[
f_t(x) =\frac{1}{(2 + x^2)^{3/2}}, \quad F_t(x) = \frac{1}{2} + \frac{x}{2\sqrt{x^2 + 2}}, \quad Q_t(u) = \frac{2u - 1}{\sqrt{2u(1 - u)}} .
\] (58)

The almost-normal distribution \(^3\) is literally one that is very close to a standard Gaussian but has a simple closed-form quantile. The density and distribution function are given by
\[
f_{AN}(x) = \frac{e^{-\frac{x^2}{2}}|x|}{\pi \sqrt{1 - e^{-\frac{x^2}{2}}}} \quad \text{and} \quad F_{AN}(x) = \frac{1}{2} + \frac{1}{2} \text{sign}(x) \sqrt{1 - e^{-\frac{x^2}{2}}}
\] (59) (60)

and it is then an elementary exercise to compute the quantile function as
\[
Q_{AN}(u) = \text{sign}(u - 1/2) * \sqrt{-\frac{\pi}{2} \log(4u(1-u))} .
\] (61)

The almost-chi-squared distribution is that of a random variable that is the square of an almost-normal distribution. The density, distribution and quantile are given by
\[
f_{AC}(x) = \frac{e^{-\frac{x^2}{2}}}{\pi \sqrt{1 - e^{-\frac{x^2}{2}}}}, \quad F_{AC}(x) = \sqrt{1 - e^{-\frac{x^2}{2}}}
\] (62) (63)

\(^3\)This is a distribution one of us (WS) invented for an examination question, and it is left to the reader to compare its density, distribution and quantile with the exact normal.
\[ Q_{AC}(u) = -\frac{\pi}{2} \log(1 - u^2) \] (64)

This distribution can also be simulated via the \(2 - 1\) mapping \(u \rightarrow Q_{AN}^2(u)\), that has the same image as \(Q_{AC}(u)\),

\[ Q_{AN}^2(u) = -\frac{\pi}{2} \log(4u(1-u)) \] (65)

It is informative to look at the current list of approximate normal quantiles to see how prevalent these changes of variable are.

- Our earlier branchless formulae \([20]\) relied on the one-sided exponential distribution;
- Giles’ method \([10]\) is essentially based on transforming the almost-gamma in the central region and the almost-normal in the tail;
- Acklam’s non-iterated formula \([1]\) is the asymptotic form of almost-normal in the tail, as is AS241 \([23]\).

The Moro method \([14]\) uses a double-log in the tail region.

### 4.5 Computing architecture and compiler issues

In this section we consider some of the details of computer science that impact the mathematical analysis in the context of trying to be as efficient as possible.

#### 4.6 Branching management

On a CPU there is normally very sophisticated management of algorithm branching, to the extent that (a) having a branch at all is managed efficiently and (b) a slow branch will not compromise the operation of a fast branch. On a GPU we have to confront the issue of warping divergence. A warp is a group of 32 threads (in current generation NVIDIA GPUs) that evaluate concurrently. If there is an IF statement and one thread needs to execute a different branch, then the current behaviour will be for all threads to execute both branches. This is especially problematic in quantile evaluation where typically 2 or more regions are considered for separate evaluation, with (as noted above) a more computationally expensive change of variables in the tail. There are two existing approaches:

- create an essentially branchless algorithm where one formula applies for all relevant values;
- lower the probability of a warp divergence to a much smaller value.

The first method is that taken by an earlier version of this study \([20]\), and the second approach is that taken by Giles \([10]\). The essential question here is on the balance of effort required to go essentially branchless versus that where an unlikely branch remains but with a simpler formula in the middle region. In our final model for double precision we will develop a third approach based on the idea of warp voting employing the \(\text{all()}\) function, in which one of two essentially branchless algorithms will be chosen depending on the warp as a whole.

#### 4.6.1 FMA support

The presence in some architectures of a “fused multiply-add” (FMA) operation in a single hardware operation creates a performance bias in support of algorithms that rely on repeated applications of operations such as are found in Horner’s scheme for fast polynomial evaluation, where, e.g. a general cubic would be evaluated as

\[ p \rightarrow d \ast x + c , \quad p \rightarrow p \ast x + b , \quad p \rightarrow p \ast x + a \] (66)

Given that CUDA supports FMA we have found that there is no benefit in performing any form of pre-processing to work out polynomials or rational approximations using other devices to reduce the number of multiplication operations. So, for example, the method of quadratic factorization (see e.g. section 7 of \([15]\)) has been found to produce no speed-up despite reducing the number of multiplications, and special methods available for polynomials of specific degree (e.g. a trick for degree 6 described in exercise 6 for Section 7.2 of \([15]\), both produce no speed-up but also generate a loss of precision due to several subtractions. So will will work with iterated linear maps on the basis of FMA support whenever a polynomial or rational function has to be evaluated, though we should note that in non-FMA architectures that quadratic factorization may be a useful route for further optimization.
4.6.2 Optimization of simple function evaluation

Given the comments made in Section 4.4 it is important to understand the costs of evaluating \( \log \) and \( \sqrt{\cdot} \) compared to working out polynomials of various size. In float mode both \( \log \) and \( \sqrt{\cdot} \) are similarly expensive, so that for the main block of the algorithm for the central quantile, one application of one of these functions is helpful, but applying both is inefficient. For example, the main brake on Acklam’s formula is the slow computation of the tail, which as we have noted involves both a \( \log \) and \( \sqrt{\cdot} \) application.

One of the surprises of our analysis is the benefit of the efficiency in CUDA of the reciprocal square root function \( \text{rsqrt} \), especially in double precision. This means that the \( T_2 \) distribution, suitable scaled, is an unexpectedly efficient filtering distribution. We will return to this later.

5 The current Gaussian float quantile zoo considered on precision

In this section we will explore the precision characteristics of the existing range of commonly employed methods, in both float and double precision. For float mode we will consider

- Moro’s modification of the Beasley-Springer method \([14]\);
- Acklam’s non-iterated method \([1]\);
- Our earlier constructions of an essentially branchless formula for GPUs \([20]\);
- Giles’ construction of a highly-efficient formula for GPUs \([10]\);

In each case we explore the theoretical precision of the method, using an implementation in Mathematica\(^4\) employing high-precision arithmetic. In this way we see the essential properties of the formula employed. We consider the precision both inside the region certified by the originators for precision, and, where appropriate, the behaviour outside. First, however, we explore the overall relative precision in the unit interval. This will show the precision for the majority of samples, and is also indicative of the certified theoretical precision. In interpreting Fig. 1, we should note that the Moro formula was certified and constructed based on absolute rather than relative error, and that Giles’ formula is based on a weighted \( L_2 \) model rather than a supremum norm. Next we consider the behaviour in the left tail region, as show in Fig. 2. In Fig. 2 we have plotted

\(^4\)The notebooks employed are available on request from the corresponding author
the base-10 logarithm of the absolute value of the precision as a function of the base-10 log of the input u. We should recall that the Giles formula was not designed to perform well for points closer to zero than machine epsilon. The growth in the error before we get down to that level is, however, a concern. We have shown our two early branchless approximations ICND1 and ICND2, where ICND1 [20] was designed to have similar precision to the Acklam method, and ICND2 was a quicker less precise option.

These plots suggest that there is some room for improvement, at least as regards the criteria given in Sections 4.1 and 4.2. We shall now proceed to consider the construction of quantiles optimized for speed subject to a precision goal of $\epsilon_{RF} = 2^{-25} = 2.98 \times 10^{-8}$ working down to below $10^{-10}$, based on the essentially branchless approach and an exponential filtering distribution.

6 Normal samples from exponential

Now we consider the construction of normal samples from exponential samples, and proceed to a detailed practical implementation. We work on the right hand region and extend the mapping to the left region by odd symmetry. The recycling ordinary differential equation in the right hand region, $v \geq 0$ is simply

$$\frac{d^2 Q}{dv^2} + \frac{dQ}{dv} = Q\left(\frac{dQ}{dv}\right)^2$$  \hspace{1cm} (67)$$

with the initial conditions $Q(0) = 0$, $Q'(0) = \sqrt{\pi}/2$. This has the formal solution

$$Q(v) = \Phi^{-1}(1 - 1/2e^{-v})$$  \hspace{1cm} (68)$$

where $\Phi$ is the normal CDF. To extract useful representations we proceed as follows. This equation may first be solved by the method of series. However, the resulting solution turns out to be an asymptotic series best used to a small number of terms in a neighbourhood of $v = 0$. The series solution is easily found to be,
using exact coefficients:

\[
Q(v) = \sqrt{\frac{\pi}{2}} v - \frac{1}{2} \sqrt{\frac{\pi}{2}} v^2 + \frac{(2\sqrt{\pi} + 3\pi^{3/2}) v^3}{12\sqrt{2}} - \frac{(\sqrt{\pi} + 3\pi^{3/2}) v^4}{24\sqrt{2}}
\]

\[
+ \frac{(4\sqrt{\pi} + 50\pi^{3/2} + 7\pi^{5/2}) v^5}{480\sqrt{2}} - \frac{(4\pi + 180\pi^{3/2} + 105\pi^{5/2}) v^6}{2880\sqrt{2}}
\]

\[
+ \frac{(8\sqrt{\pi} + 1204\pi^{3/2} + 1960\pi^{5/2} + 127\pi^{7/2}) v^7}{40320\sqrt{2}}
\]

\[
- \frac{(2\sqrt{\pi} + 966\pi^{3/2} + 3675\pi^{5/2} + 889\pi^{7/2}) v^8}{80640\sqrt{2}}
\]

\[
+ \frac{(16\sqrt{\pi} + 24200\pi^{3/2} + 194628\pi^{5/2} + 117348\pi^{7/2} + 4369\pi^{9/2}) v^9}{5806080\sqrt{2}}
\]

\[
- \frac{(16\sqrt{\pi} + 74640\pi^{3/2} + 1190700\pi^{5/2} + 1493520\pi^{7/2} + 196605\pi^{9/2}) v^{10}}{58060800\sqrt{2}}
\]

\[
+ O(v^{11})
\]  

While this expression is interesting, it does not work far enough out to be of much practical use, so a different approach is needed - if we wish to retain the use of the above expression we would need to patch in another algorithm. One could consider solving the differential equations about several points. However, as already noted, important point for modern computation is to try to avoid “IF” statements in the computer implementation. Such branches do not make use of the best features of modern GPU systems, such as the NVIDIA Tesla system \[22\]. The standard rational approximations all have breaks as follows in the positive quantile region \( Z \geq 0, 0.5 \leq u < 1 \):

- Wichura’s AS241 \[23\]: two breaks, at \( u = 0.925 \) and \( u = 1 - e^{-25} \).
- Moro \[14\]: breaks at \( u = 0.92 \)
- Acklam Level 1 \[1\]: breaks at \( u = 0.97575 \);
- Giles’ quantile: breaks at \( u = 0.9983 \)

Wichura’s model is double precision, as is the iterated Acklam (Level 2) model.

How can we avoid the break, at least for most practical computations? The first thing to point out is that the “break” at \( u = 1/2 \) is fictitious in practical applications. It is more sensible to work on a half region, e.g. \( 0.5 \leq u < 1 \), and output both \( Z = \Phi^{-1}(u) \) and \( -Z \) for simulation purposes, i.e. always work antithetically. So we focus on the real breaks as in the list above. This break arises in standard approaches due to the fact that the standard quantile \( \Phi^{-1}(u) \) has rather a split personality - it is slowly varying in the central region where \( u \) is between a half and about \( 0.9 \), and then diverges to infinity as \( u \to 1^- \). This is shown in Fig. 3. If we work in an exponential base the situation changes. The function \( Q(v) = \Phi^{-1}(1 - 1/2e^{-v}) \) is shown in Fig. 4 for the region \( 0 \leq v \leq 37 \). This function now has a much simpler quality and we can aim to build a single useful rational approximation. It is then a matter of picking a target range and precision for the

Figure 3: The normal quantile in standard coordinates

Fig. 4 for the region \( 0 \leq v \leq 37 \). This function now has a much simpler quality and we can aim to build a single useful rational approximation. It is then a matter of picking a target range and precision for the
desired result. In Fig. 4 we have plotted the function in the range $0 \leq v \leq 37$, showing the single character of the function, that will allow a single rational approximation to be made.

For precision we shall require relative error below $\epsilon_{RF} = 2^{-25} = 2.98 \times 10^{-8}$, and will consider rational approximations designed to work on a target interval down to at least $10^{-10}$. This was explored using the high-precision arithmetic of Mathematica to work out the normal quantile deep into the tail, and the function \texttt{MiniMaxApproximation} to create the rational approximation. The function actually approximated was

$$\frac{Q(v)}{v} = \frac{1}{v} \Phi^{-1}(1 - 1/2e^{-v})$$

and the power series for $Q$ was used in a small neighbourhood of the origin to allow \texttt{MiniMaxApproximation} to work preserving precision near the origin, where $Q(0) = 0$. The settings employed for the computation were

- \texttt{Brake} $\rightarrow$ 20, 20;
- \texttt{WorkingPrecision} $\rightarrow$ 20;
- \texttt{MaxIterations} $\rightarrow$ 400;

6.1 A new normal quantile for float applications

A rational approximation of degree (5, 6) was found with the desired precision. The relative error is shown in Fig. 5 and is less than $2.98 \times 10^{-8}$ on $0 \leq v \leq 25$, corresponding to $u$ differing from zero by $2.22 \times 10^{-10}$. The resulting form for $Q(v)$ is as follows

$$Q(v) = \frac{v \ast p(v)}{q(v)}$$
where \( p \) and \( q \) are polynomials of degree 5 and 6 respectively, with nested C-forms as follows, where we produce the higher-precision output generated by Mathematica. The numerator \( p \) is
\[
1.2533141012558299407 + v*(2.4101601285733391215 + v*(1.3348090307272045436 + v*(0.23753954196273241709 + (0.011900603295838260268 + 0.00011051591117060895699*v)*v)))
\]
and the denominator \( q \) is
\[
1 + v*(2.4230267574304831865 + v*(1.8481138350821456213 + v*(0.50950202270351517687 + v*(0.046292707412622896113 + (0.001057990915338770381 + 2.5996479253181457637e-6*v)*v))))
\]
For completeness, an algorithm for normal samples based on this is (in the first two steps we give in brackets the better form using a reflection and scaling to simplify the first part and avoid precision reduction near unity):
- sample \( u \) in \( \frac{1}{2} \leq u < 1 \) (or, better, \( 0 < u < 1 \));
- evaluate \( v = -\log[2(1 - u)] \), (then, better, \( v = -\log[u] \));
- evaluate \( Z = Q(v) \) with \( Q \) given by the rational approximation;
- output the antithetic pair \( Z, -Z \).

If an exponential base is used we are essentially employing the last two steps. This is what should be done ideally to get maximum precision. A quantile for managing the entire range \((0, 1)\) is given in CUDA kernel form in Appendix A. It is that model that is investigated in the next sections with regard to theoretical precision, realized precision and speed.

### 6.2 Theoretical precision analysis

The error characteristics of the two new formula is shown in the Figures 6 and 7. Fig. 6 illustrates the fact that we have satisfied the precision goal in each case for the main region. The behaviour in the deep tail is shown in Fig. 7. This illustrates the depth of precise tail penetration by the two algorithms. Our view was that \( 10^{-10} \) is appropriate for Monte Carlo simulations with about \( 10^8 \) samples. The Mathematica notebook used to generate such schemes can be obtained on request from WS, and it is not difficult to generate branchless schemes valid over still larger regions.

In reality these theoretical precisions computed in full precision will not be reproduced when passed through CUDA, or C++ in float mode. However, we see a significant improvement in the number of significant figures for numbers of order \( u = 10^{-7} \). A number of sample computations in CUDA revealed that these schemes were generating realized precision of order \( 3 \times 10^{-7} \) in contrast to about \( 1 \times 10^{-3} \) from the Giles formula, which has similar characteristics to the CUDA 4 library.
6.3 Realized precision analysis

To explore this reality we utilized the GPU-link capabilities built in to Mathematica version 8 and passed tail data to the GPU, ran the kernel forms of the Acklam, Giles and (5, 6) formulae and then passed the results back to Mathematica. The results are shown in Figure 8. The new formula preserves a precision better than about $3.1 \times 10^{-7}$ down to $u = 10^{-11}$. We should also point out that none of these float formulae can deal with the right hand region effectively. The value of machine epsilon significantly limits the generation of extreme positive values, which is an argument for moving to double precision.

6.4 Timing comparisons

In our earlier study we compared Acklam’s quantile with the codes ICNDfloat1 and ICNDfloat2 and found that Acklam’s quantile remains superior on a CPU, but was improved on by the branchless schemes on a GPU. On balance the avoidance of any “special function” calls means that on a CPU the central simple scheme wins out, but that on a GPU the application of both square roots and logs in the tail algorithm slows down the code rather dramatically.

Here we will re-analyse the GPU efficiency of the Acklam and Giles models compared to our new (5, 6)
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rational model. For a proper GPU analysis the code was ported initially to a GTX285 GPU, and followed up with re-computation on a GTX480, Quadro 4000, Tesla C2050 and re-run in the same way. Timings for the quantile call were as given in Table 1. The benefit of working in branchless form is now clear. The

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Timing [ms]</th>
<th>Timing [ms]</th>
<th>Timing [ms]</th>
<th>Timing [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU</td>
<td>GTX285</td>
<td>Quadro 4000</td>
<td>GTX 480</td>
<td>C2050</td>
</tr>
<tr>
<td>Acklam</td>
<td>197.0</td>
<td>699.05</td>
<td>211.8</td>
<td>279.8</td>
</tr>
<tr>
<td>Giles</td>
<td>104.3</td>
<td>222.56</td>
<td>84.6</td>
<td>114.0</td>
</tr>
<tr>
<td>branchless (5,6)</td>
<td>114.2</td>
<td>230.07</td>
<td>85.7</td>
<td>114.5</td>
</tr>
</tbody>
</table>

Table 1: Single precision timings for various normal quantiles on GPU

improvement over the older Acklam form, can make a difference, especially if one is solving an SDE via many calls to a normal random variable prior to evaluating a payoff. Users of GPUs must make a judgement as to the relative merits of the Giles scheme vs our own proposals. In our view a substantial increase in tail accuracy justifies a very small decrease in speed, which is only about 0.5% on a modern professional class GPU. We also point out that our own computations are based on a supremum norm in the relative error - it is possible that the lack of tail precision in the Giles quantile may be due to the use of an $L_2$ error norm that does not provide control over a tail region that is small in that norm. Our understanding is that the algorithm for $erfinv$ in the CUDA 4 toolkit is based on the Giles model but uses some additional internal hardware tricks on log etc. to which we do not have access, so some further optimization of the (5,6) model is also likely to be possible - the results here are all based on openly available functions.

In the full philosophy of this paper, one would of course use an exponential base for many different computations and distributions and possibly pre-store a large set of exponential samples created by efficient methods. The overhead of converting to normal is then the evaluation of a simple rational function and the performance benefits are magnified many times over those given in Table 1.

7 High precision work

One can also consider working to double precision on a modern Nvidia GPU. The need for double precision is somewhat contentious in the Monte Carlo framework, but it seems to us that while some computations might be satisfactory in float, one does need to check. While purely additive Monte Carlo summations are almost certainly be OK, one can never be sure about any computation in float until one has seen that repeating in double gives consistent answers. Furthermore, the commonplace approach to working out mathematical derivatives by differencing can generate a substantial precision loss, as it involves an essential subtraction. These are well-established concerns. To these we add the issues associated with generate regions in the right tail with $u$ close to unity, for which the float form of machine epsilon is a killer issue. In our own experiments the right tail no longer has a proper distribution of values but instead has a concentration of particular values of

$$\Phi^{-1}(1 - 2^{-24}) = 5.2497, \quad \Phi^{-1}(1 - 2^{-23}) = 5.16658$$

(72)

and no higher. Thus the sample is thereby distorted and capped at a low value. While this problem persists in double precision, the limiting levels (as is already noted by Acklam) are at

$$\Phi^{-1}(1 - 2^{-54}) = 8.29236, \quad \Phi^{-1}(1 - 2^{-53}) = 8.20954$$

(73)

which are unlikely to be achieved in a simulation of foreseeable size.

The next matter to establish is the quality of standard methods. There are two well-established candidates. These are

1. Wichura’s AS241;
2. The refined Acklam method, where the level one approximation is fed once through a Newton-Raphson-Halley method.

How do we do a quality check on such high precision methods? We will use the Mathematica function $\text{InverseErf}$ as our benchmark. However, this will not be done blindly on the assumption that it is necessarily
The quantile based on this has been independently assessed against the known exact solution for the Gaussian quantile developed by Steinbrecher and Shaw \cite{21} that is known in series form. The formula for this in a computation-suitable representation is also available at \protect\url{http://en.wikipedia.org/wiki/Probit} and as a series has been coded up both in Mathematica and quadruple-precision FORTRAN based on the Absoft compiler. Based on these three implementations various cross-verifications have been carried out. For example, the quad-precision FORTRAN code that agrees with Mathematica’s internal InverseErf to a precision of better than $10^{-29}$ on the interval $[e, 1-e]$, with $e = 0.0007$. Near the centre of the unit interval the truncated series written in Mathematica agrees with InverseErf to much better than quad precision. So we have considerable confidence that our benchmark is precise enough for any double-precision evaluation.

In the context of double precision we will restrict attention to realized precision, and this has been evaluated directly using Mathematica 8’s capability to embed CUDA kernels. We send a controlled sequence of double-precision numbers in $(0, 1)$ to a kernel of interest, send the results back and compare with our high-precision benchmark. First, in Fig. 9 we show the left-tail outcome for doing this for a CUDA implementation of AS241. This confirms that double precision is realized consistently throughout the region of interest. AS241, in common with every scheme, suffers a small loss of realized precision in the neighbourhood of $u = 0.5$, where the quantile is zero, and this is shown by the small blip at the right. This is not a matter of concern especially as the absolute precision in a neighbourhood of $u = 0.5$ is very good. This plot, in common with the others, shows $-\log_{10}(\text{approx/exact} - 1)$ as a function of $-\log_{10}(u)$, and the vertical line shows the range bound set by machine epsilon. In practice real Monte Carlo simulations are only likely involve data well to the right of this line. The corresponding error plot for the iterated Acklam form is shown in Fig. 10. There is, in this implementation, a small glitch in precision for values of $u$ below $10^{-5}$, but the overall levels are very good.\footnote{This might, of course, be a bug in our implementation in CUDA, but we have been unable to find an error, and a corresponding implementation in high precision in Mathematica produces a different manifestation of precision loss.}
7.1 Double precision quantiles for GPU work

In order to produce a faster double-precision quantile for GPU work, we can consider either

- aiming to be essentially branchless using a single formula over the entire range;
- having a low warp divergence probability but with a faster formula.

In our earlier study [20] we produced an essentially branchless formula based on an exponential transformation, and Giles has also generated a double precision analogue in his approach based on a branching formula with a low warp divergence probability.

First the Giles formula is evaluated on the same basis as AS241 and the iterated Acklam model, and the results are shown in Fig. 11. This, in our view, suffers from the same precision degradation as the float model, and again we suspect that this is due to the use of an \( L_2 \) norm rather than a supremum norm.

![Figure 11: Precision of double precision Giles (CUDA 4 similar) model in left tail](image)

The production of suitable approximations to compete with these methods follows the same path as considered for the float case, except that now

- the target for relative precision is now to be less than \( \epsilon_{Rd} = 5.55 \times 10^{-17} \)
- the domain is \( (\epsilon_{Rd}, 1 - \epsilon_{Rd}) \).

7.2 A branchless solution

![Figure 12: Precision of branchless model in left tail](image)

In order to achieve the desired relative precision on the given domain, we first considered a branchless solution based again on the simple exponential distribution. With the change of variables \( v = -\log(2 \times u) \) on the left region \( 0 < u < 1/2 \), and \( v = -\log(2 \times (1 - u)) \) on the right region \( 1/2 < u < 1 \) it is straightforward
to construct a rational approximation of degree \((13, 13)\) satisfying an relative theoretical error bound of less than \(5.4 \times 10^{-17}\) on an extension of the target domain up to \(v = 42\), corresponding to a quantile point of \(u = 2.875 \times 10^{-19}\). This is essentially a small variation of our previous double precision model given in [20], also based on a \((13, 13)\) model, adapted to target the bound \(\epsilon_{Rd}\) within the largest domain possible. The kernel is shown in Appendix B. The realized precision of this model is shown in Fig. 12.

### 7.3 Filtering on the t2-distribution

An interesting feature of some GPUs is that they involved an unusually efficient implementation of the reciprocal square root function

\[
\text{rsqrt}(x) \equiv \frac{1}{\sqrt{x}}
\]  

and in double precision this is much faster than the logarithm function. This suggests we explore the sequence in which a uniform random variable is mapped to a suitable sample of the Student t distribution with two degrees of freedom, and then this is re-mapped by appropriate solution of the recycling ODE. Specifically, we will consider an intermediate random variable that is of the form

\[
V = \frac{T_2}{\sqrt{2}}
\]  

The quantile function for this random variable is just

\[
Q_v(u) = \frac{(u - 1/2)}{\sqrt{u - u^*u}}
\]  

and the mapping from \(V\) to a normal random variable is the composition of the CDF of \(V\) with probit:

\[
\Psi(v) = \Phi^{-1}\left(\frac{1}{2}\left[1 + \frac{v}{\sqrt{1 + v^2}}\right]\right)
\]

We have experimented with the rational approximation of \(\Psi\) and while it is difficult to give an economical branchless solution, it serves as the basis for a very fast branching solution but with low warp divergence. Specifically, we have found a rational approximation of degree \((14, 15)\) that satisfies the error bound for \(0 \leq v \leq 15.5\). Furthermore,

\[
\Psi(15.5) = 3.07933
\]

for which \(u = 0.998963\), giving a low warp divergence probability, if implemented as a standard "IF" statement. This therefore provides the basis for a hybrid model in which we put back a branch point, but deep into the tail. In the central region the computation is done by using the \(T_2\) as an intermediate distribution, and in the tail the computation is done using the already computed branchless solution. The precision characteristics are indistinguishable from the branchless case and are shown in Fig. 13.

There is one final point about the way we have implemented the branching for this case, as we do not have warp divergence at all. The algorithm implements the central \(T_2\) filter if all the threads the warp should follow the central path, otherwise all the threads fall back to our branchless model. This is accomplished in the code by warp voting using the \texttt{all()} command.

### 7.4 Timing comparisons

The comparisons on a modern GPU are very interesting. We have completed a comparison of seven algorithms on four GPUs. The four algorithms are:

- Acklam’s one-pass method, but coded in double precision (DP);
- The Acklam-Lea DP method;
- AS241 (Burkardt code as of early 2009);
- the CUDA 4 erfiv model;
- Giles double precision erfiv model;
- Our latest pure breakless model;
- Our $T_2$ exponential hybrid.

Our understanding is that the CUDA and Giles models are different for double precision, though we have found them to have similar precision characteristics. The four GPUs considered are

- GTX 285;
- Quadro 4000;
- GTX 480;
- Tesla C2050.

The timings in $ms$ for the test program are reported in Table 2 with compilation for compute capability 1.3 in the case of the 285, and 2.0 in the case of the Quadro 4000, GTX 480 and Tesla C2050.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Timing $t[ms]$</th>
<th>Timing $t[ms]$</th>
<th>Timing $t[ms]$</th>
<th>Timing $t[ms]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acklam non-iterated as double</td>
<td>2391.97</td>
<td>1278.25</td>
<td>949.46</td>
<td>611.44</td>
</tr>
<tr>
<td>Acklam iterated</td>
<td>5821.62</td>
<td>3133.62</td>
<td>2305.16</td>
<td>1488.53</td>
</tr>
<tr>
<td>AS24I</td>
<td>3014.99</td>
<td>1675.05</td>
<td>1285.20</td>
<td>797.88</td>
</tr>
<tr>
<td>CUDA 4 DP</td>
<td>3541.24</td>
<td>1950.91</td>
<td>1441.11</td>
<td>930.36</td>
</tr>
<tr>
<td>Giles DP</td>
<td>1594.69</td>
<td>1016.50</td>
<td>811.51</td>
<td>486.49</td>
</tr>
<tr>
<td>Breakless (Appendix B)</td>
<td>2013.04</td>
<td>1178.17</td>
<td>889.35</td>
<td>562.82</td>
</tr>
<tr>
<td>Hybrid $T_2$ (Appendix C)</td>
<td><strong>1551.58</strong></td>
<td><strong>933.01</strong></td>
<td><strong>607.20</strong></td>
<td><strong>448.13</strong></td>
</tr>
</tbody>
</table>

Table 2: Double precision timings for various normal quantiles on GPU

The use of the $T_2$ as an intermediate distribution results in a clear win for this method on performance grounds, and given that it also provides clear double precision accuracy over the range of interest for Monte Carlo work, we argue that it is a good candidate for the preferred method on GPUs. We note that this choice seems best reserved for double precision work - the advantage arises from the relatively fast speed of the inverse square root operation compared to the logarithm in double precision under CUDA. We do not see this advantage in float arithmetic. We also note that on GTX cards, it is possible to go slightly faster still\(^6\) using a hybrid with more branches and optimized $T_2$ intermediates for a near tail, but these offer no benefit on the C2050 Tesla. Finally our latest breakless method comes in 3rd behind the hybrid and Giles approaches, but has the merit of robustness with respect to any increase in the number of threads per warp. We also briefly explored polynomial representations of the mapping in the central region in order to avoid a costly divide, but found it hard to get close to the target supremum error bound. An example computation with degree 32 over the target range $[0, 15.5]$ got us down to only $O(10^{-7})$.

\(^{6}\)Requests for code implementing this idea can be made to the authors
8 Hyperbolic and Variance Gamma - some groundwork

In this section we move to other distributions of interest to finance. First we consider the hyperbolic distribution, and then the variance gamma. These will have in common a non-normal base distribution, and will illustrate the use of a 2-sided exponential base instead.

8.1 Hyperbolic quantile from exponential base

This was originally motivated by Bagnold’s classic study of sand [4], and was given a clear mathematical description by Barndorff-Nielsen [5], who also generalized it. The applications to finance have been explored Eberlein and Keller [6]. A direct treatment of the quantile function for the symmetric case has been given by Xiong [24]. He we shall explore the conversion of samples from a suitable exponential distribution to samples from the hyperbolic. Hyperbolic distributions can of course be sampled as random mixtures of a normal distribution. Our method facilitates the use of hyperbolic marginals coupled to an arbitrary copula, and and this example also illustrates how cleanly the choice of a suitable base simplifies the computations of the quantile - the exponential base regularizes the tail in an elegant way.

The probability density function is known explicitly as

\[ f(x, \alpha, \beta, \delta, \mu) = \frac{\gamma}{2\alpha \delta K_1(\delta \gamma)} \exp\left\{-\alpha \sqrt{\delta^2 + (x - \mu)^2} + \beta (x - \mu)\right\} \]

where \( \gamma = \sqrt{\alpha^2 - \beta^2} \), with \( |\beta| < \alpha \). In what follows we shall translate the origin so that \( \mu = 0 \), with density

\[ f(x, \alpha, \beta, \delta) = \frac{\gamma}{2\alpha \delta K_1(\delta \gamma)} \exp\left\{-\alpha \sqrt{\delta^2 + x^2} + \beta x\right\} \]

The \( H \)-function for the target distribution is given by the negative of the logarithmic derivative:

\[ H(x) = -\frac{d}{dx} \log f(x, \alpha, \beta, \delta) = \frac{\alpha x}{\sqrt{\delta^2 + x^2}} - \beta \]

and it is evident that for large \( x \),

\[ H(x) \sim \text{sign}(x) \alpha - \beta = \pm \alpha - \beta. \]

Bearing in mind that the exponential distribution is characterized by a constant \( H \)-function, we will use a pair of exponential distributions for the base case. When we solve the resulting recycling equations, it will simplify matters to set \( Q(0) = 0 \) for the boundary conditions, and in order to get the proportion of the random variables that are positive and negative correct with this choice, we let

\[ p_+ = \int_0^\infty dx \frac{\gamma}{2\alpha \delta K_1(\delta \gamma)} \exp\left\{-\alpha \sqrt{\delta^2 + x^2} + \beta x\right\} \]

\[ p_- = \int_{-\infty}^0 dx \frac{\gamma}{2\alpha \delta K_1(\delta \gamma)} \exp\left\{-\alpha \sqrt{\delta^2 + x^2} + \beta x\right\} \]

so clearly \( p_+ + p_- = 1 \). We choose the base distribution to have the form

\[ f_0(x) = \begin{cases} p_+(\alpha - \beta)e^{-(\alpha - \beta)x} & \text{if } x > 0, \\ p_-(\alpha + \beta)e^{(\alpha + \beta)x} & \text{if } x < 0, \end{cases} \]

The quantile function for sampling from \( f_0 \) has the trivial form:

\[ v = Q_0(u) = \begin{cases} \frac{1}{\alpha + \beta} \log(u/p_-) & \text{if } u < p_-, \\ \frac{1}{\alpha - \beta} \log((1 - u)/p_+) & \text{if } u > p_- \end{cases} \]

So samples from the base can be made easily. To convert them into samples from the hyperbolic we solve a left and right differential equation. The right problem is of the form

\[ \frac{d^2Q}{dv^2} + (\alpha - \beta) \frac{dQ}{dv} = \left( \frac{\alpha Q}{\sqrt{\delta^2 + Q^2}} - \beta \right) \left( \frac{dQ}{dv} \right)^2 \]
on \( v > 0 \) with the initial condition \( Q(0) = 0 \) and
\[
\left. \frac{dQ}{dv} \right|_{v=0} = \frac{Q'(p_\text{+})}{f(0)} = p_\text{+} (\alpha - \beta) 2^{\frac{\alpha \delta}{\gamma}} K_1(\delta\gamma)e^{\alpha\delta}
\]
(87)

The left problem is
\[
\frac{d^2Q}{dv^2} - (\alpha + \beta) \frac{dQ}{dv} = \left( \frac{\alpha Q}{\sqrt{\delta^2 + Q^2}} - \beta \right) \left( \frac{dQ}{dv} \right)^2
\]
(88)

on \( v < 0 \) with the initial condition \( Q(0) = 0 \) and
\[
\left. \frac{dQ}{dv} \right|_{v=0} = \frac{Q'(p_\text{-})}{f(0)} = p_\text{-} (\alpha + \beta) 2^{\frac{\alpha \delta}{\gamma}} K_1(\delta\gamma)e^{\alpha\delta}
\]
(89)

The solution to this differential system is readily visualized. If we use a sixth-order explicit RK method as before, with parameters \( \alpha = 1 = \delta, \beta = 0 \) for illustration, the result for the recycling mapping is show below, together with the identity map (diagonal line).

![Figure 14: Plot of the mapping for conversion of exponential to hyperbolic](image)

8.2 VG quantile from exponential base

The variance-gamma density was introduced by Madan and Seneta [12] as a model for share market returns. The density is given, for \( \lambda > 0, \alpha > 0, |\beta| < \alpha \), by
\[
e^{\beta x}\left| x \right|^{\lambda - \frac{1}{2}} \frac{(\alpha^2 - \beta^2)^\lambda K_{\lambda-\frac{1}{2}}(\alpha|x|)}{(2\alpha)^{\lambda-1/2}\sqrt{\pi}\Gamma(\lambda)}
\]
(90)

In the region \( x > 0 \) the \( H \)-function is given by
\[
H(x) = -\frac{d}{dx} \log(f) = \frac{\alpha K_{\lambda-3/2}(\alpha x)}{K_{\lambda-1/2}(\alpha x)} - \beta \sim (\alpha - \beta) + \frac{1 - \lambda}{x} + O \left( \frac{1}{x^2} \right)
\]
(91)

In the region \( x < 0 \) the \( H \)-function is given by
\[
H(x) = -\frac{d}{dx} \log(f) = -\frac{\alpha K_{\lambda-3/2}(-\alpha x)}{K_{\lambda-1/2}(-\alpha x)} - \beta \sim -(\alpha + \beta) + \frac{1 - \lambda}{x} + O \left( \frac{1}{x^2} \right)
\]
(92)

These asymptotic relationships suggest that the VG model may be treated in a similar way to the hyperbolic case, as the asymptotics are closely related with a good match to the exponential base. This time the probabilities \( p_{\pm} \) are given by
\[ p_+ = \frac{(\alpha^2 - \beta^2)\lambda^{\frac{\lambda-1}{2}}}{(2\alpha)\lambda^{\frac{\lambda-1}{2}}\sqrt{\pi}\Gamma(\lambda)} \int_0^\infty dx e^{\beta x} x^{\lambda-\frac{1}{2}} K_{\lambda-\frac{1}{2}}(\alpha x) \]
\[ = 2^{2\lambda-1} \frac{(\alpha^2 - \beta^2)\lambda^{\frac{\lambda-1}{2}}}{(2\alpha)\lambda^{\frac{\lambda-1}{2}}\sqrt{\pi}\Gamma(\lambda+1)} \Gamma\left(\lambda + \frac{1}{2}\right) {}_2F_1\left(2\lambda, \lambda; \lambda + 1; \frac{\alpha^2 - \beta^2}{\alpha^2 + \beta^2}\right), \]
\[ p_- = \frac{(\alpha^2 - \beta^2)\lambda^{\frac{\lambda-1}{2}}}{(2\alpha)\lambda^{\frac{\lambda-1}{2}}\sqrt{\pi}\Gamma(\lambda)} \int_0^\infty dx e^{-\beta x} x^{\lambda-\frac{1}{2}} K_{\lambda-\frac{1}{2}}(\alpha x) \]
\[ = 2^{2\lambda-1} \frac{(\alpha^2 - \beta^2)\lambda^{\frac{\lambda-1}{2}}}{(2\alpha)\lambda^{\frac{\lambda-1}{2}}\sqrt{\pi}\Gamma(\lambda+1)} \Gamma\left(\lambda + \frac{1}{2}\right) {}_2F_1\left(2\lambda, \lambda; \lambda + 1; \frac{\beta^2 - \alpha^2}{\alpha^2 + \beta^2}\right), \]

where we have used identity 6.621.3 from [3] to evaluate the integrals giving the probabilities that the VG random variables is positive or negative. It is easily checked that if \( \beta = 0 \) then \( p_+ = p_- = 1/2 \).

The difference between VG and hyperbolic is that in the case of VG the details of what has to be done are sensitive to the value of \( \lambda \). First, we note that if \( \lambda = 1 \) the VG model is trivial as it is identical to the base, so that \( Q(v) \equiv v \). If \( \lambda > 1 \) matters remain reasonably straightforward, as both \( f \) and \( H \) exist at \( v = 0 \), with \( H(0) = 0 \). The recycling ODE may be solved as before, though many steps may be needed near \( v = 0 \) if \( \lambda \) remains close to and just above 1. When \( 0 < \lambda < 1 \) matters are more complicated, as then \( H(0) \) is divergent, and furthermore the density becomes singular in the range \( 0 < \lambda \leq 1/2 \). The density has a log divergence when \( \lambda = 1/2 \), and otherwise diverges as \( x^{2\lambda-1} \). All of these issues may in principle be addressed by doing analytical estimates in a small neighbourhood of the origin and starting the numerical treatment at a small distance from the origin - as noted several different cases must be considered and full details will be given elsewhere.

9 Conclusions

This paper has developed two related threads of thought. First, risk simulations depend critically on having a realistic (fat-tailed) model of asset returns. The methods developed here allow traditional Gaussian samples to be converted to other distributions via the application to the samples of the solution of a recycling differential equation. The recycling differential equation is the ODE for transforming samples from a density \( f_0 \) to a density \( f_1 \), and is

\[ \frac{d^2 Q(v)}{dv^2} + H_0(v) \frac{dQ(v)}{dv} = H_1(Q(v)) \left( \frac{dQ(v)}{dv} \right)^2, \]

where

\[ H_1 = -\frac{d}{dx} \log[f_1(x)] \]

We have given an explicit example for the Student t case, where a power series emerges coupled to a tail model. Other more complicated distributions with an explicit density may be handled similarly or numerically, and other base distributions may be treated. In particular we can use changes of variable to construct “essentially IF-less” algorithms for objects like the normal quantile. The efficiency of such algorithms in GPU computation is of interest, and the methods introduced here can be considered for other target distributions. In contrast to the normal case, where there are no parameters beyond the translation and scale, we must first solve the RODE with the relevant parameters and then develop a suitable fast approximation.

These methods also simplify the use of a Gaussian or T-copula, since the two steps of mapping to the unit hypercube and back to the marginals may be folded together into one operation, where the solution to the RODE is applied directly in one step. Of course, the methods developed here rely on the ability to compute the logarithmic derivatives of the target and base densities. Where the target density is not known explicitly, but its characteristic function is known, other methods must be used. Investigations of the resulting integro-differential equations will be reported elsewhere.

The second thread of thought concerns the detailed practicalities of building good quantile implementations for Monte Carlo use. We have set out the numerical and computer science issues that are relevant
to this in general. Then, as a particular application of these methods for recycling, we have carried out an extensive re-evaluation of the methods used for computing the normal quantile, especially in a GPU environment. We have reported new formulae for the normal quantile in both float and double mode. In float mode our approach is competitive on speed with the fast formula developed by Giles but offers, we believe, a substantial improvement in precision. In double precision we have provided a new formula which outperforms all other methods known to us on GPU speed while preserving full double precision on a range more than enough for Monte Carlo simulations.
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Appendix A: The (5,6) rational CUDA kernel for float code

Here is the code for the (5,6) rational model in a form suitable for CUDA. The extra significant figures are ignored by the compiler, but we include the full precision form generated in Mathematica for information. The code is written as a sequence of maps $p \rightarrow p*a + b$ in order to make good use of FMA operations.

```c
__inline__ __device__ float ws_norminvf(float u)
{
  float half_minus_u = 0.5f - u;
  float v, p, q;
  float x = copysignf(2.0f*u, half_minus_u);
  if (half_minus_u < 0.0f) x += 2.0f;
  v = __logf(x);
  p = 1.105159111706089699e-4f;
  p = p*v + 0.011900603295838260268f;
  p = p*v + 0.23753954196273241709f;
  p = p*v + 1.3348090307272045436f;
  p = p*v + 2.4101601285733391215f;
  p = p*v + 1.2533141012558299407f;
  q = 2.5996479253181456737e-6f;
  q = q*v + 0.0010579909915338770381f;
  q = q*v + 0.04629720741262286113f;
  q = q*v + 0.50950202270351517687f;
  q = q*v + 1.8481138350821456213f;
  q = q*v + 2.4230267574304831865f;
  q = q*v + 1.0f;
  return -__fdividef(p, q) * copysignf(v, half_minus_u);
}
```
Appendix B: A double precision branchless quantile kernel

Here is an optimized double precision branchless algorithm in a form suitable for CUDA kernel use. The full data supplied by Mathematica’s high-precision rational function generator is included.

```c
extern "C" __global__ void ws_norminv_exp_42(double *in, double *out)
{
    int i = threadIdx.x + blockIdx.x * blockDim.x;
    double u = in[i];
    double half_minus_u = 0.5 - u;
    double v, p, q;
    double x = copysign(2.0*u, half_minus_u);
    if (half_minus_u < 0.0) x += 2.0;
    v = -log(x);
    p = 1.6478324245315890495515084024e-14;
    p = p*v + 5.0668742728961778456165208105e-11;
    p = p*v + 2.1015427206828001641073444523e-8;
    p = p*v + 2.7948631624831262156908418063e-6;
    p = p*v + 0.000158143647460605125860139269279;
    p = p*v + 0.00438343320745866724879101963414;
    p = p*v + 0.0646753575778845943457494008377;
    p = p*v + 0.535690416737220756622791398354;
    p = p*v + 2.57714610175675729492631703269;
    p = p*v + 7.33285309828701618935546741859;
    p = p*v + 12.3353630302640508603664862349;
    p = p*v + 11.9187726041215161859997693572;
    p = p*v + 6.0663482833794870534194478115;
    p = p*v + 1.25331413731550018371372639809;

    q = 9.3774528584890379942301072137e-13;
    q = q*v + 8.67759442958410980713288964586e-10;
    q = q*v + 1.946540986933033420443906215e-7;
    q = q*v + 0.0000166601689658474353532677312063;
    q = q*v + 0.0006614732230691089744136114895;
    q = q*v + 0.013581089497310892038923062896;
    q = q*v + 0.154424951968123464901887026825;
    q = q*v + 1.0181500127904396088746096372;
    q = q*v + 4.01114257592029176980269694161;
    q = q*v + 9.5878625580922129797776809938;
    q = q*v + 13.864178188242409731295280702;
    q = q*v + 11.7514614079486467058484941458;
    q = q*v + 5.3402456357282922382805531064;
    q = q*v + 1.0;

    // swap the following comments if using non-Fermi card
    out[i] = p * __drcp_rn(q) * copysign(v, -half_minus_u);
    //out[i] = p / q * copysign(v, -half_minus_u);
}
```
Appendix C: A double precision optimized quantile kernel

This is the code for the optimized hybrid using both $T_2$ and exponential intermediates.

```c
__inline__ __device__ double ws_norminv(double u)
{
    double u_minus_half = u - 0.5;
    double v, p, q;
    v = u_minus_half*rsqrt(u - u*u);
    v = copysign(v, 1.0);

    if (__all(v < 15.5)) // just use primary transformation
    {
        p = 1.782104085988425639109749e-8;
        p = p*v + 6.440474519924356219069418e-6;
        p = p*v + 0.000482136732375834750227199;
        p = p*v + 0.1232844599180035041777457;
        p = p*v + 0.13390798481944637772055615;
        p = p*v + 0.73212316942363313048949;
        p = p*v + 2.430915571221008791928114;
        p = p*v + 5.6556037408883856046439;
        p = p*v + 9.907612807645135082109572;
        p = p*v + 13.51564899715023382722088;
        p = p*v + 14.63872140375810008418256;
        p = p*v + 12.41571909215588206897004;
        p = p*v + 8.255845342301247665027723;
        p = p*v + 3.804419247607286580763273;
        p = p*v + 1.25331413731550185908045;

        q = 3.41007389843805543169697e-9;
        q = q*v + 1.4888724985457153876599909e-6;
        q = q*v + 0.000129187231775683976854636;
        q = q*v + 0.00381876799889919727517817;
        q = q*v + 0.0484137227036886168190771;
        q = q*v + 0.311137083202652744772247;
        q = q*v + 1.203384715056252135700492;
        q = q*v + 3.23143664621121418049417;
        q = q*v + 6.505661571707998298885286;
        q = q*v + 10.26672134308754370456444;
        q = q*v + 12.93267136518991650388775;
        q = q*v + 13.17959450512192709608378;
        q = q*v + 10.6293655270102434538252;
        q = q*v + 6.82541214720341441983086;
        q = q*v + 3.03548738048707095193619;
        q = q*v + 1.0;
    }

    else // fallback to exponential transformation
    {
        double x = copysign(2.0*u, -u_minus_half);
        if (u_minus_half > 0.0) x += 2.0;

        v = -log(x);

        p = 1.64783242453158904095515084024e-14;
        p = p*v + 5.06687427282961778456165208105e-11;
        p = p*v + 2.10154247206828001641073444523e-8;
        p = p*v + 2.79486316248312621569098418063e-6;
        p = p*v + 0.000158143467460605125860139269297;
    }
```

\begin{verbatim}
p = p*v + 0.00438343320745866724879101963414;
p = p*v + 0.064675357577884594357494008377;
p = p*v + 0.535690416737220756622791398354;
p = p*v + 2.57714610175675729492631703269;
p = p*v + 7.33285309828701618935546741859;
p = p*v + 12.3353630302640508603664862349;
p = p*v + 11.9187726041215161859997693572;
p = p*v + 6.06634828333794870534194478115;
p = p*v + 1.25331413731550018371372639809;
q = 9.37745285849037994230172137e-13;
q = q*v + 8.67759442958410980713288964586e-10;
q = q*v + 1.9465409869330334204439096215e-7;
q = q*v + 0.000016660168965847435353277312063;
q = q*v + 0.0066147322306910897444136114895;
q = q*v + 0.013581089497310892038923062896;
q = q*v + 0.154424951968123464901887026825;
q = q*v + 1.01815001279043960887846096372;
q = q*v + 4.01114257592029176980269694161;
q = q*v + 9.58786258092212979757768099938;
q = q*v + 13.8641781886242409731295280702;
q = q*v + 11.7514614079486467058484941458;
q = q*v + 5.34024563572829223828055331064;
q = q*v + 1.0;
// swap comments on following lines if on non-Fermi card
return p * __drcp_rn(q) * copysign(v, u_minus_half);
//return p / q * copysign(v, u_minus_half);
\end{verbatim}

These codes and justification of the precision plots in this paper are available at
\url{http://www.homepages.ucl.ac.uk/~ucahwts/quantiles/}