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Systematic reviews of diagnostic tests in cancer: review of methods and reporting

Susan Mallett, Jonathan J Deeks, Steve Halligan, Sally Hopewell, Victoria Cornelius, Douglas G Altman

Abstract

Objectives To assess the methods and reporting of systematic reviews of diagnostic tests.

Data sources Systematic searches of Medline, Embase, and five other databases identified reviews of tests used in patients with cancer. Of these, 89 satisfied our inclusion criteria of reporting accuracy of the test compared with a reference test, including an electronic search, and published since 1990.

Review methods All reviews were assessed for methods and reporting of objectives, search strategy, participants, clinical setting, index and reference tests, study design, study results, graphs, meta-analysis, quality, bias, and procedures in the review. We assessed 25 randomly selected reviews in more detail.

Results 75% (67) of the reviews stated inclusion criteria, 49% (44) tabulated characteristics of included studies, 40% (30) reported details of study design, 17% (15) reported on the clinical setting, 17% (15) reported on the severity of disease in participants, and 49% (44) reported on whether the tumours were primary, metastatic, or recurrent. Of the 25 reviews assessed in detail, 68% (17) stated the reference standard used in the review, 36% (9) reported the definition of a positive result for the index test, and 56% (14) reported sensitivity, specificity, and sample sizes for individual studies. Of the 89 reviews, 61% (54) attempted to formally synthesise results of the studies and 32% (29) reported formal assessments of study quality.

Conclusions Reliability and relevance of current systematic reviews of diagnostic tests is compromised by poor reporting and review methods.

Introduction

Diagnostic accuracy is essential for good therapeutic treatment. The case for systematic reviews is now well established, enabling efficient integration of current information and providing a basis for rational decision making. The methods used to conduct systematic reviews of diagnostic tests, however, are still developing.

Good methods and reporting are essential for reviews to be reliable, transparent, and relevant. For example, systematic reviews need to report results from all included studies, with information on study design, methods, and characteristics that may affect clinical applicability, generalisability, and potential for bias.

Systematic reviews of diagnostic studies involve additional challenges to those of therapeutic studies. There was evidence of bias when primary studies did not provide an adequate description of either the diagnostic (index) test or the patients, when different reference tests were used for positive and negative index tests, or when a case-control design was used.

We assessed the reliability, transparency, and relevance of published systematic reviews of evaluations of diagnostic tests in cancer with an emphasis on methods and reporting.

Methods

Literature search—Systematic literature searches used Medline, Embase, MEDION, Cancerlit, HTA, and DARE databases and the Cochrane Database of Systematic Reviews, from 1990 to August 2003. Additional searches included bibliographies of retrieved reviews and clinical guidelines for cancer identified from the web.

Inclusion criteria—We included reviews if they assessed a diagnostic test for presence or absence of...
cancer or staging of cancer including metastasis and recurrence; reported accuracy of the test assessed by comparison to reference tests; reported an electronic search and listed references for included studies; and were published from 1990 onwards.

Sample selection—We assessed all identified reviews generally and selected a random sample of 30 reviews stratified by the type of index test for more detailed assessment. In five reviews, however, the number of included studies was unclear, so 25 reviews were assessed in detail (see bmj.com).

Validity assessment and data abstraction—We assessed the methods and reporting of each review across nine domains—review objectives and search strategy, participants and clinical setting, index test, reference test, study design, study results, graphs and meta-analysis, quality and bias, and procedures used in the review—guided by previous publications. One reviewer (SM) undertook the general assessments. In the detailed assessments, two independent assessors extracted data from each review and reached a consensus by agreement or by reference to a third party. Our results evaluate the methods and reporting of the review. Primary diagnostic studies are often poorly reported so when authors of reviews said they had sought but not found information in the included studies, we counted this as reported.

Quality score—A quality score was produced for each of the nine domains by counting question responses judged to indicate a better review. For each review, we calculated a percentage of the maximum score for each domain and plotted the data as a star plot in Stata 8.0 (StataCorp, College Station, TX). We analysed the quality of the review according to the study objective, page length, year of publication, number of diseases, number of tests, and whether the test was an imaging technology.

Results

The table summarises the characteristics of the reviews. The reviews covered a range of types of diagnostic tests and tumour sites. We could not assess five of the 30 reviews assigned for detailed review because the number of studies included in the review was unclear. Details of findings across the nine assessment domains are on bmj.com. Average agreement between duplicate data extractors was 80%, most differences occurring through reader error or from ambiguity in the reviews, particularly for the details of the reference test.

Objectives, inclusion criteria, and search—The primary purpose of most reviews was to assess test accuracy; some did so as part of a clinical guideline or economic evaluation (see bmj.com). Three quarters (67/89) of the reviews stated inclusion criteria, though the number of studies included was unclear in 15 reviews. Nearly a third (32%, 8/25) of reviews searched two or more electronic databases, 80% reported their search terms, and 84% searched bibliography lists or other non-electronic sources.

Description of target condition, patients, and clinical setting—Half of the 89 reviews did not report whether tumours were primary, recurrent, or metastatic. Only 17% (15/89) reported clinical setting, and 45% reported characteristics of patients for individual studies. Of 17 reviews of primary or recurrent tumours assessed in detail, 10 did not consider possible effects of tumour stage or grade on test performance. Eighteen percent (16/89) of reviews collected information on the severity of disease but did not report it.

Study design—Twenty of the 25 reviews assessed in detail did not report or were unclear on whether included studies used consecutive recruitment of patients. Few reviews limited inclusion to study designs less prone to bias—namely, consecutive (8%, n = 2) or prospective (12%, n = 3) studies. Sixty percent (15) of reviews discussed test masking.

Description of index and reference tests—Only 36% (9/25) of reviews reported the definition of a positive result for the index test. In 40% (10/25) of reviews it was not clear if the included studies used the same, or different, index tests or procedures. Of reviews assessed in detail, 68% (17/25) reported the reference tests used in the review; 40% reported reference tests for each included study.

Reporting of individual study results and graphical presentation—Of the 89 reviews, 40% contained graphs of study findings, and 39% reported sensitivities and specificities, likelihoods ratios, or predictive values. Of reviews assessed in detail, 56% (14/25) provided adequate information to derive 2×2 tables for all included studies.

Meta-analysis, quality, and bias—Sixty one percent (54/89) of reviews presented a meta-analysis and 52% completed a formal assessment of quality. Twenty three of the 25 reviews assessed in detail discussed the potential for bias. Spectrum bias was most commonly
considered (80% of reviews), with verification bias and publication bias considered least (40%).

**Procedures in review**—Only 48% (12/25) of reviews provided information on review procedures, most reporting duplicate data extraction by two assessors (nine reviews), a method recommended to increase review reliability.

**Assessment of overall review quality**—The figure shows quality scores for each domain assessed by using star plots for the 25 reviews assessed in detail. Reviews of higher quality have longer spokes and larger areas within the stars. Reviews conducted for the three clinical guidelines and two health economic analyses were of particularly poor quality. Additional detailed assessment of seven further reviews of clinical practice guidelines included in our larger sample confirmed this pattern: four did not report the number of included studies, and the three remaining were of similar quality to the five in the figure. We identified two reviews with good overall methods and reporting that could serve as examples for new reviewers. Studies were not related to page length, year of publication, assessment of an imaging technology, or the number of diseases or index tests assessed.

**Star plots of methods and reporting quality of reviews.** Each review assessed in detail is represented by a star plot of nine domains, indicating the percentage of a maximum score in each domain, with domain scores indicated by clockwise directions. A review of high quality in all areas would correspond to a nonagon with all spokes at maximum length. The number of questions contributing to each domain score is listed in the key, with a scale bar. Reviews are ordered by primary objective of review to assess accuracy (or not) of diagnostic test, and within this by total quality score.

**Clinical guidelines and health economic reviews**

**Reviews with primary objective of assessing diagnostic accuracy**

**Direction of field score (number of questions)**

- 1. Objectives and search (6)
- 2. Participants and clinical setting (12)
- 3. Index test (6)
- 4. Reference test (4)
- 5. Study design (4)
- 6. Study results (7)
- 7. Graphs and meta-analysis (4)
- 8. Quality and bias (3)
- 9. Procedures in review (2)

**Scale bar 100% score**

**Discussion**

This review of reviews of diagnostic tests in cancer has highlighted the poor quality of the literature. Many reviews did not use systematic methods (57% of otherwise eligible reviews did not report an electronic search) and poor reporting was common (32% did not state the reference test used, 83% did not state the severity of the disease). The execution and reporting of systematic reviews of diagnostic tests clearly need to be improved.

Our assessment was based on all reviews we could locate of tests for cancer published between 1990 and 2003. The reliability of our assessment was good based on the high level of agreement (80%, interquartile range 72%-91%) between the two independent assessors of the detailed reviews. Few of our reviews contained large numbers of primary studies. In some specialties reviews may include 100 or more studies, making it difficult to report full information because of page limitations for journal articles. Creative use of appendix tables on journal or investigator websites should be considered. The forthcoming publication of Cochrane Reviews of Test Accuracy will also help remedy this challenge.

Other surveys of systematic reviews have found similar problems. In a review of meta-analyses of diagnostic tests across all specialties, Lijmer et al found that a systematic search was not reported in seven of 26 reviews. Dinnes et al found 51% of reviews listed more than one reference test. (Our figure of 53% may be an underestimate as 33% of reviews were either unclear or did not report on the reference test clearly enough to examine this question.)

**Reporting of details of primary studies**

Interestingly, Arroll et al found that 87% of primary diagnostic studies clearly defined positive and negative test results. Only 40% of reviews in our study reported a definition of positive test results or reported that it was not available in the primary studies. It seems likely that key information available in primary studies is being omitted from systematic reviews.

Transparent reporting of review methods and detailed reporting of the clinical and methodological characteristics of the included studies and their results is important to enable a reader to judge the reliability of both the review and the individual studies and to assess their relevance to clinical practice and the meaning of the results reported in the review. A lack of awareness of the complexities within diagnostic studies may have led to under-reporting of critical detail of review methods and included study characteristics.

Test methods and materials often vary between studies for both reference and index tests, but many reviews do not give details for each study. The population of patients being studied by the included studies varied so much that often different diseases were mixed together within a review.

Previous research in diagnostic studies has shown that case-control designs and non-consecutive recruitment of patients can lead to bias. Whether consecutive recruitment was used in primary studies was not reported or was unclear in 80% of our reviews.
Selection bias, however, was discussed in 14 reviews, 10 of which did not report or were unclear about the method of selection of patients. So, though many reviews discussed different types of bias, they did not always provide the information that would enable a reader to assess the risk of bias.

In our sample we found the quality of reviews completed for the purpose of clinical guidelines was poor, with worrying implications if these are the reviews guiding clinical practice. Reviews of diagnostic tests would be better carried out separately from the prepa-
ration of clinical guidelines.

Conclusions

Systematic reviews of diagnostic tests are complex and require reporting of detailed information about the design, conduct, and results of the included primary studies to ensure reviews are useful. We have shown the current poor quality of published reviews and indicated areas for improvement.

Contributors: See bmj.com.
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What is already known on this topic

Systematic reviews of randomised controlled trials are an established way of efficiently summarising multiple studies to provide an easily accessible evidence base for making decisions about healthcare interventions. In recent years many journals have published systematic reviews on accuracy of diagnostic tests, but the quality and usefulness of these reviews has not been systematically assessed.

What this study adds

The reliability and clinical relevance of published systematic reviews of diagnostic tests are compromised by poor review methods and poor reporting.

Systematic reviews of diagnostic tests require improved reporting of detailed information about the design, conduct, and results of the included primary studies, as well as review methods, as will be required in the forthcoming Cochrane Reviews of Test Accuracy.

Selection bias, however, was discussed in 14 reviews, 10 of which did not report or were unclear about the method of selection of patients. So, though many reviews discussed different types of bias, they did not always provide the information that would enable a reader to assess the risk of bias.

In our sample we found the quality of reviews completed for the purpose of clinical guidelines was poor, with worrying implications if these are the reviews guiding clinical practice. Reviews of diagnostic tests would be better carried out separately from the preparation of clinical guidelines.

Conclusions

Systematic reviews of diagnostic tests are complex and require reporting of detailed information about the design, conduct, and results of the included primary studies to ensure reviews are useful. We have shown the current poor quality of published reviews and indicated areas for improvement.
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Corrections and clarifications

Regulation and recalibration of doctors

Some readers might have been misled by the subtitle we added to this editorial by Mike Pringle (BMJ 2006;333:161-2 22 Jul). The subtitle “England’s chief medical officer’s report should resolve the uncertainty” might suggest that the report (by Sir Liam Donaldson) related only to England. This is not the case. Professor Donaldson is indeed the chief medical officer for England, but the report (and the editorial) concerned medical regulation throughout the United Kingdom (the General Medical Council is the regulatory body and covers all UK countries). The same lack of clarity was evident in the first news article, by Andrew Cole, in the same issue (p 163).

Variants Creutzfeldt-Jakob disease: prion protein genotype analysis of positive appendix tissue samples from a retrospective prevalence study

An error in the electronic processing of this paper by James W Ironside and colleagues resulted in the second part of his email address being omitted (BMJ 2006;332:1186-8 20 May). Correspondence about this paper should be emailed to james.ironside@ed.ac.uk.

A bipolar story

A technical editor’s fumble fingered typing led to Raquel Duarte, the author of this filler (BMJ 2006;333:245, 29 Jul), being given an incorrect email address. Her correct address is th0126305@sms.ed.ac.uk.
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