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“It may be thought by some that the investigation of the distribution of names is an idle amusement, productive of no utility of man. I have come to think, however...that it is a matter of much importance to the antiquarian, the historian the ethnologist and also to the more practical politician”

Henry Guppy, 1890:vi.

1. INTRODUCTION

A sense of regional identity remains important to the British population. Devolution, such as in Scotland and Wales, may be the most obvious means of enhancing regional identity, but there are many other manifestations of regional difference, such as the campaign for Cornish independence (BBC News, 2001), the “North/South Divide” (Duranton and Monastiriotis, 2001), “Clone Town Britain” (nef, 2005), and different patterns of sports teams affiliations at the national, regional and local scales. There is much historical, linguistic, anecdotal and genealogical evidence for the existence of cultural and ancestral heartlands within Britain. However, much of the research into the nature of these regions has focussed on single events, serendipitous datasets, or specific regional case studies, without regard to robust measurement and comprehensive coverage across Britain. This study will attempt unearth many of the underlying population structures, real and imagined, in Britain by harnessing the wealth of data provided by family names.

The linking of Geographical Information Systems and Census information has created an unprecedented volume of geo-referenced data (Batty and Longley, 1996). Family names, or surnames, and the geographical locations of people who bear them, are frequently recorded in population registers such as the Electoral Roll or Health registers, and names recorded in the Census of Population are made public 100 years after collection. Many surnames can be used to infer the geography of a range of linguistic, historical, genetic, social or environmental characteristics about their bearers at the time of creation (Hey, 2000). Individuals with similar, or identical, surnames may share, or have shared, similar characteristics such as a common original geographical location (Hey, 2000). Despite the wealth of information now available, the study of names in Geography is still in its pioneering phase (Zelinksy, 1997). The importance of location in surname production and reproduction, combined with the genetic and cultural links over generations, outlined below, forms the fundamental premise of this work. This work seeks to create a regional geography of Britain based on the surnames of current and historical populations. No previous study has been attempted on this scale in Britain, although similar studies have been undertaken in other European countries at coarse levels of granularity (e.g. Colantonio et al., 2003). Much of the analysis is
developed using an enhanced version of the British Electoral Register that identifies the names and locations of 45.6 million people in 2001. In addition, this work will provide a direct historical comparison with the regional geography of the surnames from the approximately 29 million people enumerated in the 1881 Census. The results presented show clear patterns of subpopulation structures within Britain, forming a strong basis for hypothesis generation relating to population dynamics and migration in future studies.


<table>
<thead>
<tr>
<th>Category</th>
<th>Example</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupational (Metonyms)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profession</td>
<td>Smith</td>
<td>Blacksmith/ metal worker</td>
</tr>
<tr>
<td>Office/ Trade</td>
<td>Reeve</td>
<td>Chief magistrate/ overseer</td>
</tr>
<tr>
<td>Rank/Status</td>
<td>Knight</td>
<td>A knighted person</td>
</tr>
<tr>
<td>Occupation Features</td>
<td>Falconer</td>
<td>One who kept/trained Falcons</td>
</tr>
<tr>
<td>Local Surnames (50% of surnames)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toponymic (from landscape)</td>
<td>Rivers</td>
<td>Dweller near river</td>
</tr>
<tr>
<td>Toponymic (from village/ region)</td>
<td>Cornwall</td>
<td>Man from Cornwall</td>
</tr>
<tr>
<td>Habitation (residence)</td>
<td>Gate</td>
<td>Habitation at/near a gate</td>
</tr>
<tr>
<td>Habitation (work)</td>
<td>Hall</td>
<td>A worker at the hall.</td>
</tr>
<tr>
<td>Surnames of Relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>From personal name (patronymic)</td>
<td>Johnson/ Jones</td>
<td>Son of John</td>
</tr>
<tr>
<td>From personal name (metronymic)</td>
<td>Margaretson</td>
<td>Son of Margaret</td>
</tr>
<tr>
<td>Personal name from other relative</td>
<td>Also: Johnson</td>
<td>Related to John</td>
</tr>
<tr>
<td>Personal name from diminutive</td>
<td>Dickens</td>
<td>Son of Dick (Richard)</td>
</tr>
<tr>
<td>Clan or tribal names</td>
<td>MacBain</td>
<td>Related to the MacBain clan.</td>
</tr>
<tr>
<td>Nicknames</td>
<td></td>
<td></td>
</tr>
<tr>
<td>From animals</td>
<td>Fox</td>
<td>Slynness or other attributes</td>
</tr>
<tr>
<td>From characteristic traits</td>
<td>Careless</td>
<td>Free from care/ responsibility</td>
</tr>
<tr>
<td>From objects</td>
<td>Shorthose</td>
<td>Someone who wore short boots</td>
</tr>
<tr>
<td>From physical features</td>
<td>Little</td>
<td>A small person</td>
</tr>
<tr>
<td>From times and seasons</td>
<td>Pasque</td>
<td>Person born at Easter</td>
</tr>
<tr>
<td>From iconic description</td>
<td>Drinkwater</td>
<td>Heavy drinker</td>
</tr>
</tbody>
</table>

2. NAMES AND ORIGINS

Whilst it is unclear precisely when surnames became formalised and hereditary in Britain (Barker et al. 2007), there is agreement that the Doomsday book of 1085 made surnames a necessary, but not compulsory or hereditary, method of distinguishing individuals (Barker et al., 2007). The lack of any legal basis to surname adoption has led to the view that surnames were acquired gradually across the population. In the 13th Century surnames closely allied to locality were being regularly recorded (McClure, 1971); however, these were unlikely to be hereditary (McClure, 1979). By the 15th Century hereditary surnames became generally adopted in England (Lasker and Mascie-Taylor, 1985), but it was not until the 16th Century that the Scottish fully adopted them (Barker et al., 2007).
Fortunately, we have a much clearer understanding of the detail of surname naming conventions. As Table 1 demonstrates, surnames can be categorised into local surnames, occupational surnames, surnames of relationship, or nicknames (Barker et al., 2007). Several centuries may have passed since many contemporary surnames were created, but it is highly likely that the areas of conception remain the areas of highest concentration (Jobling, 2001). This is important as it points to enduring social and genetic commonalities within these populations.

2.1. SURNAMES IN HUMAN POPULATION BIOLOGY

Surnames are a useful geographical data source since they are ascribed to unique individuals or households and are recorded in diverse and sometimes easily accessible population registers. Surname registers are a relevant data resource in that geographical distributions of surnames have been shown to closely match gene frequency distributions (Mascie-Taylor and Lasker, 1990). As such, they have facilitated a number of studies within population biology over the last century or so.

George Darwin, son of Charles Darwin, initiated the use of surnames to investigate family lineage in 1875. He was interested in the frequency of first cousin marriages and whether their offspring experienced any adverse health effects as a result of this consanguinity (Darwin, 1875). Darwin's and subsequent studies have taken marriages to be consanguineous if they were isonymous. Isonymy, in this context, can be defined as the presence of identical surnames in the ancestors of a couple (Lasker 1968).

Surname studies within genetics and more widely in human biology are based on the principle that to the extent that two individuals with the same surname are ultimately to share the same lineage, isonymy indicates biological relatedness (Lasker, 1985). The hereditary nature of surnames and their tendency to remain highly concentrated in their areas of origin are the two traits most utilised by geneticists and population biologists. Hereditary surnames contain information about relatedness within populations because patrilineal surnames should correlate with the Y chromosome inherited from a male's father (Sykes and Irven, 2000). This relationship depends on the assumption that the founding population was small, genetically diverse and comprised of families with unique surnames (Rogers, 1991). Historical evidence suggests this is unlikely as most founding populations are characterised by small, often familial, groups originating from the same region. These groups were likely to share a small gene pool and exhibit high levels of isonymy (Jobling, 2001). It is acknowledged that for these reasons some tolerance is required when using surnames to make genetic inferences (Lasker, 2002). However, the impracticality of collecting the genetic information from a complete population,
past or present, makes proxy data, such as surnames, the only alternative in large-scale studies. Additionally, studies of extinct lineages have shown that many lines of descent quickly disappear so that the remaining individuals are much more likely to be related through a common ancestor (Lasker, 2002).

The availability of population registers in digital form, combined with a maturation of methods has led to a thousand-fold increase in the published use of surnames in population biology (Colantonio et al., 2003). A major breakthrough in the effective utilisation of surnames in genetics was made by Crow and Mange (1965), who formalised a Coefficient of Inbreeding from Isonymy (Crow, 1979) (Equation 1). Lasker (1977) advanced this measure by developing the Coefficient of Relationship by Isonymy \( R \) (Equation 2), that was later extended to the Lasker Distance (Rodriguez-Larralde et al. 1994). This measure, outlined in more detail below, forms the basis for many comparative studies of regions and their surnames (Colantonio et al., 2003).

3. SURNAMES, REGIONS, AND GEOGRAPHY

In spite of the inherently spatial patterning of surnames, studies of them have been rare in the geography literature (Zelinsky, 1997). One of the earliest, and most

thorough, attempts to define surname regions was undertaken by Guppy (1890) in his book “Homes of Family Names in Great Britain”. Many of the issues, such as whether the Welsh border defines the extents of Welsh communities, or whether Parliamentary areas “are not political or artificial” in their determination (Guppy, 1880), remain important today. Table 2 contains the surname categorization developed by Guppy:

<table>
<thead>
<tr>
<th>Classification</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Names</td>
<td>30-40 Counties</td>
</tr>
<tr>
<td>Common Names</td>
<td>20-29 Counties</td>
</tr>
<tr>
<td>Regional Names</td>
<td>10-19 Counties</td>
</tr>
<tr>
<td>District Names</td>
<td>4-9 Counties</td>
</tr>
<tr>
<td>County Names</td>
<td>2–3 Counties (principle home in one of them)</td>
</tr>
<tr>
<td>Peculiar Names</td>
<td>1 County (and generally to a specific parish/</td>
</tr>
<tr>
<td></td>
<td>division within it.)</td>
</tr>
</tbody>
</table>

From his classification Guppy established that clear regions existed with, for example, South West England’s inhabitants possessing 40% of all ‘peculiar’ (Table 2) names. Inspired by the regions of Anglo Saxon Britain, Guppy suggested that the regionality of surnames could be sufficient to restore “the heptarchy to our land”.

More recently, Zelinsky (1970) used forenames as a data source to investigate cultural variation across 16 counties in the Eastern United States but no further work appears in the geographical literature until Porteous (1982). This study suggests a multi-operational method for investigating the spatial origins and subsequent diffusion of rarer English surnames at a national and regional scale (Porteous, 1982). Despite Porteous’ assertion that “names have been neglected by geographers” (Porteous, 1982, P395), and his attempt to reintroduce surname studies to geography, the article failed to stir much interest. Zelinsky (1997) also unsuccessfully encouraged geographers to use people’s names in the study of population and regions. A more recent study, published in the Annals of American Geographers, was Longley et al. (2007).

The dearth of name studies within geography has been countered by the growing number of spatial studies from Human Biology and linguistics. Studies such as “The Present Distributions of Some English Surnames Derived from Place Names” (Kaplan and Lasker, 1983) and “Geographical distribution of Common Surnames in England and Wales” (Mascie-Taylor and Lasker, 1984) were published in Human
Biology and the Annals of Human Biology respectively. This demonstrates the emphasis on the genetic links to surnames. Whilst many of the practitioners of this research incorporate sound geographical analysis in the studies, there is a lack of breadth and critique from a geographical perspective.

3.1. MAPPING SURNAME REGIONS

Studies of the geographical distribution of surnames, predominantly by investigating isonymy, have been undertaken for the population of several countries. These cover the populations of Switzerland, Italy, Germany, England plus Wales, Scotland, Austria, the Netherlands, Venezuela, and the United States (see Colantonio et al., 2004 for a literature review). Further studies of Western Europe (Scapoli et al., 2006), the Azores (Branco and Mota-Vieira, 2003, 2005), Belgium (Barrai et al., 2003), Argentina (Dipierri et al., 2005), Spain, (Rodriguez-Larralde et al., 2003) and Siberia (Tarskaia et al., 2009) have also been undertaken. These national and regional studies, with the exception of Scotland, demonstrate the effect of geographic distance on the patterns discernable from surname frequency distribution data. The studies employ similar methods of analysis and visualization.

In England, Kaplan and Lasker (1983) found almost twice the expected number of surnames located in areas sharing their namesake (for example Baths from Bath). Although some of the surnames (taken from 1981 English telephone directories) only partially originated from the studied areas, a tendency of association appeared to remain, despite the long period since surname establishment (Lasker and Kaplan, 1983). Moreover, their findings support the claim that places closer together have an increased likelihood of commonality of surnames (Lasker and Kaplan, 1983). This observation conforms to Tobler’s First Law of Geography (Tobler, 1970).

The appendix to Lasker’s (1985) book “Surnames and Genetic Structure” contains maps and diagrams for 100 surnames in England and Wales. This represents one of the first attempts to comprehensively map and compare the distributions of English/Welsh surnames: the maps depict surname frequency alongside plots of the probability of local excess/deficiency from north to south and east to west (Mascie-Taylor et al., 1985). In addition, these maps were used as an approximate comparison to the descriptions provided by Guppy (1890). Access to the 1881 Census places this study in a more fortunate position, as it is able to make more accurate quantitative comparisons between contemporary surname distributions and those in the 19th Century. The maps in Mascie-Taylor et al. (1985) demonstrated the utility of representing surname frequencies spatially, while other publications such as the “Atlas of British Surnames” (Lasker and Mascie-Taylor, 1990) and more recently “An Atlas of English Surnames” (Barker et al., 2007) have continued in this
vein. The most recent developments in mapping name frequencies originated from UCL Department of Geography and Centre for Advanced Spatial Analysis with the creation of the Great Britain Surname Profiler (http://www.nationaltrustnames.org.uk/) and the WorldNames Profiler (http://www.publicprofiler.org/worldnames/). These websites enable anyone with Internet access to produce personal name maps as well as of groups of name origins. In addition, the former site includes 1881 Census of Great Britain data, from which users can compare surname distributions between this date and 1998. Worldnames includes data from 26 countries showing users the distributions of their names in a selection of countries around the world.

Whilst useful from a genealogical perspective, simple choropleth maps portraying individual surnames are of little use when characterizing regions or groups of names. Sokal et al. (1992) undertake surface analysis on 100 surnames in England and Wales. Amongst other analyses, they undertook surface wombling (see Barbujani et al., 1989) to produce the surname frequency boundaries shown in Figure 1. This confirms the existence of surname regions within Great Britain and was one of the first studies to quantitatively do so through a variety of surname frequency aggregation procedures. It also introduced the idea of discrete regions that can be distinguished through drawing boundaries at points of abrupt change in population surname structure. This concept is well known to geneticists (for example Barbujani and Sokal, 1990).

The notion of abrupt changes in population surname structure was extended to suggest that these areas represent barriers to population gene flow (and therefore surname flow). Monmonier’s Barrier Algorithm has been also used to represent such barriers (Manni and Barrai, 2001, Manni et al., 2004, Manni et al., 2008). The only published examples of the application of Monmonier’s Algorithm to surname data apply to Italy (Manni and Barrai, 2001) and the Netherlands (Manni et al., 2004, 2008). More analysis is therefore required on the appropriateness of this work in the context of surname studies, not least because it holds much potential in identify the effects of topography (such as high mountains), for example, on the movement and mixing of populations.

The use of distorted geographical maps as a means of mapping surname distributions has been suggested by Mourrieras et al. (1995). This novel technique uses the distance matrix provided by the Coefficient of Isonymy to distort the outline of France around 90 reference points placed relative to each other in two dimensional space according to observed similarities in their Lasker Distance measures (Mourrieras et al., 1995). The magnitude of displacement of each reference point from its geographically correct position to its new position
according to the isonymy values is represented by isolines linking points of equal displacement intensity. Grey-level shading along these isolines facilitates the segmentation of the geographical and surname maps into ‘homogenous surname zones’ (Mourrieras et al., 1995). The distorted maps are challenging to interpret and understand, especially for the uninitiated. The results produced for isonymy in France by Scapoli et al. (2005) are simpler to interpret and also demonstrate the clear relationship between surnames and dialects within the country.

3.2. Regions in Geography

The lack of research undertaken by geographers (as opposed to linguists, geneticists and historians) into surname, linguistic, and genetic regions has left the methodologies employed lacking context from the long tradition of debate, revisited here, that surrounds regional studies in geography.

The term region is used in a variety of ways to denote “spatial compartments” of formal, functional, or perceptual significance (Murphy, 1991). Massey (1995) defines it simply as a distinct area on the earth’s surface.

In their classic paper, Brown and Holmes (1971) classify regions as either functional or uniform. The former is composed of areas that have more interaction within each other than with outside areas (Brown and Holmes, 1971). In the context of surnames, interactions could include the movement of one individual to marry another from a different area of origin. The datasets in this study provide only two snapshots of the population. The inherently dynamic nature of functional regions renders the cross-sectional 1881 and 2001 datasets in their present state inadequate longitudinal study. However, a subtle, but distinctive, regional geography exists for naming conventions that are suggestive of function, for example ‘industrial’ versus ‘agricultural’ names. On this basis, it is possible for names to suggest historic regional functions that could indicate a geographical reconfiguration of names into the functional regions of today. By assessing the degree of mixing between names, a more obvious use emerges; that is to establish a region’s level of integration into the national and international economy. Supplementary longitudinal investigations of population interaction between areas could, for example, come from apprenticeship records from multiple years (for example, Patten (1976)).

The quantitative paradigm in Geography of the 1960s and 1970s paid scant attention to the historical and geographical variability of regional development or to the genealogy of regional formations (MacLeod and Jones, 2001). These approaches to spatial science were heavily criticised throughout the 1970s, prompting many geographers to turn to more theoretical disciplines for insights into spatial patterns.
A parallel development was the move towards a variety of approaches centred on humanism. Cloke et al. (1991) assert that geography, and therefore the study of regions, was becoming increasingly irrelevant because spatial scientists failed to take seriously the complexity of human beings. This new approach registered a deeper concern with the “social construction of places and with experiential meanings, interpretations, and emotional repertoires of human subjects—not least those relating to their surrounding environment, sense of place, lifeworld, and attachments to their place of dwelling” (MacLeod and Jones, 2001: 673).

Many of these concerns, such as relationship with the surrounding environment, relate closely to the inspirations behind surname formation. Humanistic approaches therefore have their place in regional research surrounding surnames—especially at the local scale. The new regional geography of the 1980s as outlined by Gilbert (1988) provides the following classification of regions:

- A local response to capitalist process.
- A focus of identification.
- A medium for social interaction.

(Gilbert, 1988: 209-213)

The first distinction is arguably the most influential and originates from much of the quantitative work of the 1960s and 1970s, especially with reference to functional regions. The latter two are most relevant here as they refer to the processes, outlined earlier, that contributed to surname creation. It should be noted that the 1881 data used by this study is likely to be of an enduring geography as there appears to have been relatively limited population movement before this occurred (Guppy, 1890). Following from the work of Gilbert and others in the 1980s, there have been calls for regional studies to become a central component of the whole of Geography and not treated as a sub-discipline (see Johnston, 1991 and Thrift, 1994). According to McLeod and Jones (2001), the most recent incarnation of regional study should have both the regional formations as objects of analysis; thus bestowing on the researcher an “ontological coherence” to engage in a serious attempt to make sense of “this world of intellectual disorientation”. This aligns well with Murphy’s call for the nature, extent, and character of the regions examined in empirical studies, to become part of our conceptualization of social processes that take place in those regions (Murphy, 1991). This approach also requires a social theory that does not treat regional settings as unsubstantiated abstractions or a
priori spatial givens, instead treating them as the results of social processes that reflect the shape and ideas about the organisation of the world (Murphy, 1991). Murphy’s call fits well with the potential of surnames to illustrate those precise social processes that shape regions, rather than a spatial given or abstraction.

The contemporary debates between critical and quantitative geography have been distilled into the Focus section of a recent *Professional Geographer* edited by Kwan and Schwanen (2009). In this Barnes argues that the binary between critical and quantitative geography emerged, in part, from an obligation felt by critical geographers to "excise everything that went before" (Barnes, 2009). Kwan and Schwanen’s (2009) reflection that many quantitative geographers are concerned with “critically inspired” issues, such as segregation, health disparities and income inequalities (topics not too far removed from this work), but are critiqued on the grounds of undertaking abstract mathematical theorization is fair one. In addition the increasingly data rich nature of contemporary research has reduced the level of abstraction from reality that characterised many earlier quantitative studies.

The quantitative approach to the study of regions taken by this research undoubtedly suffers from some of the limitations outlined above. However, much debate has surrounded the explanation and analysis of regions that have already

![Figure 2: A plot showing the population of each surname (x axis) against the top 500 surnames in Britain for 1881 (y axis). It is clear that of the 425,793 surnames in Britain the majority have low frequencies compared to the most popular 100. This creates an extremely long-tailed distribution.](image-url)
been identified either through study, legislation (such as administrative borders), or well-known social discourse (such the North/ South Divide). Although the methods cannot be entirely absolved from the critiques of spatial science and quantitative geography from the 1960s to present day, an alternative approach remains to be found that is able to deal with large volumes of data. It is clear from the Critical Quantitative Geographies edition of *Professional Geographer* that geographers should be pragmatic when applying their critical and/or quantitative methods. Quantitative methods can only begin to be used on quantifiable attributes; they are not, for example, capable of representing complex human experiences or social realities (Kwan and Schwanen, 2009). If however the stated intention is the depiction of generalised trends from large datasets then quantitative methods are extremely appropriate. Pooley and Turnbull (1998) argue that the refocusing away from “mechanistic and quantitative” approaches to those better suited to identifying processes “of social and cultural change affecting both individuals and communities” has been detrimental to generalisations. This is because the atypical aspects of migration (and therefore the processes surrounding region building) have dominated at the expense of “the everyday and commonplace dimensions of population movement” (Pooley and Turnbull, 1998. P330).

This section has sought to demonstrate the importance and relevance of regional research within geography and the growing interest of surname regionalization by human biologists and geneticists. The latter would benefit from closer interaction with the former in order to improve the quality of geographical analysis, visualization and regionalization methods employed. The genetic focus of previous research has overlooked many theoretical considerations familiar to geographers. Aside from the theoretical, there are many important practical contributions from geographers and spatial scientists to be made to the study of surnames.

### 4. RESEARCH AIMS

To date, no study has attempted a comparative study surname regions in Great Britain between 1881 and 2001. The intention here is to create a generalized perspective on the persistence, or otherwise, of surname regions between the 19th and 21st centuries by examining the coherence of ‘what was’ and looking at ‘what is’ to evaluate the extent to which previous patterns have changed.

In addition, unlike other spatial surname studies, the largest available datasets containing 29 million and 45.6 million individuals respectively are used. Previous research has focused on smaller geographic areas or sampled groups of names. The resulting methodological framework will be applicable at a range of spatial and temporal scales and spaces, assuming the availability of appropriate data.
study’s intentions move away from genetics to investigate physical, political and social regions. On this basis the role of surnames can be evaluated in relation to the notions of functional, uniform and perceived regions in Great Britain.

5. DATA SOURCES AND THEIR GEOGRAPHIC INTEGRATION

5.1. THE 1881 CENSUS

Returns from the 1881 census are preserved for England, Scotland and Wales. The data provide the names and place of enumeration (Parish and Registration District) for 29 million people, with a total of 425,000 unique surnames (approximately 49,000 of which have occurrences of more than 20 people, see Figure 2). When digitising the census records, volunteers from the Church of the Latter Day Saints reproduced surnames exactly as transcribed on the original with the following exceptions: double barrelled names had dashes removed, spellings with unusual punctuation were excluded, spaces in Mc and Mac names have been removed and

FIGURE 3: A MAP SHOWING THE POPULATION DENSITY OF EACH 1881 CENSUS REGISTRATION DISTRICT. AS CAN BE SEEN MOST DISTRICTS HAD A LOW POPULATION DENSITY, WITH ONLY A FEW URBAN DISTRICTS POSSESSING HIGH POPULATIONS. SOURCE: BOUNDARY DATA UK BORDERS.
those names only surviving as initials or only containing two letters were removed (Barker et al., 2007).

There is likely to be human error in the digitising process and a largely illiterate population in 1881 would have forced census enumerators to interpret verbal information (Barker et al., 2007). The data and documentation are available from the UK Data Archive (2000).

The geography of the 1881 census is complex due to confusion over some of the administrative boundaries used. Indeed, the census report states that the boundaries used “overlap and intersect each other with such complexity that enumerators and local registrars in a vast number of cases failed altogether to unravel their intricacy” (Census of England and Wales, 1881. In Woolland and Allen, 1999: P49). From the available boundaries, it was thought sensible to use registration districts, as opposed to parishes or counties in this study. Registration districts are much less coarse than counties but coarser than parishes and provide the best balance between spatial resolution and a sufficient population size to obtain a representative population of surnames within each geographical unit of analysis. Analyzing registration districts also makes pragmatic sense as their boundaries have been digitized and are available for download from the UK Borders website (http://edina.ac.uk/ukborders/). It should be noted that if an individual’s

![Figure 4: A plot showing the population of each surname (x-axis) against the top 500 surnames in Britain (y-axis) in 2001. It is clear that of the 1,597,805 surnames in Britain the majority have low frequencies compared to the most popular 100. This creates an extremely long tailed distribution.](image-url)
parish straddled a registration county they may have been registered in both. The inconsistent policy of the database creators towards this issue makes the numbers of people duplicated hard to quantify (Wooland and Allen, 1999).

It is acknowledged that the limitations of the 1881 census are much greater than those of the 2001 electoral roll. However, they are not considered sufficient to undermine the utility of the comparison between time periods. Interpretation of the results from the 1881 data will be tempered by an awareness of the limitations. The generalized perspective, and preliminary nature of this study limits the space and validity of a comprehensive appraisal of the recording of 1881 census geographies as this can be covered in further work.

In this study 662 Registration Districts (EDs) were mapped; of which 658 have surname data, with the remaining classified as common land or missing data. These latter districts were removed by enlarging the neighboring districts contiguous with them. The average population in each district is approximately 4900 inhabitants. Figure 3 shows a population density map in 1881 by Registration District.

5.2. The Enhanced 2001 Electoral Roll

The contemporary surname frequencies used in this project come from the enhanced 2001 UK Electoral Register purchased from the company CACI (London, UK). This dataset includes the names and addresses of UK residents aged 17 or over who are (or are about to become) eligible to vote in UK or European elections. This is enhanced by data, sourced from commercial surveys and credit scoring databases, on individuals not registered to vote or who opted out of the public register. The data represent 45.6 million people resident in the UK in October 2001, with a total of 1,597,805 surnames (see Figure 4). The British, not UK, focus of this study means that only those resident in Britain are analysed from this dataset.

The 2001 enhanced Electoral Register records can be aggregated to unit postcodes that can in turn be easily linked to the 2001 Census of Population geography using the National Statistics Postcode Directory (NSPD) (available from http://www.ons.gov.uk/). From each unit postcode, the data may be aggregated to one or several of the following 2001 Census administrative boundaries available (from smaller to larger areas): Output Area (OA), Lower Super Output Area (LSOA), Middle Super Output Area (MSOA), Super Output area (SOA), Local Authority District, or Government Office Region (GOR). A balance needs to be struck between computational time, data storage and handling, sufficient populations within each unit (to avoid the small number problem) and units of similar size for reasonable comparison with the 1881 dataset. With these considerations in mind, Local Authority District level units were considered the best level of geography to use. The
District represents an administrative area corresponding to the Local Authority level in the hierarchy of the UK local government. There are 410 Districts Great Britain, including 354 in England (32 of which are London), 22 in Wales, and 34 in Scotland with an average population of approximately 105,000 inhabitants. Figure 5 shows a population density map using the 2001 Electoral Register by District.

Initial calculation of the Lasker Distance and mapping of the clustered results, as described below, produced highly fragmented results for the 2001 dataset, caused by the atypical composition of surnames in the 32 London districts. London districts, as part of a long established global city and centre for immigration, contain an atypical surname composition with, for example, the highest numbers of unique surnames when compared with the rest of Britain (McElduff et al. 2008) (see Figure 6). Aggregating the 32 London districts into a single district created more stable and plausible regions. In the final analysis, therefore the Lasker distance was calculated for 379 districts.

6. METHODS AND THEIR THEORETICAL FOUNDATIONS

6.1. COEFFICIENT OF RELATIONSHIPS BY ISONYMY AND LASKER DISTANCE

On the premise that the likelihood of a gene being shared by first-degree relatives is one in two, Crow and Mange (1965) proposed the Coefficient of Relationship by Isonymy \((R_i)\) to be half the proportion of isonymy:

\[
R_i = \frac{\sum p_i q_i}{2}
\]

(1)

where \(p_i\) is the frequency of \(i\)th surname in fathers and \(q_i\) is the frequency of the same surname as the maiden name of mothers. The Lasker coefficient of isonymy is widely used for surname studies and extends the idea of monophyly (sharing a single common ancestor) between two populations. Lasker (1985) defines the measure as:

"The probability of members of two populations or subpopulations having genes in common by descent as estimated from sharing the same surnames" (Lasker, 1985:142).

It is calculated as:

\[
R_i = \frac{\sum (s_{i1} s_{i2})}{2 \sum s_{i1} \sum s_{i2}}
\]

(2)
where \( S_i \) is the number of occurrences of the \( i \)th surname in a sample from Area 1 and \( S_2 \) is the number of occurrences from the same surname from Area 2 (Lasker, 1985). The resulting value can be considered as the proportional correspondence in terms of a shared surname pool between a particular place and all others in the country (Schürer 2004).

Whilst the Lasker Coefficient of Isonymy remains a dominant measure in surname research, it has been extended to create a distance measure between two geographical areas, the Lasker Distance (Rodriguez-Larralde et al. 1994, 1998, Barrai et al., 1987, 1996), the formula for which is below:

\[
L_{ij} = -\ln(2R)
\]

where \( L \) is the Lasker distance and \( i \) and \( j \) are two separate populations. The logarithmic transformation of Lasker coefficient of isonymy often shows a strong relationship with the logarithmic transformation of geographic distance (Rodriguez-Larralde et al., 1994). On this basis one can think of the Lasker Distance as a measure of similarity, or difference, between two populations in surname space (Rodriguez-Larralde et al., 1998). The greater the Lasker Distance the less similar the composition of surnames between the two. Scapoli et al. (2006) suggest this can identify the link between genetic and cultural inheritance as two populations that are genetically homogenous but different from each other are likely exhibit subtle differences in cultural behavior.

Doubts surrounding the validity of isonymy studies are based on the fundamental assumptions they entail. For example the assumption that in some previous generation each male had a unique surname (monophyletic surnames) implies that not only each surname was monophyletic but also that all surname origins occurred in the same generation (Rogers, 1991). As outlined above, we know this not to be the case in the Britain as surnames were acquired gradually and for a multitude of reasons that often reflected commonalities in a variety of populations. Smith, for example, reflects the prevalence of smith occupations within every community. However, even if two populations with a very similar surname distribution are not directly related to one or a few ancestors, they are much more likely to be genetically related between themselves than with a different group that has a significantly different surname makeup.
The large size of the 2001 data required the use of Oracle Database software for storage and the calculation of the Coefficient of Isonymy (Equation 2). The 2001 dataset is significantly larger than the 1881 data, and required approximately 15 minutes processing to complete the Isonymy calculation.

The SQL query produced a table for each of the two time periods, with the $R_i$ values comparing each district with every other district in Britain (ie. a matrix of 658 by 658 in 1881 and 379 by 379 in 2001). This reduced the data volume sufficiently for

**FIGURE 5**: A MAP SHOWING THE POPULATION DENSITY FROM THE 2001 ELECTORAL ROLL OF EACH LOCAL AUTHORITY DISTRICT. THE DISTRICTS ARE DESIGNED TO CONTAIN APPROXIMATELY THE SAME NUMBER OF PEOPLE. URBAN DISTRICTS ARE THEREFORE SMALLER IN AREA AND HAVE A HIGHER POPULATION DENSITY AS A RESULT. BOUNDARY DATA: CROWN COPYRIGHT ORDNANCE SURVEY 2009.
each year to be manageable as a single object in the R package, which was selected because its thriving open source community has facilitated the development of a number of packages for clustering and spatial analysis. The first step in R was to calculate the Lasker Distance (Equation 3) and create the data matrices. Appendix 1 provides a summary of the methodological steps undertaken to calculate the Lasker Distances.

6.2. REGIONALIZATION METHODS AND THEIR ORIGINS

Throughout the 1960s cartographic techniques dominated the discovery and visualisation of regions. These techniques were, and remain, effective for illustrating areal groupings at a glance enabling differentiation between regional characteristics (Claval, 1998). They are, however, limited to portraying/differentiating regions based on a single characteristic. Cartographic representations, such as the use of contours, of a particular surname’s frequency would highlight the surname’s regions; much less effective however would be the representation of multiple names in this way without some prior aggregation.

The limitations of the cartographic approach, combined with a revolution in computing power, have led to an increased interest in automatic regionalization algorithms. From Grigg’s (1965, 1967) initial work, classification utilises two methodologies: agglomerative procedures and divisive procedures (Spence and Taylor, 1970). To be effective, these methods require an assessment of the degree of similarity between observations. This is achieved by calculating measures of coefficients of association, correlation coefficients and distance measures. Of these, the most commonly used are distance measures (Lankford, 1969). Distance measures utilise the Pythagoras Sum of Squares equation to calculate the distances between points in n-dimensional space (Spence and Taylor, 1970). The Lasker Distance is classed as a distance measure as it produces a similarity matrix of the coefficient of isonymy between two populations or areas. These methods became popular amongst many geographers and regional scientists as they offered the prospect of a classification based on numerical techniques (Johnston, 1968).

Three subjective decisions need to be made that threaten to undermine objectivity of the resulting regions/classifications (Johnston, 1968):

1. Whether to use an agglomerative of divisive procedure.
2. The agglomerative/divisive method employed.
3. How to define group membership.
Since Johnston’s article there has been over 40 years of research on which to base these decisions, but consensus is yet to be reached on deriving the optimal number of clusters for a dataset when there is no information regarding the expected number of clusters (Vickers and Rees, 2007). The existence of a number of quantitative methods to inform the decision about the number of clusters (see Gordon, 1999, pages 60-65), Everitt (1972, Everitt et al., 2001) maintains that user evaluation informed by a number of “informal” measures is the best criterion on which to base a decision.

6.2.2. **Agglomerative Procedures**

Agglomerative hierarchical methods are amongst the most popular (Everitt et al., 2001). They produce a series of partitions in the data, starting with \( n \) single-member ‘clusters’ and finishing with a single group containing all individuals (Everitt et al., 2001). Of the agglomeration procedures, clustering is the most widely used within regional research and neighbourhood classifications (Harris et al., 2005). The ultimate aim of cluster analysis is to produce groups of individuals in which within group variance is minimised and between group variance is maximised (McQuitty, 1957). However, as suggested earlier, the potential to apply one of the following three definitions to group membership can confound the researcher when choosing a clustering algorithm (Johnston, 1968):

The individual to be assigned to the group should be closer to:

1. one member of the group than it is to any other member of another group.
2. all members of that group than to any member of another group.
3. some reference item to the group than to any group’s reference item.

Applying the first definition, a classification would group individuals by their nearest neighbours, whilst applying the second definition they would be grouped by a rank order process (Johnston, 1968). The third suggests one of two hierarchical options:

1. Centroid replacement.
2. Assuming the distance between an individual and a group is the greatest distance between an individual and any of the individuals in the group.

6.2.2.1. **Ward’s Grouping Algorithm**

Ward’s (1963) grouping algorithm is a popular method of hierarchical agglomeration. The procedure forms hierarchical groups of mutually exclusive subsets that contain members of maximal similarity in terms of the specified characteristics (Ward, 1963). Ward’s takes \( n \) groups (the initial number of observations in the first iteration), reducing them to \( n-1 \) exclusive sets by considering the union of all possible \( n(n-1)/2 \) pairs for the functional relation that matches an objective function chosen by the investigator (Ward, 1963). As with other hierarchical classifications (see Gordon, 1987), Ward’s hierarchical clustering produces a dendrogram that can be analysed to establish the relationship between each of the observations. Each time two observations are joined a new node is introduced with branches to the joined observations, the length of which are known as the cophenetic distance. This indicates the strength of the relationship between the observations (Kleiweg et al., 2004).
The clustering was performed with the `hclust` function in R. This function performs a hierarchical cluster analysis using a set of dissimilarities (R Core Team, 2008), provided in this case by the distance matrix of Lasker Distances. The distances between clusters are computed iteratively by the Lance–Williams dissimilarity update formula according to the Ward’s clustering algorithm (R Core Team, 2008).

6.2.3. **K-Means Clustering Algorithm**

K-Means (MacQueen, 1967) is widely used within Geographical Information Science (Baçao et al., 2005), and has been especially successful within geodemographics (Vickers and Rees, 2007; Harris et al, 2005).

K-Means is an iterative relocation algorithm that assigns each data point into one of \( K \) clusters until convergence to a local minimum of its objective function (Baçao et al., 2005, Singleton and Longley, 2008). Here the objective function is the sum of squared Euclidean distance (square error distortion or within sum of squares) between each data point and its nearest cluster centre (Baçao et al., 2005). The algorithm requires initial seeds to be allocated, around which the clusters will form for the first iteration. Of the variety of initialization methods available the Forgy method is the most widely used (Peña et al., 1999). This method selects \( K \) observations (seeds) from the data at random then provisionally assigns the remaining observations to the nearest seed (Peña et al., 1999). The stochastic nature of this approach reduces the algorithm’s sensitivity to outliers (Baçao et al., 2004); this is important to reduce the impact of anomalous districts with a large proportion of non-Anglo-Saxon surnames from migration. In subsequent iterations each data point is considered for reallocation to other clusters based on the objective function (Singleton and Longley, 2008). Where reallocation occurs, the cluster centroids are recalculated until the within sum of squares, is minimized or a specified number of iterations is reached (Singleton and Longley, 2008).

R has an in-built function for clustering by K-means. The algorithm works on the principles outlined above utilising the Hartigan and Wong (1979) algorithm (R Core Team).

Unfortunately, K-means does not guarantee reaching the global optimum as the final groupings rely on the initial groupings (Fotheringham et al., 2007) around the locations of the initial seeds (Milligan, 1980). It is therefore prudent to repeat the process multiple times, 10,000 in this case, and select the optimal objective function from these (de Smith et al., 2007). In addition to selecting the lowest within sum of squares (that is the result with the tightest clusters), the clustering results were mapped and assessed subjectively at every 100\(^{th}\) iteration to get an idea of the levels of inconsistency between each run.
6.2.4. **Monmonier’s Barrier Algorithm**

Monmonier's Barrier Algorithm (Monmonier, 1973) is a divisive procedure that includes spatial contiguity in its calculations. The objective of the algorithm differs from clustering as it does not seek to establish maximum internal homogeneity when regionalizing (Monmonier, 1973); instead it seeks boundaries where the differences between pairs of observations on either side are largest (Manni et al., 2004). The algorithm best applied to situations where the boundaries, or barriers, between regions are of greater interest than the areas covered by the regions themselves (Monmonier, 1973, Manel, 2003). It operates on a matrix of observations that have been located on a map according to their relative geographic position (Manel, 2003). Mapping the observations requires Delaunay triangulation (Brassel and Reif, 1979); this is the quickest method of connecting a set of point observations/localities on a map with a set of triangles that fills a two-dimensional space completely (Manni et al., 2004). If conceived as a network topology, the localities are the vertices and the edges are the connections between localities. Each edge is then assigned a distance derived from the data matrix (Manel, 2003). In this study Lasker Distance is used as the distance measure between locations. The first boundary is perpendicularly traced to the edges of the network, equidistant from each pair of observations, starting from the edge with the maximum distance value and continuing until the forming boundary has reached the limits of the triangulation (that is, the edge of the map) or loops back to its origin (Manni et al., 2004). Where edges have the same value, the one followed by a triangle with higher values is included in the boundary (Manni, 2004). The process is illustrated in Figure 7.

The difference between Monmonier’s algorithm and the clustering methods outlined above should be emphasized. Whilst the clustering helps to define the regions, Monmonier’s algorithm may inform an explanation of them by highlighting where strong boundaries exist between regions. In Italy, for example, Monmonier’s algorithm has identified barriers between populations based on genetic and linguistic data that match topographical barriers (Manni and Barrai, 2001).

Monmonier’s Barrier Algorithm can be implemented with the standalone *Barriers* software (Manni et al., 2004) or the *adeegenet* package for R (Jombart, 2008). In this case the *adeegenet* package was used.

6.2.5. **Multidimensional Scaling**

Multidimensional Scaling (MDS) is a well-established method of reducing the dimensionality of a data set into an $m \times n$ matrix of similarity values (Everitt, 2001). It belongs to the same family of data reduction methods as Principal Components Analysis (PCA). This method is well suited to studies where the distance measures
arise directly from previous analysis methods (Everitt et al., 2001). Here, MDS is not used to simplify the data but represent it in a geographical model in three-dimensional coordinate space with Euclidean distance representing the proximities derived from the chosen measure. Each of the combinations of coordinates can be visualized in two or more dimensions to provide a visual (but not geographical) method of detecting cluster structure (Everitt et al., 2001).

The MDS implementation used here creates three dimensional coordinates that can be visualized as three two-dimensional scatter plots or a single, interactive, three-dimensional cube. To map these each of the three coordinates are converted to values between light and dark (0-255) of the three colour components in the spectrum: red, green and blue (Spruit et al., 2009). This is achieved using Kleiweg’s (2006) iL04 R package, originally devised to map linguistic regions. Thus each geographical unit has a unique colour assignment. Similar colours/shades are produced when districts share similar MDS coordinates and therefore must be closer together in ‘surname space’; likewise more colours/shades indicate a greater surname disparity between regions. The centroids of each of the observations are mapped and then enlarged until they border each other to fill the remaining space.

uncoloured space (Spruit et al., 2009). Group membership from MDS can be established by proximity of districts the three dimensional coordinates to others or final colour allocation in the MDS maps. Appendix 2 summarises the regionalization steps completed in this methodology.

7. Results

7.1. Ward’s Hierarchical Clustering

Appendix 3 contains an example dendrogram produced from the Ward’s Hierarchical clustering. Maps of the resulting cluster outcomes (Figures 8, 9, 10) show that Ward’s creates compact, homogenous regions from the Lasker Distance data. To establish the geography of each cluster division multiple maps were produced by increasing the number of dendrogram divisions (and therefore number of clusters). When comparing 1881 to 2001 the first cluster division is one of the most interesting as it suggests that Wales has increased its relative similarity to England, and Scotland has become more different as the first split in 1881 forms between England and Wales, whereas in 2001 this split occurs between Scotland and England. It is not until the fourth split that Scotland is partitioned from the rest of Great Britain, suggesting a greater difference between North and South England in 1881 than Scotland and Northern England. The North/ South split in 2001 occurs at the fourth split and slightly further North of its position than in 1881. The level with five clusters differentiates the far North of England from the combined Northern/ Midland areas in both years, although the partition is located further north in 2001.

The cities in the North West and London create the 6th cluster in 2001; a position occupied by the Southwest in 1881. The former, excluding London, appear at the 7th cluster in 1881 and an enlarged Southwest area, including along the Welsh borders and Bristol Channel are distinguishable by the 7th cluster in 2001. By reviewing the cluster results when dissecting the tree into between 2 and 20 clusters, 15 clusters provides a good balance between capturing the general trends, conformity with prior expectations and ease of interpretation. Whilst, it is acknowledged that there are likely to have been a greater number of natural regions in 1881 due the smaller, more fragmented, population, it was favorable to use the same number of clusters for ease of comparison. It was hoped that the MDS and Monmonier’s algorithm would highlight the greater regional variability likely in 1881. At 15 clusters the surname regions of 1881 and 2001 represent very similar patterns. Notable exceptions include the division of Scotland between the highlands and lowlands (including the Scottish Islands), the spread of the Welsh region into England in 2001 and greater differentiation within the South West in 1881.
FIGURE 8: FINAL WARD’S CLUSTERING MAPS SHOWING THE 1881 (LEFT) AND 2001 (RIGHT) SURNAME REGIONS AT K=15. THE CLUSTER ALLOCATIONS, IDENTIFIED BY UNIQUE COLOURS, ARE OVERLAIN ON A SHUTTLE RADAR TOPOGRAPHY MISSION (SRTM) IMAGE OF BRITAIN- GIVING AN IMPRESSION OF TOPOGRAPHIC INFLUENCE ON SURNAME REGIONS. BOUNDARY AND SRTM DATA: CROWN COPYRIGHT ORDNANCE SURVEY 2009.
7.2. **K-means**

From Figures 11 and 12 it is clear that the $K$-means clustering algorithm produces smaller, more fragmented, regions. The procedure appears to identify groupings that are more sensitive to variations within Scotland and Wales. Unlike the Ward’s algorithm, $K$-means distinguishes three regions within Wales. In both years, the Western tip of Wales (Pembrokeshire) has more in common with the Welsh border regions that extend along the Bristol Channel, including Newport and Cardiff, than central areas of the country. West of Cardiff into the County of Swansea and inland to the Welsh mountains region there are commonalities with the border regions, differentiating it from the bulk of the Welsh land area. Finally the North West of the Wales (the County of Gwynedd and Isle of Anglesey) appears different. The within sum of squares (‘withinss’) values associated with these observations suggest that the border region of Wales, Central Wales, South Wales and Pembrokeshire are more tightly clustered than the North West region of Wales; one could therefore infer that the degree of difference between this region and central Wales is less profound than between the other Welsh regions highlighted.
In England, the three tightest clusters have created a region for the South-West of England, the North-West conurbation of Liverpool and Manchester and London with suburbs.

Scotland can be approximately divided into highlands and lowlands, with the Shetland Islands sharing a greater affinity with the latter. This split is interesting as it does not appear to be present in 1881 to the same extent, with only the far north of Scotland differentiated from the rest of the country – and creating its own tight cluster. The 1881 results show the Shetland Islands and Moray Firth to share more in common with the far North of England than with Scotland.

The commonality between Southern Wales and the Welsh borders seems to have persisted since 1881, although the pattern at that time is much simpler. Gwynedd and Anglesey remain firmly grouped with central Wales. The extent of the Welsh border region into Wales and England remains largely unchanged.

The within sum of squares highlights an additional change in the likeness between districts that share a region between 1881 and 2001. In 1881, East Anglia is tightly clustered, suggesting relative isolation from its surroundings, yet the cluster
disappears altogether by 2001 with the region becoming grouped with the Eastern side of England more generally. The South West cluster enlarged between the years and became significantly stronger, suggesting an increasingly distinctive region compared with the rest of Great Britain. This expansion has not included the Southern tip of Cornwall as it appears to have broken away from the rest of the South West.

\textit{K}-Means clustering of English Lasker Distances in 1881 produces a noisy map, suggesting a much greater degree of diversity between English districts at that time, or quite possibly a greater variation in data quality. Central England is especially muddled, but discernable regions exist for the Southwest and Cornwall, the South Coast, East Anglia and the Far North.

\textbf{7.3. MULTIDIMENSIONAL SCALING}

The maps produced from MDS data (Figure 13) agree broadly with the clustering outputs. 1881 presents a much noisier picture with many regions standing out from those contiguous with them. Both maps, especially the 2001 data, illustrate a gradual change from the North to the South or East to the West of the country, with the most abrupt changes occurring at the present national boundaries between England and Scotland and England and Wales. Northern England appeared more similar to Scotland in 1881 compared to today where it exhibits a strong difference from both Scotland and the rest of England. Based on the colour changes in the 2001 map, one can split Great Britain into the following regions in 2001:

1. Northern Scotland
2. Southern Scotland
3. Far North England
4. North West England
5. Wales and England/Wales border region
6. East Anglia
8. Cornwall and the South West.

These regions appear much less clear in 1881. Great Britain could be split into:

1. Scotland and the Far North of England
2. Wales and England/Wales border region
3. South West England and Cornwall
4. North/Central England
5. Southern, Eastern and Central England
6. Many relatively unique districts throughout Great Britain.

The MDS scatter plots (Appendix 4) attempt a more literal representation of the data used to produce the maps described above. The 1881 MDS plot in the XZ dimension (Appendix 4b) shows how Scotland (light blue) and Wales (purple) appear at opposite ends of the distribution and appear with few other districts in their point cloud. The ZY plot of the 2001 MDS coordinates (Appendix 4c) highlights the clustering of districts from the North West, Wales and West Midlands. All plots show that districts closer to each other are likely to have more similar Lasker Distances.

7.4. **Monmonier’s Algorithm**

The barriers resulting from Monmonier’s algorithm, shown in Figures 14 and 15, present a complex picture. One of the most noticeable differences between the datasets is the concentration of barriers around London and the South in 2001, compared with a more even spread in 1881. Commonalities in the results include...
the Scottish border region, especially prominent in 2001, and a barrier delineating South West England.

7.4.2. 1881 Barriers
What follows is an outline of some of the barriers of interest created from the 1881 data. In the Southwest there are 3 major barriers: one splitting it from the rest of England starting from North Somerset and going South around Poole and the second barrier tracking some way along the Devon/Cornwall border before heading East and stopping short of Exeter. A third barrier excludes Plymouth from the rest of the Southwest. In the far north a barrier splits north and south Scotland, whilst in England a strong barrier forms between the City of Durham and the rest of its county in addition to the division between the north eastern coastal towns and Newcastle Upon Tyne. Moving south, Greater Manchester appears to have a number of barriers surrounding it, suggesting a number of differences between the urban area and its more rural outskirts in 1881. In Wales there is agreement with the K-means results for 1881 as the large settlements along the south coast (Cardiff, Swansea, Newport) and Pembrokeshire have barriers differentiating them from the rest of Wales. The islands of Sheppey in Kent and Anglesey in Wales have weak barriers delineating them from the rest of mainland Britain. In addition many rural areas have had barriers drawn around them. This could be due to a lack of social mixing or data artifacts. Finally, unlike today, London and its suburbs, do not appear different from surrounding areas as it has relatively few boundaries around it. One barrier extends through central London, roughly following the Thames, suggesting a North/ South split in the population composition of the areas.

7.4.3. 2001 Barriers
Barriers derived from the 2001 data suggest an east west division in Lasker England. A barrier originates between Manchester and Blackburn tracks south, west of the Peak District, east of Derby and West of Leicester. Using this barrier Liverpool, Manchester, Stoke-On-Tent and Birmingham can be classified as western cities, whilst York, Leeds, Sheffield and Leicester are eastern cities. A barrier further south continues the East/ West split with Oxford and Basingstoke to the East and Swindon and Andover to the West.

On a regional, rather than national, scale other interesting barriers exist. For example, two barriers between Nottingham and Derby in 2001, imply a major change in surname structure. In Northamptonshire, Corby is a town that has been isolated from other areas by a barrier; this division is supported by the other methods utilized in this study. Elsewhere, the coastal fringe of East Anglia creates a strong barrier from the rest of Eastern England. Suggesting the towns of Ipswich, Lowestoft and Great Yarmouth share more commonalities with each other they do
with the city of Norwich. Cambridge also appears an isolated city in Eastern England with a strong barrier along its perimeter. The final barrier of interest is that which divides the region Dorset (including Bournemouth) into the more urban and coastal South East (including towns such as Weymouth, Poole and Bournemouth) and the more rural, inland North West of the county. The northern edge of this barrier closely follows the Dorset/Somerset border.

8. DISCUSSION
The results presented in this paper are, to our knowledge, the first attempt to create a regional classification of Great Britain based on two complete population registers.
The results demonstrate that surname regions do clearly exist. These regions are the outcome of inductive generalisation on the geography of surnames in Britain in two time periods and, by extension, can be used as a basis for further hypothesis generation and more in depth analyses to tease out the interplay between historical as well as contemporary processes of cultural interaction in accounting for contemporary distributions, as a contribution to our understanding of domestic and international migration.

The classification methods evaluated here produce broadly similar regionalizations for each time period, although there are subtle differences in the detail of the results. This discussion will begin by addressing some of the methodological considerations before highlighting some common patterns in the results, placing them in the context of previous work. Intended future research will be outlined.

**FIGURE 15:** 2001 SURNAME BARRIERS CREATED FROM THE MONMONIER’S ALGORITHM MAPPED WITHOUT THE UNDERLYING DELAUNAY TRIANGULATION AND OVERLAIN ON SRTM DATA. IN ADDITION LARGE SETTLEMENT FOOTPRINTS ARE MAPPED IN GREY AND COUNTY BOUNDARIES IN DARK GREEN TO ADD ADDITIONAL CONTEXT. BOUNDARY AND SRTM DATA: CROWN COPYRIGHT ORDNANCE SURVEY 2009.
before concluding.

8.1. **Methodological Considerations**

8.1.2. **Spatial Units**

The choice of spatial unit chosen for data input into the Lasker Distance calculation and subsequent mapping will have had an important impact on the results. Splitting Britain into 379 units for 2001 and 662 units for 1881 along administrative boundaries could be misleading, especially when attempting to gauge the effect of natural barriers to surname interaction as many of the boundaries were drawn along such barriers in the first place. In this case the use of smaller spatial units may clarify the effect of pre-defined boundaries on the results.

In addition, a balance is needed between sufficient numbers of surnames and sufficient detail to depict their diversity. Calculating the Lasker distance using smaller scale spatial units than the District in the case for 2001 will reduce the initial level of generalization in this study but will also increase the noise if results are presented at a national level. The smallest available spatial unit for the 1881 Census is Parish Level rendering this data more limited in finer scale studies than the 2001 Electoral Roll with its geocoding to Postcode level.

In the case of Monmonier’s Algorithm, this study may have benefited from the use of coarser resolution data. Figure 18 shows that by utilising relatively few data points on the European scale, clear barriers can be discerned. The large number of short barriers produced by this study are likely to be more representative of small scale variation between districts. By demonstrating that surname regionality is present within Britain, this study may provide justification for the input of the centroids from larger spatial units, as Rosser et al. (2000) have done. The alternative would be to take a more localised approach, such as that implemented by Manni and Barrai (2001).

When comparing the 1881 maps to those produced from 2001 data the smaller populations within each district may be important. The fact that the 1881 data have been partitioned into 50% more spatial units, one can expect a greater degree of small scale variation. This does not appear to have been the case with the Ward’s clustering results; it is harder to quantify with Monmonier’s algorithm results, but more evident with the K-means and MDS maps. Aggregating the 1881 data to larger spatial units or reducing the size of the 2001 spatial units may serve to clarify the extent to which the noise is an artefact of the spatial units as opposed to data quality, or the result of genuine differences between populations’ surnames in Great Britain.
8.1.3. LASKER DISTANCE

The underlying assumptions of the Coefficient of Isonymy as discussed in the introductory section are seen by some to undermine the validity of the Lasker distance. Whilst Roger’s (1991) concerns are acknowledged, there can be no doubt that the results produced in this study are plausible and externally verifiable, making the measure a compelling one in this context. It should be emphasised that the intended application of these results is for hypothesis generation and to be used as a basis for further work regarding the clustering of surnames. Many of the limitations of using Lasker distance measures are levelled at those drawing conclusions about the genetic similarity of a population as maintained by the degree of inbreeding that occurs. The measure remains one of the most widely used and can be relatively straightforwardly applied to large datasets.

8.1.4. INCLUDING SPACE

The regionalization methods outlined above do not require boundary data. The spatial aspects of the data are only utilised in the visualization (mapping) and interpretation phases of the analysis. The acceptance of such methods became a key debate during the Quantitative Revolution in Geography hinging on whether, when areas are being grouped to form regions, location should be: (1) used as one of the discriminant variables, (2) the dominant variable, or (3) considered at all (Johnston, 1970). Subscribing to (1) and (2) entails the acceptance of contiguity constraints and requires the development of classification methods specific to geography. Whilst the authors acknowledge that in certain contexts contiguity is important (for example, when partitioning space for administrative purposes (Monmonier, 1973)), the authors of this work share Johnston’s (1970) view that “regionalizing with contiguity constraints over simplifies and operates against efficient hypothesis testing. There is no basis in geographical theory...for the adjacency requirement” (1970: 295).

Applying a contiguity constraint prevents the creation of multiple geographically separated regions that share a common class (Johnston, 1970). In the context of surnames this is unsatisfactory as it masks the existence of similar regions that have developed as a result of migratory processes between areas, such as the example of Cornish economic migrants moving to Middlesbrough in the 19th Century as uncovered through surnames by Longley et al. (2007) and the Scottish migrants in Corby (see below).

8.1.5. REGIONALIZATION METHODS
Based on their consistency with the regions delimited by other methods, historical information and the simplicity of interpretation, it would appear that Ward’s Hierarchical Clustering and MDS are the most promising methods for delimiting the surname regions of Britain.

A key limitation for all clustering methods is the underlying assumption that the optimal number of clusters in the data is known beforehand, something that is not necessarily true in the real world (Peña et al., 1999). A subjective decision is required about the number of clusters to be created. This work has sought to select optimal cluster solutions based on ease of interpretation and a priori substantive knowledge.

Creating MDS maps by assigning colour values to the coordinates of the values in 3D MDS space appears more elegant than straightforward clustering because it depicts both gradual and abrupt change. In addition, a subjective number of clusters are not required thus minimising the chance of misleading distributions created by too few/many clusters. The limitation of this approach, however, is the subjective nature of the interpretation caused by different perceptions of colour.

A central aim of this work is to identify broad regions that share a similarity in surname composition. Ward’s clustering was the method that best achieved this. Whilst $K$-means has demonstrated its effectiveness in other geodemographic classifications, such as the Output Area Classification (OAC) (Vickers and Rees, 2007), it results in a noisier picture of British surname geography. The information contained within this noise should not be discarded; $K$-means, for example, appeared to highlight the differing groups within Wales that have been supported by historical evidence. The technique, however, may have been more effective at partitioning into larger numbers of clusters, as is the case with the OAC. Ward’s clustering not only identified the broad regions, but was also sufficiently sensitive anomalies, such as Corby. The number of clusters represented can be easily varied without having to re-cluster the data; this enables outputs such as Figures 12 and 13 to be produced, something not possible with $K$-means due to the algorithm’s stochastic nature. For these reasons alone, Ward’s can be considered the strongest of the methods used here for creating generalised regions in Britain.

Less spatially extensive studies, such as those concerned with a particular Government Office Region, or those seeking a greater number of regions, may be better suited for $K$-means or Monmonier’s Algorithm. Both methods have demonstrated merits and have provided a useful addition to Ward’s Clustering and MDS.
8.2. COMMON PATTERNS

8.2.2. WALES

The strongest regions identified in Great Britain are England, Scotland and Wales. The Welsh surname border consistently appears to extend beyond its administrative border into parts of England. This is especially evident from the Ward’s clustering results (Figure 10) for 1881 where the first division places the Welsh cluster as far east as Birmingham. The reduction in influence of Welsh names along the border regions between 1881 and 2001 is unsurprising, as the relatively low diversity of Welsh surnames (Hey, 2000) makes relatively minor increases in surname diversity likely to cause relatively homogenous regions to “retreat” to their heartlands. Additionally, the K-means results for 1881 suggest that the Welsh border region extends west within the contemporary Welsh administrative border and along the South coast of the region. There appears increased similarity between the Welsh districts and this region as the cluster containing the border and south Wales reduced in extent when compared to 2001.

A much-vaunted cultural border within Wales is “Little England beyond Wales”. A Norman invasion, around 1100 created an outpost in Pembrokeshire (Laws, 1888) that has been described as “a peninsula which is physically and psychologically semi-detached and somewhat independent-minded” (Heath, 1997). The area is known for its opposition to Welsh devolution, for example. There is also evidence of linguistic and genetic differences between “Little England” and the rest of Wales (see Figure 16) (Watkin, 1956). One would, therefore, expect a clear difference in the surname structure of this region in comparison to the rest of Wales. The K-means clustering appeared most sensitive to this difference with Pembrokeshire being highlighted for both centuries; the MDS maps also show a slight colour difference between Pembrokeshire and the rest of Wales, especially in 1881. Monmonier’s algorithm produced a small barrier in the region for 1881 but created nothing for 2001. Ward’s clustering appeared least sensitive with no differentiation of Pembrokeshire, even when partitioning Great Britain into 20 clusters. The methods that recognize “Little England” invariably cluster it with the southern urban areas of Wales. These are the most connected to England and may therefore have attracted a relatively large number of migrants from the outside the region as far back as the 19th Century. The K-means results and Figure 17 suggest that the Welsh Capital, and location of the Welsh Parliament, may have a population that is as much English as it is Welsh; a fact that appears to have been the case as far back as 1881.

8.2.3. Cornwall and the South West

The South West of England (and more specifically the approximate area of Cornwall) is a distinctive British region. Its extent differs between 1881 and 2001. As with Pembrokeshire, there are present day political manifestations of Cornwall’s historical difference from the rest of Britain; for example 50,000 people signed a petition in 2001 calling for a Cornish Assembly (BBC News, 2001). For the 1881 Census, MDS, Monmonier’s Algorithms and Ward’s clustering all present convincing evidence of a distinctive region centered upon Cornwall. This remains the case in 2001.

Cornwall provides a good illustration of the links between surnames and genetics. Figure 18, produced by Rosser et al (2000), demonstrates a clear genetic barrier between Cornwall and the rest of Europe arising from significant differences in Y-Chromosomalous diversity. Differences between the Cornish and the rest of the British have been noted since the Middle Ages given that the natural defenses of the sea on three sides and the River Tamar on the fourth side allowed the population to maintain independence from the Anglo Saxons until 937 AD (Stoyle, 1999). According to Stoyle (1999) there were those who believed that Cornwall possessed
a separate identity even before the creation of Scotland and Wales. It is nonetheless remarkable that many of these sentiments still exist, and that an area as small as Cornwall has maintained a unique surname structure over the last century despite the unprecedented connectedness of contemporary society.

8.2.4. **Corby: A Scottish Town in England?**

The primary motivation for comparison of the 2001 Electoral Roll with the 1881 Census is to highlight areas that may have been especially affected by migration during the past century. The town of Corby in Northamptonshire presents one such illustration of domestic migration. When mapping the Ward’s result for \( K = 2 \) (Figure 10, also clear from Figure 20) it is evident that Corby is clustered with the Scottish districts in 2001, but not 1881. The town is also highlighted in the 2001 Monmonier’s barrier and MDS maps. One could infer that a migration event from Scotland has occurred since 1881 to produce a surname composition so similar to that of Scotland. This proves to be the case. In 1932 a company called Stewarts and Lloyds announced a project for a new iron and steel works in Corby. The development transformed Corby from a village of 1,500 people to a new town of 34,000 with 10,000 employed at the works (Pocock, 1960). Labour was sourced from the contracting or closing Scottish steel works; where workers had the choice.
of redundancy or moving south to Corby (Grieco, 1985). Recruitment continued into the 1970s, with Scottish migrants accounting for up to 50% of the incoming population and up to 57% of inhabitants reporting Scottish origin in some areas (Grieco, 1985). Grieco (1985) reports the maintenance of strong links between Corby and Scotland with an annual Highland Games and 55% of all visitors registered in the 1981 census reportedly from Scotland. The steel industry collapsed in the 1980s; the departure of British Steel left the town “with a severely imbalanced social composition, a labor force with skills inappropriate to the economic activity of the surrounding area [and] poorly placed to attract employers into the area” (Grieco, 1985, P16). With such bleak prospects and strong links to Scotland, it is surprising that significant out-migration of the Scottish community in the past two decades has not occurred. That this is not the case presents interesting research questions. For example, how many of the present-day inhabitants of Corby were actually born in Scotland? Here surname geography also shows its value to identify second and subsequent generations of migrant descendants. Having ancestors that were economic migrants in difficult times can have a lasting effect.

through generations. This can be disclosed by surname geography, as already demonstrated by Longley et al. (2005) in the study of Cornish miners to Middlesbrough and the socioeconomic characteristics of their descendants.

8.2.5. Similarities with Historical Boundaries: the Danelaw Line

Anglo-Saxon Britain may provide an explanation for the North/South split in the surname composition of England evident in Figures 12 and 13. As Figure 19 shows there is also a division in settlement naming conventions along the Danelaw line which marks the southern extent of Danish rule in England during the 9th and 10th centuries (Darby, 1973). Whilst it is unwise to “read too much between the dots” (Keynes, 1997) to infer the population characteristics of the area (in relation to
Celtic/ Saxon/ Viking origins) they do provide useful context. To the north of this line it is likely that there was some integration of place naming practices between the Danish and native populations within Danelaw. Evidence suggests that the spread of Danish names south of Danelaw took place through the land owning elite and would therefore have had a minor influence on the broader population (Keynes, 1997). Figure 20 shows the path of the Danelaw line against the results from each of the classification algorithms used here, for both 1881 and 2001. It illustrates the clear division in surname structure along the Danelaw, in a similar fashion to place names in Figure 19. Unsurprisingly, the correspondence with the classification is most evident in 1881, but remains apparent in 2001. Until 1881, at least, it appears that a thousand years of population change had left the underlying surname geography fundamentally unchanged in Britain.

8.3. **Comparisons with previous work**

Few studies have sought to identify surname regions within Great Britain, but those that are available nevertheless provide a useful comparison with the results obtained here. Guppy's 1890 description of surname regions (Figure 19) closely resembles the Ward's clustering results with transitions in surname structure occurring along most of the specified borders (See Figure 21). This result is interesting because Yeoman were the only group studied in Guppy's work on account of their "stationary habits and purity of extraction". The results presented above suggest that Guppy was overcautious in his work and that the wider population exhibited the Yeoman characteristics of being "but little affected by the wars and political fractions of their times...not troubled with ambition, and few cared to wander far from the vicinity of their birthplace" (Guppy, 1890, P2). Unsurprisingly, there is less correspondence between these borders and the 2001 data, suggesting that the migration associated with a more mobile society is having an effect on the traditional surname regions, at least in England.

Although the surname-frequency boundaries, shown in Figure 1, from Sokal et al.'s (1992) "Spatial Analysis of 100 Surnames in England and Wales" suggest a different distribution of surname regions to those produced here, their general observations concur with this study. They produce strong evidence for isolation by distance; that is populations further apart are less likely to mix and share genetic characteristics. The MDS maps represent this phenomenon well where those regions furthest apart, such as Northern Scotland and Cornwall, have very different colour assignments with a gradual transition of colours between them. The notable exceptions to this are the Welsh border region in both centuries and isolated districts, such as Corby, in 1881 and 2001 and the Scottish border in 2001. In these instances other phenomena, for instance large-scale migration, generate anomalously large differences in surname structure between districts.

Sokal et al. (1990) find historical influences and traditions to be the primary influences on surname distribution. These findings are supported here by the effect of the Danelaw line on surname regions and also the lack of influence that topographic barriers such as large rivers or mountains have had on the surname regions in this study. The three migration patterns - North/South and East/West diffusion combined with local dispersal- discussed by Sokal et al. (1993) may be sufficient to explain some of the patterns found, such as the advance of Welsh names or the changing division between North and South Scotland. Sokal et al. (1999) sampled only 100 unique surnames from the 2001 total of 1,597,805 to obtain their findings; this may go some way to explaining the differences in geographical boundaries between surname regions. Further analysis is also required to establish
the degree to which the regional changes presented here are a characteristic of the varying spatial units used in 1881 and 2001. Of more interest is the fact that the conclusions they make regarding phenomena such as isolation by distance and the importance of historical factors have been found to hold for the broader population in Great Britain, and not just the 100 surnames sampled.

The results not only reinforce past research but provide an empirical basis to thinking about new regions that have hitherto attracted little attention. On a cautionary note, the significance of these new regions may need to be weighted by their population size- something that is a possible extension to the presented methodology. The confidence in the results should encourage their intended use as a basis for hypothesis generation.

### 8.4. Future Work

The results presented here provide a firm basis for continued research into generalised patterns and hypothesis generation. The former should include continued refinement of the methods employed here whilst undertaking a critical analysis of the resulting surname regions / trends. Alternatively, these results could provide a basis for hypothesis generation. There are many possibilities; studies
could focus on the specific by investigating the local patterns such as the endurance of a ‘Little England’ or the closeness of the relationship between Corby and Scotland. Smaller geographic units, such as Middle Level Super Output Areas could present a more appropriate scale for these studies. Establishing whether the processes behind the creation of the observed discontinuities in surname structure are continuing, stable, or in decline presents a further interesting avenue of research. Although one should be cautious about the analogous treatment of surnames and genetic regions, the regions created here would provide an interesting foundation on which to base a sample design for genetics research. As has been demonstrated, the elapse of many generations has failed to homogenise the distributions of surnames across Britain. This contradicts the genetics of the Great Britain that can be characterised by much greater homogeneity in the distribution of genes (Kaplan and Lasker, 1983). Regions that demonstrate the greatest discontinuity of surnames in relation to their neighbours may be of particular interest when developing a sampling strategy. Close work with geneticists through intelligent sample design would begin to unravel the explanation for the apparent contradiction between Britain’s heterogeneous pattern of surname distributions and the relative genetic homogeneity of its population.

9. CONCLUSIONS

“It might appear...that the family of nomenclature of Englishmen was for the most part in a confused jumble, and that on account of the rapid means of inter-communication, which we enjoy in the present Century, most of the distinctions that existed in the past would have been lost in the whirl and bustle of the industrial era in which we live. It might have seemed...that chance had played such as part in the intermingling of inhabitants of different counties and districts, that it would seem a hopeless task to unravel the entangled skein...I found it was yet possible to pick up the threads. By this means I have found order where I expected disorder and method where I only looked for chance. ” Henry Guppy, 1890.

By unearthing the broad regional geography of the British population a basis is established for future work on its population dynamics. The hereditary, and therefore genetic, nature of surnames provides additional context to inform more local studies into the strength of association between settlements in Britain. Regional identity can also be explored in those areas on periphery or between major regions such as “Little England”, the Welsh and Scottish borders, and Cornwall as these populations become mixed with national and international migrants.

The contemporary relevance of the extract above suggests little has changed since the 19th Century. Guppy (1890) outlines the importance of recording present
surname distributions before “present peculiarities and distinctions are lost”. He is unlikely to have anticipated the technological innovation that has facilitated communication and migration on an unprecedented scale. But, he would be surprised to hear that despite over a century of unprecedented migration this work has shown that many historical distributions still remain in addition to the creation of new “peculiarities”, such as the town of Corby. There is no doubt that areas have become more similar and that current population trends suggest a continuation of the homogenisation of the population characteristics of Britain, but compelling evidence has been presented for the persistence of underlying trends that, to this day, have not been lost in the “whirl and bustle” of the post-industrial era. In addition, Henry Guppy would be pleased to hear that 120 years after his request there has been an attempt to continue his pioneering work of recording Britain’s surname distributions in the late 19th Century.
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11. **APPENDIX**

1. A flow chart to illustrate the **Lasker Distance calculation phase of the methodology**.

```
<table>
<thead>
<tr>
<th>2001 Electoral Roll</th>
<th>1881 Census</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surname</td>
<td>Surname Frequency</td>
</tr>
<tr>
<td>----------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Input**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Surname</td>
<td>District</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>District</td>
<td>District Population</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Lasker Calculation SQL Oracle Query**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>District A</td>
<td>District B</td>
<td>Lasker (R)</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Lasker’s Distance R Script**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>District A</td>
<td>District B</td>
<td>Lasker (R)</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Lasker’s Distance Matrices**

<table>
<thead>
<tr>
<th>9SZ</th>
<th>99ZZ</th>
<th>OOLN</th>
<th>Yarmouth</th>
<th>Yeovil</th>
<th>York</th>
</tr>
</thead>
<tbody>
<tr>
<td>00BL</td>
<td>7.520982</td>
<td>7.338616</td>
<td>7.213516</td>
<td>6.389540</td>
<td>6.239923</td>
</tr>
<tr>
<td>00BM</td>
<td>7.428889</td>
<td>7.315671</td>
<td>7.425037</td>
<td>6.356152</td>
<td>7.019357</td>
</tr>
<tr>
<td>00BN</td>
<td>7.347616</td>
<td>7.356772</td>
<td>7.394838</td>
<td>6.412893</td>
<td>6.361753</td>
</tr>
<tr>
<td>00BP</td>
<td>7.452982</td>
<td>7.235915</td>
<td>7.330956</td>
<td>6.327093</td>
<td>6.319481</td>
</tr>
<tr>
<td>00BD</td>
<td>7.410027</td>
<td>7.300150</td>
<td>7.347787</td>
<td>6.353814</td>
<td>6.559106</td>
</tr>
</tbody>
</table>
```
2. A flow chart outlining the regionalization and visualizations phases of the methodology.
3. **Dendrograms Illustrating the Cophenetic Distances Between Clusters** following Ward's clustering of the 1881 (left) and 2001 (right) surnames. The red boxes represent the 15 clusters used to produce Figure 8. The first split of the tree distinguishes England and Scotland from Wales in 1881 and England and Wales from Scotland in 2002. Much shorter cophenetic distances in 2001 suggest a move towards more similar regions that are less distinguishable.
4. MDS RESULTS PLOTTED ON THE YX (A), ZX (B) AND YZ (C) AXES. The colour and symbol of each point represents the Government Office Region (GOR) that the District falls within. The plots demonstrate the clustering of districts that share a GOR. Districts that are closer together on these plots will be allocated more similar colours in the MDS maps.
5. Categories used to map Celtic and Viking settlements.

**Celtic Naming Conventions:**

'aber'  
'afon'  
'allt'  
'don'  
'drum'  
'brae'  
'caer'  
'capel'  
'coed'  
'cwm'  
'dinas'  
'pont'  
'bont'  
'porth'  
'treath'  
'ynys'

**Viking/ Danish Conventions:**

'thorpe'  
'toft'  
'holme'  
'kirk'  
'kir'  
'thwaite'  
'wick'  
'borough'  
'ness'