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Preferences and understanding their effects on health

K McPherson, A Britton

Abstract
Preference for a particular intervention may, possibly via complicated pathways, itself confer an outcome advantage which will be subsumed in unblinded randomised trials as part of the measured effectiveness of the intervention. Where more attractive interventions are compared with less attractive ones, any difference could therefore be a consequence of attractiveness and not its intrinsic worth. For health promotion interventions this is clearly important, but we cannot tell how important it is for therapeutic interventions without special studies to measure or refute such effects. These are difficult to do and are complex. Until the therapeutic effects of preference itself are more clearly understood, understanding the true therapeutic effects will be compromised, at least in principle.
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It is self-evident that public health policy, healthcare strategies, and medical treatments are best based on hard evidence of attributable effect. When assessing these effects in research studies we want to be able to measure accurately how much of any observed health improvement is due to the intervention itself. However, this is known to be fraught with problems about the nature of evidence and the methodologies used.1 2

One of the main methodological issues in research design is controlling for confounding variables that are linked both to the intervention and to the observed outcome—for example, age, prognosis, and social class. Randomised controlled trials (RCTs) are usually regarded as the “gold standard” design for obtaining hard evidence for a therapeutic or behavioural effect on outcome.7 Participants are randomised between intervention groups so that any known and unknown confounding factors will be equally distributed between the groups, and any outcome differences observed between the groups can be attributed with more certainty to the difference between the interventions. In order to reduce other biases of preferences or measurement the trial participants and the researchers are rendered unaware of which intervention or treatment is being given. A “double blind” trial is relatively easy to conduct when the active treatment is a drug for which an inactive but visually identical placebo can be prepared. It is much less easy in trials of health promotion interventions and many surgical procedures.1

Non-randomised studies (observational studies), in which participants are typically allocated to interventions according to the opinion or preference of their practitioner and their own preferences, need to be interpreted with appropriate caution. Treatment choices can depend very much on individual characteristics that may include prognosis, and discerning the difference between a real effect of treatment or an effect of confounding by selection is normally very difficult. Many examples exist in which non-randomised studies indicate a substantial “treatment” benefit that is subsequently refuted once all confounding has been eliminated by randomisation.3

In this paper we will argue that, just as non-randomised studies may provide unreliable evidence of effect unless very strict conditions are met,5 so RCTs that are not “blinded” are also difficult to interpret. There are many large RCTs evaluating new treatments in cancer or heart disease that are, of necessity, unblinded and hence cannot—by the arguments to follow—provide reliable evidence for a treatment effect as we understand it. People may have strong preferences for different treatment options and for health enhancing interventions such as diet, exercise, and tobacco. In these circumstances, where these preferences may influence the effectiveness of interventions through psychological or immunopsychological pathways or through compliance with the intervention, unblinded trials may wrongly attribute effects solely to the physiological or pharmacological properties of an intervention.

We will argue that, unless and until the nature, extent, and size of such preference effects on the effectiveness of interventions is better understood, unblinded randomised
studies do not necessarily provide secure information about the effects of interventions themselves. This is not a critique of randomisation but points to a neglected, but possibly crucial, component of the accurate interpretation of evidence.

Patient preferences
When we say that an intervention “works”, we are usually referring to an average beneficial effect among a group. The benefit in an individual or in a subgroup might be different, but such complexities of interaction are generally neglected in attempts to discern the overall main effects. One particular kind of interaction of interest here is that between a biological response to a treatment or intervention and a possible psychological or social effect of receiving that treatment/intervention. An example of this particular interaction might be the therapeutic effect of patient preferences, part of the clearly related phenomenon of the placebo effect.8

Interventions work in clinical medicine because of specific effects on a biological mechanism. Thus, drugs which kill rapidly dividing cells or compounds which have antihormonal effects can be expected to go to the root of a particular pathological process which will be common to all who suffer from it. Public health interventions tend to be less specific. An intervention designed to enable people to improve their health by, for example, a change in lifestyle does not have the same kind of simple (in principle) underpinning and theoretical justification because the complex process of making a change interacts with the health consequence of that change, in addition to the complex social and contextual determinants of behaviour in the first place. The health effects may well have a simple biological underpinning, but the root of the process of behavioural change are much less likely to do so.

Believing in the effectiveness of a treatment or having a preference for one procedure over another may influence the biological effect by several plausible mechanisms. An individual, if randomised to his or her preferred intervention, may experience an enhanced response above and beyond the average biological effect of the intervention. If so, this will complicate rigorous interpretation of the effectiveness of the intervention. However, it is unavoidable that some people will have preferences for one intervention or another and recruitment to randomised trials may therefore become problematic.9,10 Even if people agree to randomisation, the ability to detect preference effects is intrinsically compromised.11 Firstly, one can never randomise between enthusiasm for a treatment and hating the whole idea of it. In other words, randomisation between preferences that matter is never possible, which is why randomisation is important—to attempt aggregation over preferences, to detect the main treatment effect.

To compare genuine preferences, the possibility of confounding must be considered; people who prefer something may be different in other ways, plausibly related to the prognosis, from those who do not.12 Because of these difficulties, examination of preference effects is neglected. However, it is vital to disentangle the therapeutic effect on health enhancement from any possible benefit of preferences themselves.13 Randomised trials, whose main purpose is to detect aggregate biological effects, start by having to find a way of overcoming or circumventing unmeasured preference effects otherwise they cannot detect the therapeutic effects reliably. This is why blinding is important. Unblind randomisation is not in itself sufficient to eliminate these effects if they are real.

Evidence for preference effects
In health promotion it is obvious that the most beneficial changes will occur mainly in those most willing and able to change in response to an intervention that accords with their context, since empowering people in their own context is effective health promotion.14 However, there is little irrefutable evidence for significant psychological preference effects in medical interventions on health outcome.

A well known example, the Coronary Drug Project,15 may provide some clues. Treatment for the secondary prevention of coronary heart disease in middle aged men was observed to be dramatically more effective at delaying death when a placebo was “properly” taken than when not. If drug compliance here is a measure of some enthusiasm for the intervention, and non-compliance a measure of little enthusiasm, then individual preferences may seem to have an important effect on outcome which is not strictly or directly pharmacological. Adjusting for 40 potential confounding variables, most of which were physiological measurements, when comparing adherers with non-adherers made little difference to the comparison. A preference effect rather than confounding is easily the most plausible explanation. Since the drug was a placebo, by definition the therapeutic effect was zero, but the adjusted difference in the 5 year mortality between adherers and non-adherers was 16% and 26% which was highly significant.

Although this example compares adherence with intervention, it is not plausibly adherence itself that is responsible for the lower mortality since the drug (placebo) was designed to be inactive, whether taken or not. It remains possible that adherence predicts compliance with other incidental aspects of care, but it is difficult to imagine what might have such a large effect. This example provides some evidence that there might be an important effect of belief in intervention and consequent lower mortality, which could be large.

Another example comes from randomised trials of drug treatment for postpartum pain in Norway. Two trials were run consecutively in which the first compared active drug with placebo and the patients were told that they may get the placebo, and the second compared two active drugs. In the second trial the drug common to both trials had a greater response, in terms of less pain intensity, when patients were aware that no placebo was involved.16
There is a great deal of other indirect evidence for such effects, none of which is conclusive, and an equally fascinating debate on the possible biological pathways for such psychogenic effects.17-20 If such effects exist, we must first understand the consequences and then try to understand when such effects might be important. However, since randomisation between preferences is not possible, evidence has to be observational and hence dogged by possible (indeed, highly likely) unmeasured confounding. This is a complex and difficult scientific agenda—is it worth the effort?

A simple additive model
To examine the possible effect of preferences in straightforward unblind trials, a simple model will illustrate why these factors are important. Imagine two interventions designated by A and B. Assume that “biologically” or, strictly, organically, intervention A affects (that is, works on) a proportion \( P \) of eligible people, and intervention B affects a higher proportion \( P+x \). This might be the cure rate, the proportion surviving for 5 years, or simply the proportion of people affected positively by the intervention in the absence of any effect of preferences. Clearly, the complexities in this simplification are profound, but we start somewhere recognisable.

Assume also that having a preference for (or being prepared to respond to) A bestows an extra average advantage for intervention A of an amount \( y \) to \( P+y \). Here \( y \) is the unknown effect of preference. Similarly, a preference for B bestows a similar additive effect \( y \) to \( P+x+y \) for intervention B. Conversely, of those who prefer A, only \( P+x \) will be affected if given intervention B, and of those who prefer B, \( P+y \) will benefit if given A. Of the people who are indifferent to the interventions, \( P \) is the proportion who benefit on A and \( P+x \) benefit on B. These are postulated average effects of that group of patients for whom these interventions would be appropriate, obviously with an interaction of preferences. These effects are summarised in table 1.

If the proportion of the eligible population who prefer intervention A is \( \alpha \), if \( \beta \) prefer B, and \( \gamma \) are indifferent, we will require that \( \alpha (\alpha+\beta+\gamma) = 1 \). More complicated models could be imagined in which the effects of preference were graded, multiplicative, or asymmetrical, but since the effects of preference are poorly understood, the simplest possible model is to be preferred.

It can be shown that, in a large well conducted randomised comparison, on the above assumptions the unbiased estimate of the effect of intervention B over intervention A (by subtracting the mean effect in those randomised to B from that in those given A) will be:

\[
x + 2y (\beta - \alpha)
\]

This will be different from \( x \) (the true biological/physiological effect) by an amount equal to \( 2y (\beta - \alpha) \) (the preference component).

Hence, in this simplest model, such an RCT will only estimate \( x \) correctly either if \( y = 0 \) (no preference effects) or if \( \beta = \alpha \) (that is, the proportions favouring A and B are the same).

The question then is: by how much will the effect of an intervention be overestimated or underestimated as a result of preference effects under reasonable assumptions on \( y \) and on \( (\beta - \alpha) \), and what might this do to our understanding of evidence based health care and health promotion? Firstly, we have to postulate the size of the difference in the proportions preferring the two interventions. If 5% prefer intervention B and 30% intervention A, the difference is 25%, that is, \( (\beta - \alpha) = -0.25 \). Secondly, we need to estimate the additional biological advantage of having treatment B over treatment A (that is, \( x \)). For illustrative purposes, let us imagine this to be 10% and the effect of treatment A alone is to benefit 50%. If the preference advantage (\( y \)) is 5% (as it probably was in the Coronary Drug Project, \( 2y = 26\% - 16\% \), above), then the intervention estimates of effect are as shown in table 2. If these values are ever appropriate, then simple substitution will indicate that a fair RCT will be 25% “out” and, in this case, \( 2y (\beta - \alpha) = 25\% \) of \( x \)—that is, \( x \) (the “intervention” effect) will be estimated as 0.75\( x \). If, on the other hand, 30% prefer B and 50% are indifferent, then the RCT estimate will be 1.25\( x \). Either way, both these results are wrong in the sense in which they would be understood by a conventional interpretation of such a trial, ignorant (as we must usually be) of the size of the effect of patient preferences.

These estimated differences will be taken as attributable to the intervention alone, and hence generalisable to other groups of people.

Clearly, if the preference in the proportions who prefer A or B rises to 50%, the size of the “bias” from a randomised comparison rises itself to 50% for these hypothetical values of \( x=10\% \) and \( y=5\% \). If, however, \( y \) is only 1% (a smaller preference effect), then the “biases” in the results of the RCTs will be reduced to 5% for a 25% difference in proportions with contrasting preferences, and 10% for a 50% difference. However, if \( y \) is 10%—that is, the role of preference is more profound than the intrinsic intervention effect—then the trials will be, respectively, 50% and 100% “out” on average—that is, the intervention effect will be estimated as 1.5\( x \) or 2\( x \). This is clearly non-trivial if such large differences are plausible in the prevalence of important (i.e. potent) preferences in trials where blinding is not possible or deemed unnecessary.

Thus, if preference effects are real but evenly balanced, they may not distort randomised comparisons by much. But, unlike in strictly biological mechanisms, preferences may be

<table>
<thead>
<tr>
<th>Table 1 Additive model of preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Postulated intervention effects if:</strong></td>
</tr>
<tr>
<td>On intervention A</td>
</tr>
<tr>
<td>On intervention B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2 Intervention effects of model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Postulated effects of intervention if:</strong></td>
</tr>
<tr>
<td>On intervention A</td>
</tr>
<tr>
<td>On intervention B</td>
</tr>
</tbody>
</table>
transient and may change and thus may not be evenly balanced all the time. The consequence of these effects will be attenuated by the amount of balance exhibited in a single trial, and often even the relative attractiveness of interventions will be poorly understood.

In health promotion a much discussed theory considers stages of change in which a progression is described in people ranging from no inclination whatever to alter behaviour (precontemplation) to being entirely prepared to change behaviour (contemplation or preparation). The proportion in the latter category may strongly predict or, indeed, determine the apparent effectiveness of interventions, quite apart from their intrinsic merits in aggregate. The net outcome of the RCT will therefore be affected by the proportion prepared to change behaviour as well as the differential effectiveness of the two interventions among the different categories of preparedness. In a randomised comparison the proportions will not be stochastically similar because different interventions might have very different categories of people in contemplation to change behaviour than for competing interventions. This is probably qualitatively different from therapeutic medicine.

This phenomenon will necessarily give rise to confusion about the true mechanisms involved, when one has no idea a priori for which categories such interventions work and what proportion of any population exhibits these categories of behaviour. It might also give rise to systematic and important confusion about the nature and extent of such effects. What are the possible effects of strictly adhering to randomised comparisons as the gold standard to estimate the true effectiveness of interventions, when such a strategy clearly ignores potent choices and preferences in order to identify a mean therapeutic effect? How large a bias can be induced by such a strategy, and how much confusion?

We learn several things from this simple analysis, although reality in health care is likely to be much more complex than this. From this simple example it is clear that preferences may distort unblind randomised comparisons where they do have a therapeutic effect. More importantly, they may sometimes be entirely responsible for the putative effects of treatments, which are actually equivalent in a strictly and direct therapeutic sense.

Conclusion
It is interesting to speculate on the implications of this on the dynamics of understanding the effectiveness of health care. An intervention that is thought to be beneficial may be beneficial largely because of belief in its merits. Moreover, that belief is likely to be reinforced by such an overestimation of the true “biological” effect in the absence of any coherent understanding of preference effects.

Enthusiastic doctors will be eager to help their patients with a chronic disease to get better. If a new intervention is on offer it will only be proposed if it confers some important theoretical benefit in the eyes of the advisor. Although Chalmers has shown that new interventions are just as likely to be worse rather than better than their predecessors, such a finding is unlikely to be widely absorbed either by enthusiastic clinicians or by their patients who want to get better. We might therefore assume that, in general, new interventions have much more enthusiastic support than old interventions (that are clearly not magic bullets) in chronic diseases such as cancer and heart disease that are not always amenable to intervention.

Clearly, belief in an intervention does not necessarily enhance its effectiveness, but it might and, if it does, we would in general be very unlikely to know. On these two assumptions—that belief does affect effectiveness and that people faced with poor therapeutic prospects are likely to believe in an untried intervention more than a conventional one—organically ineffective interventions are, on average, likely to gain in apparent effectiveness as “unbiased” evidence accumulates from RCTs and more people prefer them. If so, it is important that this process does not simply and systematically accrue more and more expensive (and possibly nasty) placebos, unless we are sure there is no other way to enhance the effect of care.

So long as the preference component of effect (2y above) is smaller than the biological/physiological component, giving people interventions they do not prefer may still confer some important advantage. However, whenever the preference component is large, trials can badly misrepresent the “true” effect and favouring one intervention because of its apparent aggregate effect may cause some to suffer a net disadvantage.

Many things follow from this analysis and it behoves us to understand better the nature of the phenomenon. We need to know where preferences are important and where they are not, and what the implications of this are on our understanding of the results of unblind randomised comparisons. For example, interventions designed to affect behaviour as the main outcome might well be much more susceptible to important preference effects than those with organic outcomes such as death. In general, preferences are likely to be very different for some interventions than for others, and this may be complicated by possible class, sex, age, geographical or ethnic variations.

Just as the interpretation of non-randomised studies is problematic unless confounding by prognosis is known to be absent, the interpretation of unblind RCTs requires a further caution. Since they represent a neat solution to the former concern, we need either to develop another methodological panacea for dealing with preference effects or to understand them reliably.

What to do next
The obvious progression is to mount randomised trials from which the size of preference effects can be reliably measured. Rucker has postulated a two stage design where
randomisation is between two groups—one a random allocation between interventions and the other a choice of intervention randomised between those with a preference and those without (fig 1). Thus, the two arms compare no choices with patient preferences where they exist. The problem here is a practical one of interpretation as subtraction of the means from the two randomised groups provides an estimate of a complex algebraic function of the main physiological effects \( x \) and any preference effect \( \gamma \).

The physiological effect itself will have to be estimated from the randomised arm, but with an unknown preference component, as above, based on imprecise estimates of the proportions \( \alpha \) and \( \beta \) from the preference arm. A preference effect might just be estimable from comparison of the results from the two arms. The algebra, which is laborious but simple (and available from the authors), convinces one again that estimating these effects reliably is difficult and would require large numbers of patients for sufficient precision.

While perhaps easier to put into practice and ethically sound, the trial design described by Brewin and Bradley\(^7\) will produce results for which a preference effect cannot be disentangled from the possible confounding arising from systematic differences between patients with strong intervention preferences and those without (fig 2). This puts the inference back to observational (non-randomised) studies, and hence no methodological progress is made.

Torgerson and colleagues\(^5\) argue that determining preference effects can be achieved by recording preferences in a randomised trial—that is, by asking participants which treatment they would prefer if they were given the choice—and fitting a preference term as an interaction in a regression analysis of main treatment effects. This will, however, be insensitive if the numbers in the trial are determined solely by the necessity to detect a main effect of a particular size, since interactions usually require an order of magnitude more patients for the same power. Thus, if trials more than 10 times the size necessary to detect a main effect can be ethically justified, then detecting preference effects may be feasible. Attempts to detect such an effect by these means have either been underpowered or, in a study of exercise for back pain, failed to find any effect.\(^2\) Another attempt, in this case including a non-randomised patient preference arm for counselling or cognitive behaviour therapy for depression, failed because the selection processes for treatment of depression are poorly understood.\(^2\)

Large trials usually require a convincing biological or clinical justification to obtain enthusiastic support, where the “biomedical model of disease is so pervasive that we often fail to see it as such, but view it as a reality”.\(^2\) Invoking alternative mechanisms that sound slightly fanciful themselves and for which there is not much evidence are therefore unlikely to be enough on their own. It remains to be seen whether sufficient evidence can be derived from what we already know to justify preference effect trials in any area. If it cannot, the much larger question will be whether it can ever be derived from what we can ever know and agree upon, however hard we try. Perhaps the positivist discourse has not so much to recommend it after all. But we certainly do need to know eventually! How much of health care or health promotion is “merely” a placebo is, after all, quite an important question. The recent systematic review from York suggests that doctors can induce better outcomes by their own warmth and reassurance,\(^50\) but what is now required is a more people-centred focus which measures their own effects on their own outcomes. These are likely to be more potent still.

---
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