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Abstract

Using mobile devices, such as smart phones, people may create and distribute different types of digital content (e.g., photos, videos). One of the problems is that digital content, being easy to create and replicate, may likely swamp users rather than informing them. To avoid that, users may organize content producers that they know and trust in a web of trust. Users may then reason about this web of trust to form opinions about content producers with whom they have never interacted before. These opinions will then determine whether content is accepted. The process of forming opinions is called trust propagation. We design a mechanism for mobile devices that effectively propagates trust and that is lightweight and distributed (as opposed to previous work that focuses on centralized propagation). This mechanism uses a graph-based learning technique. We evaluate the effectiveness (predictive accuracy) of this mechanism against a large real-world data set. We also evaluate the computational cost of a J2ME implementation on a mobile phone.

1 Introduction

Researchers are realizing that mobile devices may engage people in many different ways. For example, mobile devices allow people to take photos or shoot videos and distribute them to their local communities at very low cost. Content distribution may help to engage people, for example, in urban planning or creative expression [4, 19]. But what happens if everybody is distributing content? In that case, to paraphrase Italo Calvino, we would live in an unending rainfall of content [5].

To avoid content overload, we need new ways of filtering content (of deciding which content to accept). Conventional wisdom holds that one such way is to maintain a web of trust [11, 24] of content producers. A web of trust is a network of trust relationships: we trust (link to) only a handful of other people; these people, in turn, trust (link to) a limited number of other individuals; overall, these trust relationships form a network (a web of trust) of individuals linked by trust relationships. Based upon this web of trust, individuals may form opinions of other individuals (in technical parlance, they propagate trust in other individuals) from whom they have never received content before. Individuals then decide whether to accept content according to these opinions.

Section 2.2 will show that existing ways of propagating trust cannot be readily applied in mobile computing because they are usually designed to work on a centrally stored web of trust and to run on high-end machines. Thus we set out to design a novel way of propagating trust that works in distributed settings (e.g., P2P networks) and runs on (resource-constrained) mobile phones. Our core contributions include:

- A new trust propagation model that exploits a graph-based semi-supervised learning scheme [12, 23], carefully adapted to our domain. The key idea is that each mobile device stores a very limited subset of the web of trust; on that subset, it then applies a machine learning technique for propagating trust. Section 2.3 introduces the technique and Section 3 describes it in details.

- Evaluation of the accuracy of our proposition on a real and large web of trust (Section 4.1).

- Evaluation of its robustness against simulated uncooperative users (Section 4.2).

- Evaluation of the computational overhead of a J2ME implementation on a Nokia mobile phone (Section 4.3).

2 Overview

We now describe our research problem more formally. We will then demonstrate that existing solutions are not suitable for mobile devices. Finally, we will briefly introduce our proposed solution.
rates its trust for a given range of trust values (for example, in Fig. 1(a), with a rating representing the extent to which to C if past experiences [6, 17, 18]. However, that is not possible without prior interaction. This suggests that everyone else. For example, consider the web of trust in Fig. 1(b), where we have four mobile user A may form an opinion about another user B, and as a consequence, it has to form an opinion about B. A may do so by predicting its trust for B. The goal of this paper is to study how a mobile user A may form an opinion about another user B without prior interaction.

2.1 Problem Statement

One may represent the statement “C trusts D” as a web-of-trust of two persons and one trust relationship going from C to D (Fig. 1(a)). The relationship may also be labeled with a rating representing the extent to which C trusts D in a given range of trust values (for example, in Fig. 1(a), C rates its trust for D as 2 in a discrete range {1, 2, 3}). Now, consider the web of trust in Fig. 1(b), where we have four people A, B, C and D. Not everyone has interacted with everyone else. For example, A and B have never interacted (no link between them). For the sake of argument, suppose that A now wishes to interact with B and, as a consequence, it has to form an opinion about B. A may do so by predicting its trust for B. The goal of this paper is to study how a mobile user A may form an opinion about another user B without prior interaction.

2.2 Existing Solutions: Unfit for Mobile Computing

To form an opinion about B, A may use the ratings of its past experiences [6, 17, 18]. However, that is not possible if A has never interacted with B. In that case, literature suggests that A may create a web of trust from third-party ratings and, based on that, may then set its trust (propagate its trust) for B.

There is substantial literature on how to propagate trust. That literature breaks roughly into two camps. In the first, techniques assign a global trust value to each user. That is, A’s trust in B corresponds to a global trust value in B. By global, we mean a trust value that is accepted and shared by all users. In peer-to-peer networks, EigenTrust [13] assigns a global trust rating to each peer similar to how Google’s PageRank [16] ranks web pages. Global ratings are then used by peers to exclude untrustworthy peers (which send inauthentic files) and to select peers from whom to download files. As a consequence, the number of inauthentic files in the network decreases. In a free software developer community, Advogato [15] assigns a global trust to each community member. It does so by assigning ratings in a web of trust and by composing ratings between members using max flow from designated trusted members. The idea of max flow is that between any two nodes, the quantity of trust flowing from one node to another cannot be greater than the weakest rating somewhere on the path between the two nodes. This way of composing ratings has proved to be attack resistant - it successfully isolates unreliable members. More recently, Ziegler and Lausen [24] proposed to rank all users by spreading “activation models” (by arranging ratings in a matrix and finding the principal eigenvector), while Dell’Amico [7] focused on peer-to-peer networks and proposed to rank peers by using link-analysis techniques in a fully distributed setting.

By contrast, in the second literature camp, techniques assign a pairwise (local) trust rating to each pair of users. That is, A assigns a personalized trust rating in B. Personalizing trust is beneficial because it makes it possible for two individuals to have different opinions about the trustworthiness of the same person (which may well happen in reality). In 2003, Golbeck et al. [9] proposed different algorithms for propagating trust in this way. For example, they proposed a variation of max flow that accounts for path length. To Domingos et al. [20] and Guha et al. [11] goes the merit of presenting the first comparative studies of different trust propagation algorithms in which pairwise ratings are computed. These algorithms have been evaluated against Epinions [1], a large collection of binary ratings\(^2\). By binary we mean that each rating simply expresses whether an individual trusts another individual or not. Despite being evaluated on binary ratings, these algorithms are general in the sense that they can take discrete ratings (not necessarily binary).

Most of the work on assigning pairwise trust ratings is based on a simple, yet effective mechanism: A finds all paths leading to B; for each path, A then concatenates the ratings along the path; A finally aggregates all path concatenations into a single trust rating for B. Algorithmically, this is equivalent to A arranging trust ratings into a matrix and, over a series of iterations, propagating trust by, for example, direct propagation: if A trusts C and C trusts B, then trust propagates from A to B. The resulting matrix values are then rounded into a single trust rating. Unfortunately, this way of propagating trust suffers from two main limitations:

- Literature has proved direct trust propagation to be extremely effective, but it has done so only on data sets of binary ratings. There is no published work on how

\(^1\)For simplicity’s sake, our examples use a trust scale \{1, 2, 3\}. However, our model by no means requires this as it works on any scale.

\(^2\)In Epinions, quality assessments of products are on a scale \{1, \ldots, 5\}, but user ratings are binary.
direct propagation would perform on a large data set of discrete ratings, not necessarily binary\(^3\). An individual may express whether she trusts another individual or not, and, if she does, she may then express the extent to which she trusts by a discrete value. For example, in Advogato [15], users express their trust with 3-level ratings (ratings in \{1,2,3\}). Given that, one may wonder how direct trust propagation would perform against the Advogato data set. We have evaluated direct trust propagation on Advogato as Section 4 will describe. Unfortunately, as Fig. 2 shows, the predictive accuracy (fraction of correct predictions) is low. More precisely, considering a large sample of Advogato’s trust ratings (55,455 ratings), direct trust propagation correctly predicts 50.76% of the ratings (as a reference, consider that a naive prediction (random guess) correctly predicts 31.1% of the ratings\(^4\)). Therefore, direct trust propagation does not predict the actual rating in roughly half of the cases.

- Direct trust propagation does not scale on mobile devices. Direct trust propagation is meant for Web applications in which centralized servers store full webs of trust upon which trust is then propagated by multiplying vectors and matrices whose dimensions are extremely high. As a consequence, it is computationally expensive and would not scale well on any existing portable device. Moreover, mobile devices would only know a very small subset of the web of trust at any given time (it is unrealistic to assume complete knowledge) because of, for example, network partition, device (un)availability, and limited resources.

It thus seems that a different way of propagating trust in mobile computing scenarios is needed. But what sort of method should we use?

2.3 Our Proposal

Our problem is to find a way of propagating trust that is both effective and scalable. To do so, we propose to use a class of semi-supervised learning techniques that have been proved to be effective when applied to various problem domains (e.g., to predict movie reviews [10], to recognize digits [12], to classify text [23]).

These techniques work on a graph in which: not links but nodes are either rated or unrated, and those nodes are then connected to each other if they are related (the techniques consider that two nodes are related if their ratings are similar). Informally, these techniques exploit knowledge already present in the graph (rated nodes) to construct a function that is capable of predicting unrated nodes. To choose the most effective function (the function with the highest predictive accuracy), the techniques impose that: on input of each rated node in the graph, the chosen function returns the node’s actual rating (this serves to choose a function that is consistent with existing ratings); given two connected nodes \(x_i\) and \(x_j\), the chosen function returns \(f(x_i)\) similar to \(f(x_j)\) (this serves to choose a function that assigns similar ratings to connected nodes).

Let us now imagine a graph whose nodes are trust relationships (we call this graph ‘relationship graph’). A node is rated if the corresponding relationship in the web of trust is known and rated (e.g., in Fig. 3(a), \(C \rightarrow B\) is known and rated, so that in the relationship graph the node representing this relationship will be rated). By contrast, a node is unrated if the corresponding relationship is unknown and has to be predicted (e.g., \(A \rightarrow B\) in Fig. 3(a)). Predicting a trust relationship thus means finding a function that effectively rates the corresponding node. Finding such a function is exactly the problem solved by the semi-supervised learning techniques described above. In order to exploit these techniques, we first need to represent (part of) a web of trust as a relationship graph. We explain how to do so in the following section.

3 The Proposed Model

To describe our model, we refer to our running example of how \(A\) may propagate its trust in \(B\) given the web of trust shown in Fig. 3(a). The following four steps are required, each of which is described in the following subsections:

1. \(A\) determines the trust relationships that our propaga-
A propagation scheme may find relevant for predicting A’s trust in B (Section 3.1).

2. A restricts its attention to the subset of the web of trust that it knows and that includes those relationships (Section 3.2).

3. From this subset, A builds a relationship graph (Section 3.3).

4. A finally applies the machine learning technique to determine a function that predicts A → B (Section 3.4).

Before describing these steps in details, we spell out our assumptions:

- We consider the web of trust to be a network in which the small world phenomenon holds (i.e., the distance between any two people is short). We argue this is a perfectly plausible assumption given that the web of trust is a social network, for which the small world phenomenon emerges.

- We consider that anonymous tokens identify users. This may protect user anonymity but makes the system vulnerable to Sybil attacks (whose impact is discussed in Section 5).

### 3.1 Determining Relevant Trust Relationships

To begin with, A determines the trust relationships that our propagation scheme may find relevant for predicting A’s trust in B, that is, those relationships related to A → B. As defined in Section 2.3, two relationships are related if their ratings are similar. Hence we consider related any:

- **Two relationships with the same rater.** For example, A → B and A → D are related as they have the same rater A, and the more alike B and D perform, the more related A → B and A → D are. We call this kind of relation performing relation, and denote it as \( rel_p(B, D) \). More formally, the weight between the \( i^{th} \) trust relationship “A trusts B” and the \( j^{th} \) trust relationship “A trusts D” is

\[
    w_{ij} = c \cdot rel_p(B, D),
\]

where \( c \) is the weight given to performing relations. How do we quantify the performing relation between B and D? We may do so by considering that the more alike B and D perform, the closer the ratings about them. Along these lines, we: (1) take all people who have rated both B and D. In our example (Fig. 3(a)), this is only C. (2) For each such person, compute the absolute difference between her rating in B and that in D. In our example, the absolute difference between C → D and C → B is \( 3 - 2 = 1 \). (3) Normalize those differences in \([0, 1]\), and aggregate them. We will shortly describe two ways of aggregating differences. For the time being, consider that, in our example, there is only one person who has rated both B and D, thus only one difference (so no need for any aggregation). Given that ratings are given in a discrete scale \([1, 3]\), the normalized difference value is \((3 - 2)/(3 - 1) = 1/2\). Having the aggregated value, we may then say that the bigger this is, the less alike B and D perform (the lower \( rel_p(B, D) \)). For this reason, we define \( rel_p(B, D) = 1 - v \), where \( v \) is the aggregated value. In our example, we had only one difference so we did not need any aggregation at the third step. In general, we may have more than one person who has rated both B and D, thus more than one difference (for example, let us assume we have two normalized differences 1/2 and 2/2). In that case, we need to aggregate those differences. The simplest way to do so is to compute the average difference (in our
3.2 Taking Part of the Web of Trust

To use our propagation scheme for predicting its trust for \( B \), \( A \) needs to know part of the web of trust. To see which part is needed, we must consider the two steps through which \( A \) predicts its trust for \( B \). In so doing, we will refer to Fig. 4(a) and consider the following sets: \( S_1 \), that is, the set of ratings of \( A \)'s outgoing relationships; and \( S_2 \), that is, the set of all ratings from nodes that have rated \( B \).

**Step 1.** \( A \) determines the trust relationships related to \( A \rightarrow B \). Those relationships take the form \( A \rightarrow X \) and \( Y \rightarrow B \) (where \( X \) and \( Y \) are generic persons different from \( A \) and \( B \)). To determine those relationships, \( A \) needs the ratings of its outgoing relationships (set \( S_1 \)) plus the ratings of \( B \)'s incoming relationships (relationships in \( S_2 \) going into \( B \)).

**Step 2.** \( A \) determines the extent to which each pair of those edges are related. More specifically:

- \( A \) determines the extent to which any pair of edges \( A \rightarrow X \) and \( A \rightarrow B \) are related. This requires to quantify the (performing) relation between \( B \) and \( X \) — to quantify how alike \( B \) and \( X \) perform. To do so, \( A \) needs the ratings of the relationships in \( S_2 \) plus those in \( S_1 \).
- \( A \) determines the extent to which any pair of edges \( Y \rightarrow B \) to \( A \rightarrow B \) are related. This requires to quantify the (judging) relation between \( Y \) and \( A \) — to quantify how alike \( Y \) and \( A \) rate. Again, to do so, \( A \) needs the ratings of the relationships in \( S_2 \) plus those in \( S_1 \).

Overall, to use our propagation scheme for predicting its trust in \( B \), \( A \) needs the ratings of the relationships in \( S_1 \) and in \( S_2 \). The former are readily available, as we can assume that \( A \) stores locally the ratings it has produced. And the latter are received from \( B \). In fact, those ratings have been generated by the people who have rated \( B \); therefore, \( B \) may have all the ratings of the relationships in \( S_2 \), as it has received them from its raters. As a result, each user stores a very small subset of the web of trust — she stores the ratings she generates plus those generated by her raters.

### 3.3 Building the Relationship Graph

At this point, \( A \) knows which trust relationships are related to the one that has to be propagated, and the extent to which they are so; \( A \) can then build a relationship graph. The key idea is to create a graph whose nodes include the trust relationship to be predicted plus related relationships. Fig. 5(b) shows one such graph whose nodes are: \( A \rightarrow B \) (trust relationship to be predicted), \( A \rightarrow C \), \( A \rightarrow D \), and \( C \rightarrow B \) (related relationships). Nodes are linked and the label on a link expresses the extent to which the two linked nodes are related.

More generally, there are \( n \) trust relationships \( x_1, \ldots, x_n \), of which \( r \) are rated \((x_1, y_1), \ldots, (x_r, y_r)\)
and \( u \) are unrated \( x_{r+1}, \ldots, x_{r+u} \) (an ‘unrated’ relationship is a relationship that has no rating on the web of trust). The numerical ratings are defined as being \( y_1, \ldots, y_r \in L \), where \( L = \{l_1, \ldots, l_p\} \) with \( l_1 < \cdots < l_p \). For example, a system with \( p = 3 \) possible rating levels may have \( L = \{1, 2, 3\} \). Our problem is now to build a connected graph \( G = (V,E) \) with nodes \( V \) corresponding to the \( n \) trust relationships. We do so step by step with reference to an example (Fig. 3(b)) and to a general representation (Fig. 4(b)). To understand the rationale behind this construction, we must remember our end goal of finding a function \( f \) that predicts all unrated nodes in that graph, including that of interest (e.g., \( A \rightarrow B \) in Fig. 3(b)) among the unrated ones.

- The node \( x_i \) is connected to its \( k \) most related nodes that are rated. We call these nodes \( x_i \)’s rated neighbors. Connecting \( x_i \) to those nodes serves to impose that the function \( f \) rates \( x_i \) and its rated neighbors with similar ratings. Let \( x_j \) denote one of \( x_i \)’s rated neighbors. The weight of the edge between \( x_i \) and \( x_j \) is \( a \cdot w_{ij} \). The coefficient \( a \) is the weighting factor for rated neighbors, and \( w_{ij} \) is determined as per formula (1) or (2) (depending on whether the relation between \( x_i \) and \( x_j \) is performing or judging relation). For example, in Fig. 3(b), \( A \rightarrow B \) is connected to \( A \rightarrow D \) and to \( C \rightarrow B \) and the corresponding weights are 0.5 and 1, respectively.

- The node \( x_i \) is also connected to the \( k' \) most related nodes that are unrated (e.g., in Fig. 3(b), \( A \rightarrow B \) is connected to \( A \rightarrow C \)). We call these nodes \( x_i \)’s unrated neighbors. Connecting \( x_i \) to those nodes serves to impose that the function \( f \) rates \( x_i \) and its unrated neighbors with similar ratings. Let \( x_h \) denote one of those unrated nodes. The weight of the edge between \( x_h \) and \( x_i \) is \( b \cdot w_{hi} \). The coefficient \( b \) is the weighting factor for unrated neighbors, and \( w_{hi} \) is determined as per formula (1) or (2).

- Each rated node \( x_j \) is connected to an “observed node” (dark circles in both reference figures) whose value is the rating \( y_j \). The observed node is a ‘dingle’ because it connects only \( x_j \). The edge weight is a large number \( M \). Setting \( M \) to a large number serves to pull \( f(x_j) \) towards the true rating \( y_j \) (in particular, if \( M \rightarrow \infty \) then \( f(x_j) = y_j \)). That corresponds to the first condition for choosing an effective function \( f \) (Section 2.3): making the function consistent with existing ratings.

The remaining coefficients will be set by cross validation (Section 4.1).

### 3.4 Finding a Predictive Function on the Graph

Having the relationship graph, \( A \) now has to find a function that predicts all unrated nodes in that graph, including that of interest (e.g., \( A \rightarrow B \)).

Let us formalize the problem and the construction of its solution. We have a graph \( G \) of \( n \) nodes \( x_i, i \in [1, n], r \) of which have ratings \( y_i \), and the remaining \( u \) \((x_{r+1}, \ldots, x_{r+u})\) are unrated. The set \( R \) contains the indices of the rated nodes and \( U \) those of unrated nodes. Our problem is to seek a function \( f \) that rates each of the unrated nodes (the nodes whose indices are in \( U \)). Section 2.3 mentioned that to choose a function that rates effectively, one has to impose that: on input of each rated node in the graph, the chosen function returns the node’s actual rating (that has been done in the previous Section 3.3 by setting the coefficient \( M \) to a large number); on input of either of two connected nodes, the chosen function’s outputs are similar.

The latter condition is equivalent to saying that (refer to Fig. 4(b)): for any pair of related nodes \( x_i \) and \( x_j \), the difference of their ratings \( f(x_i) \) and \( f(x_j) \) should be minimum. In other words, \((f(x_i) - f(x_j))^2\) should be minimum. This expression represents the rating difference over one edge. One may compute the difference over the graph by summing the rating differences of all edges. We denote this difference as \( \mathcal{L}(f) \). We will see that such a difference depends on the chosen function \( f \). Our problem is to find the function \( f \) for which the difference over the graph is minimum. We do so in Appendix A and find that such a function

![Figure 5. A relationship graph and corresponding matrices. In the relationship graph, there are two rated nodes \( x_1 : A \rightarrow D \) and \( x_2 : C \rightarrow B \); and two unrated nodes \( x_3 : A \rightarrow C \) and \( x_4 : A \rightarrow B \). The prediction algorithm populates the rating matrix \( \gamma \), the diagonal dongle matrix \( C \), and the weight matrix \( W \). Then, it computes the predictive function \( f \).](image-url)
is $f = \left(C + L\right)^{-1}Cy$. Let us now introduce this notation and the three steps of the algorithm for computing $f$ (refer to Fig. 5):

1. Populate 3 matrices:
   - The rating matrix $y = (y_1, \ldots, y_r, 0, \ldots, 0)^\top$. This is an $n \times 1$ matrix whose first $r$ rows contain the ratings of the rated nodes, and any remaining row contains zero. For example, Fig. 5 shows a relationship graph and the corresponding rating matrix.
   - The diagonal dongle weight matrix $C$. The elements that correspond to rated nodes contain $M$ (otherwise 0):
     $$C_{ii} = \begin{cases} M, & i \in R \\ 0, & i \in U \end{cases}$$
     In Fig. 5, the first two nodes are rated.
   - The $n \times n$ weight matrix $W$:
     $$W_{ij} = \begin{cases} aw_{ij}, & j \in RN(i) \\ bw_{ij}, & j \in UN(i) \\ 0, & \text{otherwise} \end{cases}$$
     $RN(i)$: set of indices of $i$’s rated neighbors; $UN(i)$: set of indices of $i$’s unrated neighbors.

2. Compute: the symmetrized version of $W$: $W = max(W, W^\top)$; the diagonal degree matrix $D_{ii} = \sum_{j=1}^n W_{ij}$ (we consider a node’s degree to be the sum of its edge weights); and the combinatorial Laplacian matrix $L = D - W$.

3. Finally, compute $f = \left(C + L\right)^{-1}Cy$. This has the form $f = (f(x_1), \ldots, f(x_n))^\top$, and its last $u$ elements are the predicted ratings for the nodes in $U$. Appendix A shows that the so computed $f$ minimizes the rating difference over the relationship graph. For example, in the relationship graph of Fig. 5, $A \to B$’s rating is predicted to be $f_A = 2.7$.

That concludes the description of our model. In the next section, we turn to evaluating it.

## 4 Evaluation

The goal of our algorithm is to predict trust ratings on portable devices. To ascertain the effectiveness of our algorithm at meeting this goal, our evaluation ought to answer three questions:

1. (Predictive Accuracy) How accurate is our algorithm in predicting trust ratings?
2. (Prediction Robustness) What is the impact of uncooperative users upon the algorithm’s accuracy?
3. (Overheads) What time, storage, and communication overheads does our algorithm impose on a mobile phone?

To see whether our algorithm effectively predicts trust and whether it is usable on portable devices, we need a large-scale deployment. Only so can we separate statistical significant answers from plausible insights gained by a small-scale deployment. Plus, a deployment needs to be evaluated in the long-term to see whether our algorithm is robust against, for example, uncooperative users.

Unfortunately, we do not have a long-term evaluation of a large-scale mobile computing deployment. We do, however, have a large rating data set from the Advogato community that has been around for more than a decade\(^5\). Using this data set (described next), we evaluate whether our algorithm is effective in predicting real trust ratings (Section 4.1). Then, to evaluate how robust our algorithm is, we emulate how users may rationally turn to be uncooperative (Section 4.2). Finally, we implement our algorithm to assess whether it is usable on a mobile phone (Section 4.3).

To begin with, let us describe the Advogato data set. Advogato is a community discussion board for free software developers. Using the Advogato’s trust metric \([15]\), each

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
<th>Tuning Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_r = \frac{r}{mr}$</td>
<td>Fraction of rated nodes used as neighbors.</td>
<td>${0.05, 0.1, 0.15, 0.2, 0.3}$</td>
</tr>
<tr>
<td>$f_u = \frac{u}{mu}$</td>
<td>Fraction of unrated nodes used as neighbors.</td>
<td>${0.05, 0.1, 0.15, 0.2, 0.3}$</td>
</tr>
<tr>
<td>$\beta = \frac{\Delta}{r}$</td>
<td>Relative weight between rated and unrated nodes.</td>
<td>${10^{-3}, 10^{-2}, 10^{-1}, 1, 10}$</td>
</tr>
<tr>
<td>$\gamma = \frac{\Delta}{\beta}$</td>
<td>Relative weight between judging and performing relations.</td>
<td>${10^{-3}, 10^{-2}, 10^{-1}, 1, 10}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>How to compute $rel(A, B)$, i.e., the extent to which $A$ and $B$ perform or judge alike.</td>
<td>Two ways: average difference or confidence interval</td>
</tr>
</tbody>
</table>

Table 1. Parameters of our prediction algorithm. To find the optimal values, we tune the parameters in the reported ranges.

---

\(^5\) Since webs of trust tend to contain private information, only a limited number are publicly available, and those few are quite small (they do not allow for thorough evaluation). The only exception is the Advogato data set.
user has a single (global) trust value computed by com-posing other users ratings. There are three possible ratings: apprentice, journeyer, and master. Global trust is used to con-trol access to the discussion board: ‘apprentices’ can only post comments, whereas ‘journeymen’ and ‘masters’ are able to post both stories and comments. From this community, we have extracted 55,455 trust relationships.

4.1 Predictive Accuracy

We evaluate the predictive accuracy of our algorithm by using leave-one-out cross validation.

**Validation Execution.** The cross validation unfolds as follows. We take Advogato’s web of trust. We mask one trust relationship and then predict the relationship’s rating in four different ways. We repeat this on all relationships. In doing this, we measure the predictive accuracy, i.e., the fraction of correct predictions.

The four ways of predicting the rating of a masked relation-ship $A \rightarrow B$ that we have compared are: naive pre-diction (random guess); median of ratings about $B$; direct trust propagation (as described in Section 2.2); and our al-gorithm. Since we cannot assume complete knowledge in mobile settings, we consider that our algorithm does not know the whole web of trust, but predicts $A \rightarrow B$ on in-put of only the ratings known by $A$ (as described in Sec-tion 3.2). Instead, we allow distributed trust propagation to know all paths (and corresponding ratings) between $A$ and $B$ because it is the only way it can be carried out.

Our propagation algorithm has five parameters. We tune each parameter in the range shown in Table 1. This leads to 1250 possible combinations. For each combination, we compute the predictive accuracy.

**Validation Results.** For our algorithm, we first computed the optimal parameters (parameters for which the accuracy is highest) as described above: they turn out to be $\gamma = 1$, $\alpha =$“confidence interval”, $f_r = 0.1$, $f_u = 0.2$, $\beta = 0.1$, and $k = k' = 20$ (a relationship graph should contain at most 20 edges). We expect that these values will apply in other domains; that is because they, informally speaking, specify reasonable and intuitive choices. More specifically, they indicate that to predict the rating of a trust relation-ship, the learning algorithm has: to consider relevant those relationships that include people who perform or rate alike ($\gamma = 1$); to estimate relevance by aggregating ratings using the confidence interval of their average ($\alpha =$“confidence in-terval”); to consider a small fraction of those relevant rela-tionships ($f_r = 0.1$, $f_u = 0.2$); to weight the actual ratings more than the ratings it predicts during the learning process ($\beta = 0.1$).

This preliminary analysis allow us to move on to answer the key question: how would the predictive accuracy of our algorithm compare to that of any of the algorithms previ-ously mentioned. Fig. 6 shows that direct trust propagation performs better than naive prediction, but is comparable to a median of ratings. It also shows that our algorithm’s accuracy is as high as 82.9%. In all cases in which our algorithm failed to predict (17.1%), the actual rating and the predicted rating differed by one only (with $L = \{1, 2, 3\}$).

4.2 Prediction Robustness

All trust propagation techniques rely on knowing rat-ings. In mobile computing, this translates into users making available their ratings. For privacy reasons, some users may well decide not to do so. Being this plausible, we now eval-
valuate how our algorithm would cope if different fractions of users did not disclose their ratings. Again, we measure predictive accuracy by cross validation: we mask one trust relationship and then predict its rating upon the limited knowledge of the nodes subject of the trust relationship; we do so for all relationships that link any pair of cooperative users (users willing to make their ratings available). That is because we consider that users willing to be subject to prediction are also willing to cooperate.

Fig. 7 shows the fraction of predictions for which a relationship graph is not defined (percentage of unknown predictions) as a function of the fraction of uncooperative users. If at most 60% of the users are not willing to make their ratings available, the remaining users can still propagate their trust, and they do so with a high predictive accuracy (82.9%). However, as Fig. 7 shows, if the number of uncooperative users reaches a critical point (if it is higher than 60%), the remaining users are abruptly unable to form a relationship graph. In other words, if at least 40% of the users make their ratings available, those users can still effectively propagate trust. For one possible explanation of this result, consider that the web of trust is a social network and that social networks are robust because they are scale-free. Albert et al. [2] studied the fraction of nodes that must be removed at random from a scale-free network to break it into pieces: they “removed as many as 80% of all nodes and the remaining 20% still hung together, forming a highly interlinked cluster” [3].

4.3 Overheads

Communication and Storage Overheads. Both communication and storage overheads are minimal. As described in Section 3.2, any device stores the ratings of its outgoing relationships plus those of its incoming neighbors in a table. Each tuple of this table corresponds to a trust relationship, i.e., to two identifiers (of the connected persons) and one rating. Hence, say that the size of a tuple is roughly 10B. Even with 50 incoming and 50 outgoing edges (which is pessimistically high), the table size is 30KB. Also, for a single trust propagation, the data to be sent is less than 30KB.

Computational Overhead. We ran a J2ME implementation of our algorithm on a Nokia 3230 mobile phone whose features include: Symbian operating system 7.0, 32 MB of memory, 32-bit RISC CPU (123 MHz). In Section 4.1, we evaluated that a relationship graph should contain 20 nodes at most. We run our algorithm in this worst case scenario. We minimized background activities by shutting down all applications other than our algorithm. The computation overhead, given as the mean of 10 runs, is as low as 2.8 milliseconds.

5 Discussion

Based on the previous results, we now discuss some open questions.

Privacy Concerns. By exchanging their web of trust, users reveal their social ties (people with whom they have interacted), and some users may not feel comfortable doing so for privacy concerns [14]. Our design alleviates these concerns for two reasons. First, users are identified by anonymous tokens. Second, one inherent property of distributed trust propagation is that users’ ratings are not made available on public servers, but each user discloses her ratings whenever she finds convenient to do so. Moreover, during our evaluation, we found that if at least 40% of the users make available their ratings, those users can still propagate their trust without relying on any other user (Section 4.2).

Sybil Users. Given that users’ identifiers correspond to anonymous tokens, one may rightly point out that user-token bindings need to be certified to avoid sybil attacks [8], in which a malicious user takes on multiple identities and pretends to be multiple, distinct users. In mobile computing, user-token bindings cannot be certified by a central authority. However, those bindings may be statistically guaranteed by mechanisms similar to SybilGuard [22]. If those mechanisms will prove ineffective, one might be interested in knowing whether our model is robust against sybil attacks. We evaluate the predictive accuracy of our algorithm as follows: we mask one trust relationship $A \rightarrow B$; we create $n$ sybil identities who highly rate $B$; we then predict $A \rightarrow B$’s rating. We do so for all trust relationships. Regardless of $n$, the prediction accuracy remains unchanged (82.9%). The reason for this result is that sybil users are not connected in the same way as real users are and, as a consequence, their ratings do not influence trust propagation.

Distrust. Previous work has shown that introducing distrust may be beneficial to trust propagation [11]. Despite not explicitly modeling distrust, we may introduce it by simply adding an additional rating level. For example, if we have 3 possible ratings, we may simply add a fourth rating representing distrust.

Dynamic Ratings. Since ratings may change over time, we have allowed for rating tables to be updated either reactively or proactively and the storage and communication overheads of doing so are minimal (Section 4.3).

---

6Our scheme does not work if more than 60% of the nodes are removed. The reason is that, to propagate trust from $A$ to $B$, our scheme does not simply need a connecting path between $A$ and $B$ (which may likely exist even if 80% of the nodes are removed), but needs the set of links that are necessary for propagating trust (as per Section 3.2). And those links likely disappear after removing more than 60% of the nodes.
6 Conclusion

We proposed a model that makes it possible for mobile users to predict their trust for content producers from whom they have never received content before. The model scales (it entails minimal storage and communication overhead) and is effective (its predictive accuracy on a large data set is as high as 82.9%). That accuracy remains unchanged even if most of the users were not to make available their ratings. The model also runs on portable devices (a J2ME implementation spends at most 2.8ms for one propagation on a Nokia phone). To further evaluate our model, we are currently designing controlled experiments to be run in a large-scale deployment.
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Appendix A

Given the graph described in Section 2 and shown in Fig. 4(b), the loss $\mathcal{L}(f)$ over the whole graph is

$$\mathcal{L}(f) = \sum_{j \in R} M \cdot (f(x_j) - y_j)^2 + \sum_{i \in U, j \in RN(i)} a \cdot w_{ij} \cdot (f(x_i) - f(x_j))^2 + \sum_{i \in U, h \in UN(i)} b \cdot w_{hi} \cdot (f(x_h) - f(x_i))^2$$

Expression (3) can be written as:

$$\mathcal{L}(f) = (f - y)^\top C (f - y) + f^\top L f$$

Being $C$ and $L$ symmetric, the gradient is:

$$\frac{\delta \mathcal{L}(f)}{\delta f} = 2C(f - y) + 2Lf.$$

To solve the optimization problem $\min_f \mathcal{L}(f)$, we set the gradient to zero, $\frac{\delta \mathcal{L}(f)}{\delta f} = 0$, and obtain:

$$f = \left( C + L \right)^{-1} C y$$