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Abstract

Requirements engineering is the prerequisite of software engineering, and plays a critically strategic role in the success of software development. Insufficient management of uncertainty in the requirements engineering process has been recognised as a key reason for software project failure. The essence of uncertainty may arise from partially observable, stochastic environments, or ignorance. To ease the impact of uncertainty in the software development process, it is important to provide techniques that explicitly manage uncertainty in requirements selection and optimisation.

This thesis presents a decision support framework to exactly address the uncertainty in requirements selection and optimisation. Three types of uncertainty are managed. They are requirements uncertainty, algorithmic uncertainty, and uncertainty of resource constraints. Firstly, a probabilistic robust optimisation model is introduced to enable the manageability of requirements uncertainty. Requirements uncertainty is probabilistically simulated by Monte-Carlo Simulation and then formulated as one of the optimisation objectives. Secondly, a probabilistic uncertainty analysis and a quantitative analysis sub-framework METRO is designed to cater for requirements selection decision support under uncertainty. An exact Non-dominated Sorting Conflict Graph based Dynamic Programming algorithm lies at the heart of METRO to guarantee the elimination of algorithmic uncertainty and the discovery of guaranteed optimal solutions. Consequently, any information loss due to algorithmic uncertainty can be completely avoided. Moreover, a data analytic approach is integrated in METRO to help the decision maker to understand the remaining requirements uncertainty propagation throughout the requirements selection process, and to interpret the analysis results. Finally, a more generic exact multi-objective integrated release and schedule planning approach iRASPA is introduced to holistically manage the uncertainty of resource constraints for requirements selection and optimisation. Software release and schedule plans are integrated into a single activity and solved simultaneously. Accordingly, a more advanced globally optimal result can be produced by accommodating and managing the inherent additional uncertainty due to resource constraints as well as that due to requirements. To settle the algorithmic uncertainty problem and guarantee the exactness of results, an ε-constraint Quadratic Programming approach is used in iRASPA.
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Chapter 1

Introduction

In software engineering, determining the set of requirements to implement in the release is a critical foundation for the success of a project. Inappropriately including or excluding requirements may result in products that fail to satisfy stakeholders’ needs, and might cause loss of revenue. However, uncertainty (characterised by incomplete understanding) is inevitable in the early phase of requirements engineering, and could lead to unsound requirement decisions. To overcome uncertainty, the requirement engineering decision support needs uncertainty management.

This thesis presents a decision support framework for managing and analysing the uncertainty in requirements selection and optimisation. The uncertainties include uncertainty about development resource availability, the impact of dynamic and frequent changes at software runtime [13, 14], and the requirements ambiguity [15]. In this thesis, three types of uncertainty are taken into consideration: Firstly, we introduce a simulation-based requirements selection and optimisation model to manage the requirements uncertainty. Secondly, we design a Dynamic-Programming-based exact requirements selection solver to eliminate algorithmic uncertainty and a requirements uncertainty analysis framework METRO to interpret the impact of requirements uncertainty. Lastly, we take into account and address the uncertainty concerning allocation of resources by introducing an integrated software release and schedule planning model with
1.1 Motivation of the Research

The term *software requirement* is defined as “the property which must be exhibited in order to solve some problem in the real world” [16]. Determining an appropriate subset of requirements to be delivered in the following releases of a software system is a critical aspect in software engineering, especially under limited resources. Essentially, requirements selection can be regarded as a complex combinatorial decision problem in which several stakeholders and restrictions have to be satisfied in different deployment environments [17].

Therefore, the requirements selection and optimisation problem can be formulated as a constrained optimisation problem. In 1996, Karlsson used the *Analytical Hierarchy Process* for supporting software requirements selection and prioritisation [18]. In 2001, Bagnall et al. [19] further formulated it as Next Release Problem (NRP) and used a search-based approach to explore the search space in pursuit of requirements combinations with maximal expected business value. In 2004, Greer and Ruhe [20] extended this model to the software release planning problem to cater for several releases. In their formulation, stakeholders’ objectives are modelled quantitatively, and optimisation techniques (i.e., meta-heuristic algorithms, dynamic programming) are employed to explore and select a subset of requirements that is both feasible and well-suited to stakeholders’ requirements. It is a non-trivial problem, known to be *NP-hard* [19] [21] [22].

The search space of this problem increases exponentially with the number of requirements.

Unfortunately, uncertainty is also an inherent characteristic of the software engineer-
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The essence of uncertainty is the lack of complete knowledge at the time a decision must be taken [23]. In requirements selection and optimisation, uncertainty may arise from limited knowledge or ignorance in domain knowledge, technical knowledge, and project management [25, 26].

The uncertainty in requirements selection and optimisation may be found from the requirement itself. Requirements are often incomplete, vague and subject to change. Requirement uncertainties include uncertainty about the development resource availability, the impact of dynamic and frequent changes in the whole software development life cycle, and the accuracy of the software project estimation. The requirements of a new system are uncertain if the users have not started to use it [27]. Besides, the uncertainty in requirements selection and optimisation can also be found in the algorithm used to tackle it. Non-deterministic approximate algorithm may introduce unnecessary uncertainty into the analysis of the problem and thereby produce the wrong advice, misleading the decision maker. This algorithmic uncertainty is especially undesirable in those situations where the decision maker has also to struggle with the inherent data uncertainty of the problem itself. Additionally, the uncertainty of project management information, such as the uncertainty of resources used to allocate the requirements, is also one source of uncertainty. Ignoring the resource constraints (i.e., the capacities and expertise of developers) is likely to result in invalid software release plan. Decision makers have to make decisions under such uncertainties. Underestimated or ignored uncertainties may bring risks into software projects, and might even result in project failure [27].

Over the last decade, various requirements selection and optimisation techniques have been developed in a context where the input requirements’ attributes are concerned with point-based estimations, which are estimated by human requirements engineers [19, 28, 29, 30]. In those studies, the attributes of requirements and stakeholders are quantified as explicit values, and requirement uncertainty is either underestimated or completely overlooked [31]. For example, given a set of quantified requirements, although those point-based estimation approaches can provide optimal solutions in terms of expected
cost and revenue, they fail to offer an assessment of the confidence placed in results. Thus, they may mislead the decision making and amplify the consequences of risks. According to Hubbard:

“Certainty about real-world quantities is usually beyond their reach. The fact that some amount of error is unavoidable but can still be an improvement on prior knowledge is central to how experiments, surveys, and other scientific measurements are performed.” [32]

the impact of uncertainty could be mitigated by performing mathematical measurement methods and scientific uncertainty management methods.

On the basis of previous research work, in order to manage uncertainty in requirements selection and optimisation, two approaches have been conducted:

The first approach is sensitivity analysis, which is an uncertainty-handling method. The purpose of performing sensitivity analysis is to evaluate the robustness of the outputs of a model in the presence of uncertainty, and to achieve uncertainty reduction through identifying sensitive model inputs. The principal of sensitivity analysis is to study how different sources of uncertainties in the input of a system will contribute to the uncertainties in the output of the system [33, 34]. Usually, sensitivity analysis applies changes in the input of the system, and studies what effect this produces on the output. This enables engineers to understand the consequences and sources of uncertainties, on account of building robust models.

In search-based requirements selection and optimisation, Harman et al. [22, 35] have applied sensitivity analysis to NRP to look into the sensitivities of the attribute of requirements. In their studies, they performed a local sensitivity analysis approach “One-At-a-Time” [36], which perturbs input requirements variables upward or downward to try out various ‘what-if’ scenarios. However, their one-at-a-time approach cannot scale to the context of many input parameters and higher order analysis, where the number of perturbed input parameters increases and the requirement interactions are taken
1.1. Motivation of the Research

into consideration. Harman et al. [35] used meta-heuristic algorithms as a modelling approach in their work. This may invalidate the interpreted results by introducing unnecessary uncertainty from the algorithm to the problem. Moreover, sensitivity analysis can only provide information on the sensitivities of parameters. It does not generate robust solutions, which can tolerate perturbations that might otherwise affect solutions offered by non-robust approaches, thereby making such a more robust solution more desirable.

Instead of making use of sensitivity analysis as a post-analysis for quantifying the sensitivity characteristics of the associated input in the underlying problem, some researchers have suggested the construction of a solution that is feasible for any realisation of the uncertain values, using robust optimisation [37, 38]. Robust optimisation is distinctly different from sensitivity analysis. Robust optimisation formulates the optimisation problem as one in which solutions that have a priori ensured robustness are sought against prescribed uncertainty [39]. Robust optimisation explores the solution space and takes uncertainty into account simultaneously.

Paixão et al. introduced robust optimisation to NRP to cater for uncertainty in search-based requirement optimisation [40]. In their proposed optimisation model, requirement uncertainty was represented as deterministic variability in the value of the input parameters. They used worst case analysis, which implies that the uncertainty was formulated as max-min bounds, to treat requirement uncertainty. Accordingly, their generated release plan, solutions were deterministically immune to realisations of the uncertainty, but were overly conservative in order to ensure this immunity. The major drawback of this non-probabilistic robust model is that the solutions it produces are conservatively expensive. This non-probabilistic robust model is well-grounded only when the uncertainty is not stochastic, or the distribution is unavailable [39].

Probabilistic robust optimisation has been proposed to take advantage of the principles of statistics to relax uncertainty [37, 41]. The principal of this probabilistic model is to quantify the uncertainty in the ‘expected’ value of the input of interest usage
1.1. Motivation of the Research

probability distribution function. These have been traditionally classified as stochastic programming and stochastic optimisation models.

Compared to non-probabilistic robust optimisation techniques, probabilistic robust optimisation techniques provide a notion of a budget of uncertainty [39]. This allows decision makers to choose the trade-off between robustness and performance, as well as the corresponding level of probabilistic protection. More importantly, compared to those solutions produced by non uncertainty-aware methods, probabilistic robust optimisation can produce solutions that sacrifice a little quality but reduce the uncertainty by a considerable degree.

On the other hand, to deal with uncertainty, it is important to know that all uncertainty derives from the problem itself and not from the algorithm used to tackle it. Nevertheless, the aforementioned previous works adopted non-deterministic approaches, such as Genetic Algorithms (GAs) [42], and Evolution Strategies (ES) [43], in their frameworks. Relying solely on approximate algorithms can only guarantee reasonable approximate solutions. In other words, there is information loss in the solution, and additional uncertainty from the algorithm is thereby introduced. While such information loss is acceptable in general, for the specific problem of handling uncertainty we face here, it is important to ensure that any uncertainty present in solutions offered, derives from problem itself not from the algorithm used to find solutions. This motivates the usage of exact algorithms for uncertainty handling. However, previous exact algorithms are problem-dependent and computationally expensive [44, 45]. Their execution time may increase exponentially with respect to the number of input parameters and the dimensions (number of objectives) of the problem.

In addition, apart from requirements uncertainty and algorithmic uncertainty, there is another uncertainty which has not received widespread attention from the requirements engineering community. Resource allocation during the software development process is dealt independently with requirements selection and optimisation. Therefore, the uncertainty of resource constraints is largely overlooked in the requirements selection and
1.2 Objectives of the Research

The principal goal of this research is to provide a framework to manage uncertainty exactly and efficiently in requirements selection and optimisation. The detailed aims and objectives of this thesis are as follows:
1. Investigating the feasibility of applying probabilistic robust (simulation-based) optimisation for managing requirements uncertainty in NRP.

Our technique uses Monte-Carlo Simulation (MCS) to probabilistically evaluate the requirements, simulating various sources of requirements uncertainty that affect their ‘true’ value, and calculating their statistical ‘expected true’ value and associated uncertain consequences over the range of resultant outcomes. The numeric uncertainty information produced is then taken as input or formulated as an extra fitness function to requirements selection and optimisation.

2. Proposing an exact NRP optimisation technique that guarantees to find optimal solutions in a finite amount of time.

To eliminate algorithmic uncertainty, our proposed approach is based on the Nemhauser-Ullmann algorithm, an exact dynamic programming algorithm, as the core NRP solver, and augmented by a novel Conflict Graph to deal with the requirements interaction. The Conflict Graph converts the NRP to a search tree data structure to distinguish the original problem into many sub-problems (at the leaves) all of which have no requirement constraints and can thus be solved by Nemhauser-Ullmann algorithm directly.

3. Providing a probabilistic uncertainty analysis and quantitative analysis framework to help the decision makers to study requirements uncertainty propagation in the requirements optimisation process, and interpret the produced results.

When solutions are found by our approach, one additional issue arises: notwithstanding that the NRP approach significantly reduces the complexity of decision making by lessening the solution space, it is still complex and laborious for decision makers who have to choose one from among them. Another objective is thus to help decision makers to make better-informed decisions by explaining results, based on novel quantitative analysis methods we adapt for this purpose.

4. Designing a more generic approach to holistically manage the uncertainty of resource constraints for requirements selection and optimisation.
Ignoring the uncertainty of resource constraints in software release planning problems makes software projects prone to failure. We aim to design a more generic and holistic software release planning approach to produce globally optimal release plans that would be able to accommodate both algorithmic uncertainty and uncertainty of resource constraints.

1.3 Contributions

This thesis introduces a decision support framework for analysing uncertainty in the requirement selection and optimisation process. The main contributions of the thesis are the following:

1. A probabilistic robust (simulation-based) optimisation model \( sNRP \) is introduced.

   This model uses Monte-Carlo Simulation to probabilistically evaluate requirements uncertainty, and formulates the simulated requirements uncertainty as one of the objectives for optimisation. This model enables a decision maker to analyse and optimise requirements and takes uncertainty into account simultaneously. Furthermore, the solutions produced by \( sNRP \) are very close to those produced by non uncertainty-aware methods in terms of the cost and revenue of solutions. The ranked proportion of requirements being selected in solutions on the Pareto-front produced by \( sNRP \) is significantly correlated with those produced by non uncertainty-aware models. According to our empirical study, the Kendall’s \( \tau_B \) coefficients (a non-parametric measure of association) are greater than 0.7, and \( p \)-values (chance of Type I error) are very close to zero in all cases.

2. An exact NRP optimisation solver \( NSGDP \) is designed that can guarantee to find the optimal solutions and eliminate algorithmic uncertainty.

   By virtue of this exact approach, decision makers can ensure that the variations between the fragile, but optimal, results and the conservative non-optimal results
derive from the inherent uncertainties of the requirements, thus the stochastic nature of the approximate algorithms can be excluded. Our experimental studies reveal that, with the aid of NSGDP, the decision maker can avoid information loss (without which he or she will lose up to 99.95% of the optimal solutions and will make up to 36.48% inexact requirement selection decisions). Also, fortunately, as distinct from other previous time-consuming exact algorithms [44, 45], NSGDP is comparatively efficient. The execution time of NSGDP is better than NSGA-II. On average, NSGDP takes 0.37s (without accounting for requirements uncertainty), and 35.33s (when taking requirements uncertainty into consideration). By contrast, NSGA-II takes more than 10 minutes, whether or not requirements uncertainty is taken into account. We thus have introduced an algorithm that removes uncertainty due to inexact algorithm, yet also improves performance.

3. A decision support framework, METRO, is provided that allows decision makers to study requirements uncertainty propagation in the requirements optimisation process probabilistically, and interpret the results produced. METRO investigates the difference between the optimal-yet-risky solutions and robust-yet-suboptimal solutions. Two indicators are used: expected risk premium and risk reduction. Our experimental results show that, developing a software project based on optimal-yet-risky release plan rather than robust-yet-suboptimal release plan, may suffer up to 10% probability of overrunning more than 150% budget but gaining less than 0.39 expected risk premium. A series of quantitative techniques are provided for highlighting the characteristics of requirements and solutions. The difference of requirement selection probability between two NRP approaches is analysed and presented in a stacked bar plot. We found that the risk-aware sNRP approach is more likely to include requirements with low uncertainties than pNRP approach is (Kendall’s $\tau_B$ is no smaller in magnitude than $-0.675$). METRO clusters requirements according to design space proximity rather than objective space proximity.
4. A generic exact multi-objective integrated release and schedule planning approach \textit{iRASPA} based on a Quadratic Programming model is provided to holistically manage the uncertainty of resource constraints for requirements selection and optimisation.

\textit{iRASPA} not only provides a release plan that maximises the value of the delivered software and minimises the variance of the workload, but also meets all the resource allocation constraints. We argue that \textit{iRASPA} can effectively help decision makers to avoid suboptimality and algorithmic uncertainty. \textit{iRASPA} is evaluated on seven real-world software projects, instantiated as 245 instances augmented with synthetic data to cater for missing values. The experimental study shows that \textit{iRASPA} can effectively generate the guaranteed exact Pareto front, unlike the current state-of-the-art, which misses 87.84\% of the optimal solutions on average and up to 93.38\% for some instances. In addition, it takes \textit{iRASPA} 28.23\% less time on average to solve all the instances under study.

1.4 Organisation of the PhD Thesis

The structure of rest of the thesis is organised as follows:

\textbf{Chapter 2 Literature Review:} Briefly surveys state-of-the-art of related work in requirements optimisation, uncertainty analysis, robust optimisation, and software project resource allocation.

\textbf{Chapter 3 Simulation based Robust Next Release Problem Model:} Presents a Monte-Carlo Simulation based Multi-Objective Next Release Problem framework. Requirements uncertainty is simulated and the consequence of uncertainty is formulated as an extra objective to optimise. Two experimental studies are carried out to address the usefulness and efficiency of this NRP model.

\textbf{Chapter 4 The Value of Exact Analysis in Next Release Problem:} Introduces
a decision support framework METRO for the Next Release Problem to manage algorithmic uncertainty and requirements uncertainty. A novel exact technique is developed to guarantee the exactness of solutions to eliminate algorithmic uncertainty. Some quantitative analysis approaches are presented to support decision makers in their understanding of the impact of requirement uncertainty. The aim is to inspire them to prioritise the requirements for further evaluation and inclusion. The results and analysis of three experimental studies are provided.

Chapter 5 Exact Analysis in Integrated Release and Schedule Planning Problem: Provides a holistic software release planning and schedule planning approach iRASPA, which utilises $\varepsilon$-constraint based Quadratic Programming as the solver, to solve requirement selection problem while taking uncertainty of resource constraints into account. The experimental study of evaluating iRASPA on 245 synthetic software project instances, derived from 7 real-world software projects, is analysed and explained.

Chapter 6 Conclusions and Future Work: Concludes the thesis with a discussion on the threats to validity and suggestions for potential future work directions.
Chapter 2

Literature Review

This chapter presents a literature review to establish a foundation for the research undertaken in this thesis. The PhD thesis intersects with three main research fields: the field of requirements engineering, uncertainty handling, and software project resource allocation. First, this chapter briefly introduces concepts related to requirements engineering. It then provides a detailed description about requirements selection and optimisation problem, as well as the state-of-the-art optimisation techniques. Next, uncertainty management, in general, and in requirements optimisation are described. Finally, approaches to resource allocation in the software development process related activities are explained.

2.1 Overview of Requirements Engineering

2.1.1 Requirement

Before building a software system, one must answer the question: “what is the goal one wants to achieve?”. Such objectives are expressed as a set of necessary services, capabilities, constraints, and the quality of the requested system that should be offered to a set of stakeholders. Requirements engineering determines what the functionalities the sys-
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System should provide, how it exhibits these functionalities, and what are the qualities and constraints that the system must satisfy. In software engineering, the term *requirement* has been used to express these purposes [48]. In 1990, the Institute of Electrical and Electronics Engineers Computer Society (IEEE) formally defines requirements as [49]:

1. A condition or capability needed by a user to solve a problem or achieve an objective.

2. A condition or capability that must be met or possessed by a system or system component to satisfy a contract, standard, specification, or other formally imposed document.

3. A documented representation of a condition or capability as in definition 1 or 2.

According to the definitions & specification of requirements and the group of requirement readers [9], the requirements can be categorised into two types: a) user requirements and b) system requirements.

**User requirements** state the expected services, capabilities, constraints, and the quality of the requested system should be offered in a way that the system users can understand without any professional technical knowledge background. User requirements are the high-level statements of what the system should do. The potential readers of user requirements are client managers, system end-users, client engineers, contractor managers, and system architects.

**System requirements** are the structured and in-depth specification of user requirements. As distinguished from the user requirements, system requirements technically set out in-depth descriptions of the requested functionalities, services, and operational constraints of the system. System requirements provide the solution to answer user requirements. The system requirements are illustrated by the system model and impose a degree of uniformity on the specification.

The requirements also can be classified into functional requirements, non-functional requirements, and domain requirements [9].
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**Functional requirements** prescribe the functionalities and specific behaviours of a software system. Functional requirements interpret what the software system is supposed to do in particular situations, and form the inputs, procedures, and outputs of the system. A typical functional requirement example is: “The university library system should display the books based on users’ queries”.

**Non-functional requirements** specify the constraints on how the performance characteristics should be provided by the software system. Non-functional requirements specify criteria for how well the system does, rather than requests what should the system do. Hence, non-functional requirements are also regarded as quality requirements. In software development: “In the university library system, the books query should be retrieved within 1 second.” The typical non-functional requirements include but are not limited to: scalability, capacity, reliability, maintainability, security, and recoverability. Figure 2.1 illustrates the non-functional requirement type.

**Domain requirements** reflect the fundamentals and characteristics of the application domain of the system, and the environment in which the system operates. The system will not work satisfactorily if the domain requirements fail to be satisfied. Usually, a domain requirement is expressed in special domain terminology by domain experts. It is possible that software engineers misunderstand the domain requirement and implement requirement in the wrong way. For example, an online academic library system requests that the H-index of each author should be computed. To implement this domain requirement, software engineers have to know some statistics knowledge about H-index.

Requirements are not only an essential input for system design, but also an absolutely necessary element for system verification. In 1987, Brooks and Frederick indicated that establishing the requirements is the hardest phase of software development life cycle:

“The hardest single part of building a software system is deciding pre-
In practice, the stakeholder of a software system tends to be a set of individuals who have varied and inconsistent requirements of the system. They usually lack the ability to technically and thoroughly present their requirements. Moreover, due to the complexity of software systems and the fact that stakeholders may lack complete knowledge about what they want, requirements are generally altered with time. This situation further multiplies the difficulties of producing the high quality software requirement. As a result, it is necessary to establish a structured procedure to investigate and process the requirements.

### 2.1.2 Requirements Engineering

Requirements engineering is the process of developing the requirements through systematically analysing, documenting, and reviewing the understanding of the problem. It identifies the purpose and properties of a software system and it is formed at the early
phase in the software development life cycle (SDLC) [52]. The activities in this phase have been recognised as the prerequisite and foundation of the entire SDLC process. It was regarded as a crucially important role in the entire SDLC processes by industry and academia [53] and was proposed as the term *Requirements Engineering* (RE) in 1976 [54]. The term *Requirements Engineering* was then formally defined by Dorfman in IEEE Computer Society Tutorial in 1990 [55].

In the latest IEEE Standard, the term *Requirements Engineering* was defined as:

> “Interdisciplinary function that mediates between the domains of the acquirer and supplier to establish and maintain the requirements to be met by the system, software, or service of interest.” [56]

Hence, RE is a multi-disciplinary, human-centred process. The IEEE standard defines requirements engineering as: “serial activities that concerned with stakeholder requirements definition process, requirement analysis process, requirement formalising & validating & documenting process, and requirement management [56]”. It establishes the bridges among different groups of stakeholders as well as connecting stakeholders with engineering technologies and resources. According to this IEEE standard, a typical taxonomy of the requirements engineering process is elicitation, analysis, specification, validation & verification (acceptance), and management [57].

**Requirements elicitation**

Requirements elicitation is the process of identifying the stakeholder of the system, eliciting the stakeholder requirements, defining the constraints of the system, documenting and analysing the completed elicited requirements, and maintaining the traceability of stakeholder requirements. It is regarded as the first activity in the requirement engineering process. The requirements elicitation firstly captures the requirements, identifies the stakeholder, and then gathers the requirements by interpreting, analysing, modelling and validating to make requirements engineers feel confident about the next activity.


“requirements analysis”. The outcomes of the successful implementation of requirements elicitation include the characteristics of the anticipated system, the constraints on the system solution, the defined stakeholder requirements, and the validation for stakeholder requirements.

**Requirements modelling and analysis**

The fundamental activity in Requirement Engineering is requirements modelling and analysis [58]. Requirements modelling and analysis constructs the abstract elicited requirements into an accurate presentation of the products of the RE process by utilising requirements analysis techniques. The purpose of the requirements modelling and analysis is refining the user’s needs and constraints. According to Nuseibeh and Eastherbrook [57], there are four general categories of requirements modelling and analysis: Enterprise Modelling, Domain Modelling, Behavioural Modelling, and Data Modelling.

**Enterprise Modelling** is high-level goal modelling. It is used to capture the need of a system based on the organisational structure and business rules.

**Domain Modelling** sets up the gathered domain description which incorporates all relevant domains under the developed software system. An explicit domain model offers an abstract description of the proposed system.

**Behavioural Modelling** is the process which models the dynamic or functional behaviour of the stakeholder and systems. It converts the statement of system needs into the systematical statement of requirements.

**Data Modelling** structures the semi-structured or unstructured data that would be managed in the RE process with constraints or limitations. Data modelling aids requirement engineers in understanding, manipulating, and managing the large volume of information used in the proposed system by transferring this semi-structured or unstructured information into a structured precise model.
Requirements specification

Requirements specification is the process of documenting the user’s needs and constraints (functional and non-functional) clearly and precisely. Usually, requirements specification is followed by the requirements elicitation and analysis process. The requirements specification documents RE activity descriptions and the description of the behaviour of a system to be developed. Namely, it describes the essential technical requirements for system, and the criteria for determining whether those requirements are met.

The requirements specification can be established and refined in natural language or formal language. Natural language expresses the requirements in the natural form. Since the requirements documents are written by semi-technical analysts in cooperation with customers’ experts and potential users and have to be signed-off by non-technical business executives, the majority of informal requirement specifications are written in natural languages [59]. The natural language used in requirement specification provides a widely accepted form of communication for most people and effectively gains understanding and agreement by both customers and developers.

The latter, formal specification, is a mathematically based language whose purpose is to support engineers to construct systems. The formal specification adopts precisely defined vocabulary, and mathematical syntax to represent the system, and analyse its behaviour [60]. Since it forces a detailed analysis of the requirement by precise and rigorous representation in the early phases of software development, formal specification can reduce requirement error as well as discover and resolve the incompleteness and inconsistencies [61, 62]. Moreover, the well structured and precisely described requirements formal specification offers the basis for agreement between the stakeholders on the expectation of the system to be developed, and formats the rigorous assessment for defining the condition or capability to which the system must conform [56]. Albert the formal specification language has limited practical applicability [57], during the last 30 years it has reached maturity level. In 2009, Hierons et al. [62] pointed out that the
formal specification language can bridge the gap between requirements engineering and software testing.

Requirements validation and verification

Requirements validation and verification are independent procedures that take place throughout the whole software development life cycle. They are used for checking and ensuring that the specification is complete, consistent, modifiable and traceable, and that the produced system meets the specifications and fulfils the intended requirements.

Although validation and verification are usually mentioned together in requirement engineering literature, they are not the same. According to the latest IEEE project management institute standard [63], the definitions and activities of validation and verification are not the same (as shown below).

"Validation. The assurance that a product, service, or system meets the needs of the customer and other identified stakeholders. It often involves acceptance and suitability with external customers. Contrast with verification."

"Verification. The evaluation of whether or not a product, service, or system complies with a regulation, requirement, specification, or imposed condition. It is often an internal process. Contrast with validation."

In the light of the IEEE standard definitions, validation is intended to be processed to establish the evidence to prove that the performed activities (service), and generated output fulfil the defined design specifications and quality criteria. In layman’s terms, validation can be expressed as the question “Are you building the right thing?”. The answer to this question is the degree of completeness and correctness of requirements. Since requirement validation often involves end users and other product stakeholders directly and closely, it is often an external process. There are a host of techniques to
process the validation described in literature. The most popular ones are: review and inspection, prototyping, traceability, and testing. [64].

Verification is refereed to query “Are you building it right?”. It is a process used to assess whether the designed and built system are fully satisfied with the specifications. Namely, it denotes checking that the specifications are correctly implemented by the system. In most of the cases, a fruitful verification consists in carrying out various inspections, tests, consistency management, and analyses throughout the whole software development life cycle [64, 65].

**Requirements management**

The requirements management process is a crucial process which goes through all of the software development life cycle. Requirements management is a process to establish a common understanding among the stakeholder, and oversee the software system development through to delivery and operation of the project processing to make sure that the delivery of capability meets intended requirements in a timely and cost effective manner [66, 67, 68]. Robust requirements management can help to lay foundation for the system affordability, and mitigate (or even avoid) the unanticipated consequences of changes through rigorous documentation.

The activities of requirements management involve requirements traceability management, requirements quality assurance, impact analysis, and reuse of requirements. The core task of requirements management is requirement traceability management. It documents changes and the rationale of these changes as well as maintaining bi-directional traceability (both forwards and backwards) [69]. Requirement traceability management enables tracking the progress of a project, assessing the impact of various changes by documenting exhaustive information. One of the widely used requirement traceability management techniques in industry is Requirements Traceability Matrix (RTM) [70]. All requirements in the specification, the system-wide effects of the requirements change (including the decomposition of the requirements, the derivation of the requirements,
and the allocation history of the requirements), and the rationale for all entries and requirements changes can be captured by RTM.

## 2.2 Requirements Selection and Optimisation

Requirements may have different values to stakeholders, and require different effort to implement. In an ideal world, all requirements would be simply selected to be implemented in one release, thereby yielding maximal functionality and value to stakeholders. However, in practice, resource constraints need to be taken into consideration. Given limited budgetary resources, it is impossible to implement all requirements in one release. Requirement engineers have to make decisions to determine the priority of requirements and decide whether a requirement should be implemented in the next release of the system or not, meanwhile the outcome of the software system in the next release can be maximised [16].

In 1990, Yeh and Ng found that implementing the ranked requirements in sequence can bring benefits to the software development project [71]. The benefits include, but are not limited to:

1. Providing decision support for resolving trade-offs in subsequent development.

2. Helping project managers to predict the expected customer satisfaction and market performance of the software system.

Requirements selection and prioritisation activity is concerned with selecting a subset of requirements to implement to meet the demands of stakeholders and maximise the value of delivered software product, at the same time, scale to ensure that there are sufficient resources to undertake the development [17]. Such a requirements optimisation problem is recognised as a complex combinatorial problem.
In the literature, various techniques have been developed to address requirements optimisation problem. Technically, the requirements optimisation techniques can be categorised into priority-based requirements optimisation, search-based requirements optimisation, and exact requirements optimisation [72].

### 2.2.1 Priority-based Requirements Optimisation

Priority-based requirements optimisation is an intuitive approach in which the requirements are sorted from ‘best’ to ‘worst’ based on their characteristics or the interests of the stakeholders. The ranking of requirements implicitly indicates the priority of requirements. The developers can choose the requirements with the highest priority to implement, accordingly, achieving the earliest satisfaction.

In 1996, Karlsson [18] proposed two approaches to prioritise requirements. The first approach is Analytical Hierarchy Process (AHP), which is a pair-wise comparison mathematical prioritisation methodology [73]. It requires decision makers to manually estimate the relative importance of each requirements by pair-wise comparison. The second approach is numeral assignment technique, which is concerned with Quality Function Deployment (QFD) [74]. The numeral assignment technique uses a symbol to represent the requirement’s perceived importance. The requirement’s priority is indicated by an ordinal scale (ranging from 0 to 5). The drawback of these two approaches is obvious: Neither of them can handle requirements dependency. Besides, the scalability of both approaches is barely satisfactory: For a software project with \( n \) candidate requirements, the numeral assignment technique requires \( n \) requirement’s priority assignment, while the AHP approach needs \( n \times (n - 1)/2 \) pair-wise comparisons.

Karlsson and Ryan developed a cost-value approach, which is built upon AHP requirements prioritisation approach, to estimate requirement’s relative cost and value in 1997 [75]. Comparing with AHP requirements prioritisation approach, the improved cost-value method can better interpret the potential cost-value contribution of a candidate requirement to stakeholder satisfaction with the resulting system.
To systematically investigate the state-of-the-practice requirements prioritisation methods in requirements engineering, Karlsson et al. [76] evaluated and compared six requirements optimisation techniques, which are AHP, hierarchy AHP, spanning tree matrix, bubble sort, binary search tree and priority groups.

Hierarchy AHP is extended from aforementioned AHP method. It possesses similar characteristics to AHP. It structures requirements in a hierarchy of interrelated requirements, and placed the requirements from top to bottom based on generality. As prioritisation, hierarchy AHP compares all outlined pairs of requirements at the same hierarchy level by AHP for each level. The requirements’ priorities are then propagated down the hierarchy. Due to the amount of redundancy, hierarchy AHP is more sensitive than AHP, even though it can reduce the required number of pair-wise comparison.

The principle of minimal spanning tree [77] is constructing a directed graph in which there is at the minimum one path between the requirements rather than pair-wise compared, thus $n - 1$ unique pairs of requirements can be determined. According to the constructed minimal spanning tree, decision makers can assess the requirement’s importance by taking the geometric mean of connected requirements which have already been assessed. The reduced number of pair-wise comparisons dramatically improves the speed of prioritisation, but makes this approach more sensitive to judgemental errors.

Bubble sort is a basic sorting method [78], and it is closely related to AHP. It requires $n \times (n - 1)/2$ pair-wise requirement comparisons, in the meantime, the extent is not required.

The idea of applying binary search tree [79] [80] to requirements prioritisation is similar to minimal spanning tree approach. It prioritises $n$ candidate requirements by constructing a binary search tree consisting of $n$ nodes. Consequently, the construction takes, on average, $O(n \log n)$ comparisons, and the requirements are prioritised on an ordinal scale.

The priority groups method proposes to reduce the required prioritisation effort by
not to compare the requirements in distinct sets. Firstly, it divides the candidate requirements into separate groups based on a rough prioritisation (high, medium, and low). In the following prioritisation session, one of the aforementioned prioritisation approach is applied to further prioritise the requirements in sub-groups.

The investigation results revealed that AHP is the most promising requirements prioritisation method, although it is labour-intensive and may be problematic to scale-up. Moreover, none of them can offer the ability to support for requirement dependency.

To account for the large scale distributed software project development and reduce the cognition load for stakeholders, Regnell et al. [81] introduced a distributed requirements prioritisation framework. The sequence of prioritisation process is: firstly, all candidate requirements are divided into two abstract levels (high-level and low-level); secondly, the high-level requirements are assigned to all stakeholders for parallel prioritisation; and then, stakeholders communicate to each other and the Product Strategy Team aggregates the individual priorities; lastly, the results on high-level requirements priorities are then used as a guidance when prioritising low-level requirements.

In 2011, Lim et al. [82] proposed StakeSource2.0, a web-based requirements prioritisation tool that uses ‘crowdsourcing’ approach to identify and prioritise stakeholders and their requirements in large scale software projects. Social network analysis and collaborative filtering techniques are used to automatically collect requirements and their ratings from each stakeholder. Each stakeholder is asked to provide private judgements about requirement importance and requirement influence. The requirement priority is then aggregated by its importance and weighted influence. However, these two frameworks are restricted by the prerequisite that stakeholders should be familiar with at least one of the prioritisation methods, and the required effort is most likely to be overwhelming.
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According to Search-based Software Engineering (SBSE), which was coined by Harman and Jones in 2001 [21], complex, multi-objective, and highly constrained software engineering problems can be formulated as search-based optimisation problems that can be tackled with heuristic search algorithms. To convert a software engineering problem into a computational search problem, a fitness function is needed to measure the quality of candidate software engineering problem solutions. Naturally, the requirements optimisation problem is a requirements combination problem, and can be viewed as an application area for SBSE [19, 29, 83].

Bagnall et al. [19] proposed the term Next Release Problem (NRP), and attempt to formulate requirements selection and optimisation as a combination-based requirements release planning problem. The NRP model assumes that there is a set of stakeholders and their features in the next release of a software system. The set of stakeholders is denoted by Eq. (2.1) and the set of possible requirements is denoted by Eq. (2.2)

\[
C = \{c_1, \cdots, c_m\} \quad \text{(2.1)}
\]

\[
R = \{r_1, \cdots, r_n\} \quad \text{(2.2)}
\]

where \(m\) is the number of stakeholders, and \(n\) is the number of features.

In this thesis, all requirements are independent of each other. During the software development, some resources (e.g., human resources and facility resources) need to be allocated to satisfy each requirement. NRP uses cost to measure the amount of resource needed to fulfil the requirement as given by Eq. (2.3)

\[
\text{Cost} = \{\text{cost}_1, \cdots, \text{cost}_n\} \quad \text{(2.3)}
\]
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There is a weight vector which reflects the degree of importance of each stakeholder for the company. The relative weight vector related to each stakeholder $c$ $(1 \leq j \leq m)$ is denoted as Eq. 2.4:

$$\text{Weight} = \{w_1, \cdots, w_m\}$$

subject to: $w_j \in [0, 1]$, and $\sum_{j=1}^{m} w_j = 1$.

The authors assumed that the importance of each requirement for each stakeholder is different. Given a stakeholder, the level of satisfaction of this stakeholder is based on the requirements that are satisfied in the evolved suggestion for the next release of the software system. Based on this assumption, each requirement $r_i$ $(1 \leq i \leq n)$ is assigned a value $(r_i, c_j)$ by each stakeholder $c_j$ $(1 \leq j \leq m)$. The overall revenue of a given requirement $r_i$ $(1 \leq i \leq n)$ for the company is denoted by Eq. 2.5:

$$\text{Revenue}_i = \sum_{j=1}^{m} (w_j \cdot \text{value}(r_i, c_j))$$

In NRP, the requirements selection and optimisation solution is presented as a decision vector $\vec{x} = \{x_1, \cdots, x_n\} \in \{0, 1\}$ to determine the requirements that are to be selected in the next release. In this vector, $x_i$ is 1 if requirement $i$ is selected and 0 otherwise.

In 2002, Feather and Menzies [84] first proposed a multiple objectives NRP model. They formulated two objectives together (risk and cost) into a weighting-based single objective, and then applied Simulated Annealing [85, 86] to produce Pareto-front via iteratively adjusting the weight. Greer and Ruhe [29, 87] proposed a single objective genetic-algorithm-based framework EVOLVE to extended the NRP model to support incremental software release planning model (agile model). This framework takes the trade-off relationship among different releases into account, and provides the ability to
optimally allocate requirements to increment releases by assessing and optimising the quality of candidate release plans while satisfying requirements dependency constraints as well as resource constraints. The authors argued that, offering a small set of solutions could provide decision maker with some additional flexibility. So, instead of offering just one solution, EVOLVE picks the $L$-best ($L > 1$) solutions, which achieve at least 95 percent of the maximum objective function value, to decision makers. The efficiency of EVOLVE framework was further improved by integrating Integer Linear Programming (ILP), a mathematical optimisation algorithm, with genetic algorithm to reduce the search space [88, 89].

In 2006, Harman et al. [90, 91] and Baker et al. [92] formulated the selection of candidate software components as a series of feature selection problems. Two meta-heuristic algorithms, Simulated Annealing and Greedy Algorithm, were used for solving this selection problem.

To deal with multiple criteria, the aforementioned approaches used a weighting-based approach to combine various objectives into a single objective. The underlying assumption of weighting-based approach is that decision makers have a fair idea of their subjective preferences on criteria. This assumption is unrealistic because the weighting-based approach introduces additional parameters into the problem, as well as decision makers’ bias. Determining the proper weights when decision makers do not have enough knowledge about the problem is difficult. More specifically, because of the inappropriate weights, the concave portions of true Pareto-front curve may be missed in the presence of non-convex search spaces [93, 94, 95].

In order to resolve this problem, Zhang et al. [30] conducted a multi-objective formulations of the problem. They suggested to consider each criterion as a separate objective, and optimise all objectives simultaneously, rather than converting some of criteria as constraints or aggregating them together as one single objective. This model was termed the “Multi-Objective Next Release Problem (MONRP)". In this thesis, requirement value and requirement cost were considered as two separate objectives, and
the problem was solved by Non-Dominated Sorting Genetic Algorithm II (NSGA-II), a multi-objectives evolutionary algorithm [96].

Finkelstein et al. [28, 97] investigated the trade-offs and conflicts in three notions of fairness among multiple stakeholders using a formulation of MONRP. Each notion of fairness forms an objective for multiple objective optimisation. Zhang et al. [98] formulated the conflicts between two release periods (today and tomorrow) based on MONRP model. Additionally, Zhang and Harman [99] introduced and evaluated the influences of five basic requirement dependencies among the requirements within MONRP optimisation. The five requirement dependencies are And, XOR, Precedence, Value-related, Cost-related. The results revealed that requirements dependencies could have a very strong impact on the MONRP optimisation process.

Durillo et al. [100] and Zhang et al. [101] studied the performance of some state-of-the-art multi-objective meta-heuristics for solving MONRP. In the former research, NSGA-II and MOCell [102] were studied. They found that NSGA-II can find better solutions in large instances than MOCell, while covering narrower range of solutions. The latter research compared the performance of NSGA-II with Two-Archive algorithm [103] for the analysis of multi-stakeholder trade-offs in MONRP. The results of their research showed that Two-Archive algorithm outperforms NSGA-II on the many objective problem. The performance of NSGA-II deteriorates significantly as the number of objectives increases.

Zhang et al. [104] comprehensive studied the different meta- and hyper-heuristic search algorithms for MONRP. Hill Climbing [105], Simulated Annealing [86] and NSGA-II were investigated together with hyper-heuristic [106] versions of each of these three meta-heuristics, which were denoted as HHC, HSA and HGA. Their work showed that hyper-heuristics more effective than meta-heuristics in terms of both solution quality and execution time. Furthermore, hyper-heuristics were considered scalable with respect to the number of requirements.

Though such heuristic search-based approaches might provide an approximate solution
in a reasonable time and scale well, in special cases, decision makers need exact approach
to guarantee the exactness of the results. In this thesis, using approximate approach
to analyse and manage the uncertainty in NRP might introduce uncertainty from the
nature of the algorithms used to optimise. Therefore, our approach is focusing on exact
optimisation approach.

### 2.2.3 Exact Requirements Optimisation

Exact optimisation method is the optimisation method that can guarantee finding all
optimal solutions. In principle, the optimality of generated solution can be mathe-
merically demonstrated. Therefore, exact optimisation is also termed as mathematical
optimisation. However, exact optimisation approach is impractical usually. The effort
of solving an optimisation problem by exact optimisation grows exponentially with the
problem size in general. For example, to solve a problem by a brute force approach, the
execution time increases exponentially respect to the dimensions of the problem. Even
so, there remain demands for seeking exact optimal solutions in requirements selection
and optimisation.

The idea of applying exact optimisation approach to requirements selection and op-
timisation is similar with heuristic search-based requirements optimisation. The only
difference is that, instead of using heuristic search-based optimisation algorithm, the
search-based requirements selection and optimisation problem is tracked with exact
search-based optimisation algorithm.

In 1998, Jung [107] introduced linear programming techniques to prioritise independent
requirements. In his approach, the only objective is maximising the sum of selected
requirements’ value with the implementation budget constraint. Ignoring requirements
independences is overly simplistic in practice. Carlshamre [108] designed and imple-
mented a linear programming tool to handle requirements release planning while taking
requirements independences into account.
Akker et al. [109, 110, 111] extended the work of Jung by introducing release planning into resource management. They sketched the context for the integrated problem mathematically, and developed an Integer Linear Programming (ILP) algorithm [112] based tool to solve it. They assumed that the optimal solution to the problem was the one offered maximal revenue against budgetary constraints in a given time period.

Moreover, Li [113, 114] described two integer linear programming models to further study the integrated software release planning and resource management problem. Given resource and precedence constraints, their first model advanced a schedule that the duration of development was minimised. On the other hand, the second model converted project duration as a constraint and maximised project revenues.

Harman et al. [22] proposed to use dynamic programming as an exact optimisation approach to attack the Next Release Problem. In order to manage the scalability of the approach and deal with multiple objective simultaneously, they introduced a variant of the Nemhauser-Ullmann’s algorithm [115] as a solver for NRP. Nemhauser-Ullmann’s algorithm treats each of the objectives as a separate objective function. This enables decision makers to obtain the Pareto front of non-dominated solutions. In addition, notwithstanding dealing with multiple objective, the execution time of this approach is still fast. The primary drawback of this exact optimisation approach is that Nemhauser-Ullmann’s algorithm fails to take care of requirements interdependencies.

Leiter et al. [116] aimed to obtain the optimal set of requirements by a brute force approach. Although the exhaustive search will always find the optimal solution, it is inherently expensive and may not scale sufficiently to be more generally applicable. For a NRP model which consists of \( n \) requirements, there are \( 2^n \) solutions in the objective space.

Veerapen et al. [117] investigated the feasibility of solving single-objective and bi-objective NRP by Integer Linear Programming. In their approach, the requirements dependencies were formulated as constraints mathematically. To address the bi-objective problem, the epsilon-constraint (\( \varepsilon \)-constraint) method [118] was considered to be inte-
2.3 Uncertainty Handling

Uncertainty is ubiquitous and accompanies all events in the real world. It covers all fields of scientific studies, and is inevitable in many aspects of decision making [119]. According to the US National Research Council:

“uncertainty is a general concept that reflects our lack of sureness about something or someone, ranging from just short of complete sureness to an almost complete lack of conviction about an outcome" [120]

The essence of uncertainty is the lack of complete knowledge at the time a decision must be made [24]. Uncertainty arises from different sources in various forms, and complicates and affects decision making [119]. It is worth mentioning that when the potential outcome of uncertainty as well as the odds of this outcome are known in advance, the uncertainty should be defined as risk [121].

Though it is hardly likely that uncertainty could be eliminated completely, it is worthwhile to identify and handle uncertainty to avoid unfavourable hazards [122]. To provide a confident final decision, there are two straightforward approaches to cope with uncertainty so far proposed in literature [123] [124]. One approach is to analyse uncertainty as a post-analysis method [24] [125]. Another one is robust optimisation, an approach that includes modelling and optimising the systems while taking uncertainty into account [37] [126].
2.3.1 Analysing Uncertainty in Requirements Optimisation

Conceptually, in order to analyse the impact of uncertainty in a decision-making or modelling process and provide an evaluation of the confidence in the model, two inter-related approaches to analyse uncertainty are found in the literature and practice [127, 128, 129]. These are sensitivity analysis, and uncertainty analysis.

Sensitivity analysis is performed in order to identify variations in results obtained from original and perturbed model input values [34, 127, 130]. It is the study of how the individual uncertainty of model input contributes to the overall uncertainty of a model output. This offers the knowledge about which one of the inputs drives the majority of the variance in the output. Meanwhile, uncertainty analysis attempts to explain the possible outcomes, together with their associated probability of occurrence [128]. Uncertainty analysis thus measures the overall uncertainty of the conclusions of the model [11, 128]. Compared to sensitivity analysis, uncertainty analysis concentrates on uncertainty quantification and propagation of uncertainty.

In the context of requirements optimisation, analysing uncertainty can help decision makers to identify the sensitive requirements, evaluate the robustness of the release plan in the presence of uncertainty, and thus better inform the decision making process. To study the uncertainty in the area of requirements optimisation, Harman et al. [35] used a local sensitivity analysis approach “One-At-a-Time” [36] to analyse the requirements sensitivity in NRP and MONRP. The requirements sensitivity was measured by perturbing one variable upward or downward at a time and keep all other variables fixed to baseline values to try out various ‘what-if’ scenarios.

However, their approach cannot fully explore the input space, since the probability of change, the extent of change, the interactions between requirements, as well as the simultaneous variation of requirements are not taken into account. In 2010, Al-Emran et al. [131, 132] performed probabilistic sensitivity analysis to evaluate the impact of requirements uncertainties in operational release planning and product release planning.
The uncertainties of properties were explained by probability distributions. Monte-Carlo Simulation-based analysis was then applied to pro-actively investigate the impact of uncertainty in estimates of requirement implementation effort and developers’ productivity together with their Probability Density Function (PDF).

Although approximate approaches were scale well for requirements optimisation problems [100, 101, 104], these approaches do not guarantee that they find globally optimal solutions. This means that the additional uncertainty may be introduced due to the non-deterministic nature of the approximation algorithm. To avoid such information loss, in 2014, Harman et al. [22] applied a naive exact algorithm, a variant of the Nemhauser-Ullmann’s algorithm [133], to study precise sensitivity analysis of NRP without considering requirements interaction.

2.3.2 Robust Optimisation in Requirements Optimisation

Though analysing uncertainty can evaluate how sensitive solutions are to possible estimation uncertainties, it cannot offer robust solutions by itself, based on a decision makers’ degree of risk aversion. Hans-Georg and Bernhard [37, 134, 135] suggest to investigate uncertainties during the process of optimisation rather than using post-analysis. The term of robust optimisation was investigated by Soyster [136]. Robust optimisation is regarded as the approach that searching and optimising the solutions that are immune on production tolerances, parameter drifts, and model sensitivities [137].

Based on the optimisation approach, there are two main classes of robust optimisations [37]. One is robust optimisation using mathematical programming, while the other is robust optimisation using heuristic algorithms. The mathematical approach means adopting exact algorithms to solve convex constrained optimisation, such as linear programming and quadratic optimisation [138, 139, 140]. The main shortcoming of this approach is that it relies on formulating the optimised problem into a linear or quadratic model. With increases in the number of variables, it is a non-trivial task to construct an approximate mathematical model. Nevertheless, in the case that the value
of uncertainty cannot be formulated into a mathematical expression and can only be obtained by simulation, the mathematical methodology is not applicable.

Heuristic robust optimisation measures uncertainty by 1) numerical techniques [141] or 2) simulation techniques [142]. Subsequently, the value of uncertainty is treated as one of the objectives for optimising. The former approach, which was referred as the deterministic approach to robust optimisation, has the same limitations with mathematical type robust optimisation since it still relies on strong mathematical assumption to measure the uncertainty. Additionally, the deterministic approach furnishes the “worst-case” robust solution which looks “too conservative”. Li [10] introduced a novel metric of uncertainty to simplify the mathematical complexity, and used it to guide multi-objective optimisation problems. In his work, the uncertainty of a parameter’s true value was represented as an interval, while solution uncertainty was represented as tolerance region (uncertainty size).

The latter approach, which was referred as simulation optimisation, does not need to model explicit complex mathematical information, but only the simulated uncertainty value use to compute the probability-based quality and robustness of the search point. The simulation optimisation usually uses the expected value, variance measure, and the probability of achieving the objectives to assess the robustness of a solution [143, 144, 145]. This approach offers a probabilistic guarantee, which allows the decision maker to flexibly choose a balanced trade-off between robustness and performance. Moreover, the simulation optimisation provides alternatives for decision maker, so that they can choose the corresponding level of probabilistic protection.

The applications and studies of robust optimisation can be found in other non-software-engineering research literature [10, 143, 144, 146, 147] but are seldom found in the requirements engineering literature. In requirements engineering, there are only three studies that apply robust optimisation to the requirements optimisation area:

In 2011, Heaven and Letier first proposed a search-based optimisation framework, which integrated with stochastic simulation, for guiding the choice of system design solutions
on high level goals in quantitative Goal Models \cite{Paixao}. The simulated possible feature-
response-time satisfaction rate was formalised as a fitness function.

Paixão and Souza were the first authors to introduce a robust optimisation framework
for the NRP problem in 2013 \cite{Leiter}. They used the interval to model the uncertainties
of requirements implementation cost, and defined a small population of scenarios to
represent the uncertainty of requirement value. Thus, the uncertainty of a requirement’s
value is represented as a discrete variable. Each scenario is assigned a probability of
occurrence. The desired level of robustness of decision makers is determined by a control
parameter. Their robust NRP model tries to maximise the overall release solution value
for all possible scenarios, while minimising the implementation cost of release solutions
for worst case. Thereby, the outcome of their approach is a conservative and robust
solution, which can avoid the impact of uncertainty in the worst case scenario.

In 2014, Leiter et al. applied statistical decision theory to illustrate the expected in-
formation value of model parameters \cite{Paixao} to offer further decision suggestions on re-
quirements selection \cite{Leiter}. To overcome the limitations of approximate meta-heuristic
algorithms, exhaustive search was adapted to explore the full solution space. The statis-
tical expected information value was computed to explain the ‘robustness’ of a solution,
and then treated as an/the objective for maximising.

## 2.4 Software Project Resource Allocation

A good upfront software planning is the foundation of a successful software develop-
ment project \cite{Leiter}. It consists of determining the required activities, resources and goals
as well as their proper management for completing the project. The state-of-the-art
software release planning, which merely relies on requirements selection and optimi-
sation model, provides overall direction for the software project and helps to define
the deliverables (selected requirements), while the resource allocation is only addressed
afterwards separately and sequentially \cite{Leiter,Leiter,Leiter,Leiter}. A survey of empirical litera-
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ture on software project failures concluded that unrealistic deadlines, budgets overrun, poorly defined objectives, and a lack of project scheduling plan are the main reasons of project failures [154].

The software project resource allocation problem, which is also defined as software schedule planning, is the process of assigning available employees to software tasks for achieving the desired objectives, under certain constraints [155]. Modelling resource allocation is hard, it typically involves a large number of variables related to budget allocation, resource availability, staffing, developer skills and scheduling. There are also many constraints among these variables that increase problem complexity. For instance, available employees may not master all skills required for a given task.

Software project resource allocation is mainly driven by human behaviour [156]. Different engineer backgrounds, trainings, and experiences of employees as well as project managers make the software project resource allocation unlikely to be optimal.

This problem has been studied for several decades [157, 158, 159, 160]. It has been modelled either as a constraint satisfaction problem, in which only the resource constraints are taken into account, or a constrained optimisation problem, in which different optimisation objectives are dealt with.

Several researchers [161, 162, 163] used AHP to tackle the software resource allocation problem. The matching degree between the task and the developers are assessed and prioritised by several stakeholders and developers. The main disadvantage of this method is that it is laborious to manage many variables and constraints simultaneously.

In 2001, Chang et al. [164] were the first to formulate the software project resource allocation problem as project scheduling problem and used a meta-heuristic approach to automate the software project management problem. They proposed a Software Project Management Net (SPMNet) approach for project scheduling and resource allocation. In their research, the project span is minimised, but constraints like the productivity and skills of developers are not considered. Duggan et al. [165] extended this problem
to a multi-objective optimisation model, and modelled the competencies of developers by using a categorical variable with five levels; the level of competency expects as input productivities per day and numbers of defects. Acuna and Juristo [130] then connected labour psychology and software production by taking the behavioural competencies of the developers into account.

Ngo-The and Ruhe formulated the resource allocation problem as a constrained problem [150]. The overall goal of their model is, first, to maximise the utility value of releases with respect to a set of constraints over requirements and, second, to allocate the resources to the release plan obtained while meeting the resource constraints. In 2013, Ferrucci et al. [151] proposed to use different objectives, such as the project overrun risk. The idea is to manage the overtime risk and achieve project stability while focusing on project schedule minimisation.
Chapter 3

Simulation based Robust Next Release Problem Model

This chapter will introduce a Simulation based robust NRP model to mitigate the impact of requirements uncertainty. Requirements uncertainty is inevitable in software requirement engineering, especially in NRP. In order to deliver a quality software product respect to both robustness and performance, the decision makers have to balance the trade-offs among many aspects. Previous work applied post-analysis method to evaluate requirements uncertainty after optimisation. By contrast, our approach formulates requirements uncertainty as an objective to optimise, based on Monte Carlo Simulation. This offers decision makers an option to balance the trade-off between probabilistic robustness and performance.

3.1 Motivation

This chapter is the first work on Search-Based Software Engineering (SBSE) [21] to introduce simulation optimisation which utilises MCS to simulate the uncertainties of NRP as one of the objectives to guide the search to explore the moderately conservative robust Pareto-optimal front. In this chapter, we adopt a search-based optimisation
3.2 Problem Formulation

In this section, we describe the definition of the NRP and the metrics that capture requirements uncertainty in our approach.

3.2.1 Robust MONRP formulation

This chapter considers two types of robustness in MONRP. These two definitions of robust solution are “reduction of the uncertainty size”, and “reduction of the probability...
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Figure 3.1: The tolerance region of a MONRP solution [10].

that actual cost exceeds a threshold" (named “failure risk reduction”).

Uncertainty Size Reduction (MCNRP-US)

Uncertainty size is used to measure the tolerance region of the solutions of multi-objective optimisation problem in $d$ dimensions ($d$ is the number of the objectives). For example, in NRP, $\Delta cost_i$ is an acceptable fluctuation range of the cost of the $i$th requirement. The tolerance region consists of the confidence levels of each fitness value. The confidence level indicates the most likely fluctuation range of fitness values. Figure 3.1 illustrates a tolerance region for a NRP solution with cost and revenue objective functions. The shaded area is the tolerance region of the given solution. In Li’s work [10], the standard deviation of each fitness value is used as confidence level. Hence, the tolerance region is composed of the standard deviation of each fitness value.

The size of tolerance region is presented by its normalised hyper-perimeter (Eq. 3.1) and hyper-volume (Eq. 3.2). To normalise the metric of each fitness value, we need to define fitness value referent with respect to each objective function.
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where \( d \) is the number of objective functions. Therefore, all our fitness values lie in a normalised unit space. This facilitates comparison of Pareto-front using Euclidean Distance.

Besides, the weighted sum of these two metrics is defined as the *uncertainty size* and shown in Eq. 3.3

\[
\text{Size}(\vec{x}) = \alpha \cdot \text{volume}(\vec{x}) + \beta \cdot \text{perimeter}(\vec{x}) \quad (3.3)
\]

Where \( \alpha + \beta = 1 \). In this work, we defined \( \alpha = 0.5 \) and \( \beta = 0.5 \).

We named this model as *MCNR-US* (MCS for NRP-Uncertainty Size). The *MCNR-US* consisting of the objective functions can be presented as follows (Eq. 3.4, Eq. 3.5, and Eq. 3.6):

\[
\text{Maximise } f_1(\vec{x}) = \sum_{i=1}^{n} (x_i \cdot \text{Expected}_\text{Revenue}_i) \quad (3.4)
\]

\[
\text{Minimise } f_2(\vec{x}) = \sum_{i=1}^{n} (x_i \cdot \text{Expected}_\text{Cost}_i) \quad (3.5)
\]

\[
\text{Minimise } f_3(\vec{x}) = \text{Size}(\vec{x}) \quad (3.6)
\]
Failure Risk Reduction (MCNRP-R)

In our approach, the risk of a given solution is measured by the probability that the actual cost exceeds a threshold determined by the decision maker. In order to reduce the risk of budget overrun, our second approach minimises the probability that actual cost exceeds the budget (Eq.3.7).

\[
Risk(\bar{x}) = \mathbb{P}(\text{actual}_\text{cost}(\bar{x}) > \theta \cdot \text{Expected}_\text{Cost}(\bar{x}))
\] (3.7)

Where \(\theta\) is the percentage assigned by the decision maker (in our experimental study, we set \(\theta = 150\%\)), and \(\mathbb{P}\) means Probability.

This model named MCNRP-R (MCS for NRP-Risk). The objective functions of MCNPR-R are shown as Eq.3.4, Eq.3.5, and Eq.3.8:

\[
\text{Minimise } f_3(\bar{x}) = Risk(\bar{x})
\] (3.8)

3.3 Optimisation Approach

Our approach contains two procedures: MCS and multi-objective optimisation. MCS enables us to simulate and evaluate a large number of scenarios effectively. The output of MCS process is used by the multi-objective optimisation process. The multi-objective optimisation is used to optimise multiple and possibly conflicting objectives simultaneously. In this chapter, we adopt the NSGA-II algorithm for optimisation.

Monte Carlo Simulation (MCS) [168] is a computerised mathematical technique to explore the range of possible outcomes of the model and the probability that these
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Figure 3.2: Overview of Monte Carlo Simulation approach [11]

outcomes will occur. The principle of MCS is to sample a large number of scenarios generated by substituting the probability distributions of model parameter values. It then calculates the results of model for all scenarios.

MCS generates a “scenarios database”: an $s \times n$ matrix, Simulations, where $s$ is the number of scenarios and $n$ is the number of requirements. The element $Simulations[i,j]$ denotes the value of requirement $j$ in $i$th scenario. The value includes the simulated revenue and the simulated cost of a given requirement. The number of scenarios was set to 10,000, which means 10,000 runs per fitness function evaluation. An overview of MCS approach showed in Fig3.2

The well-known Non-dominated Sorting Genetic Algorithm-II (NSGA-II) was introduced by Deb et al. [96]. We use NSGA-II to provide a Pareto-front that captures the trade-off between cost & revenue and risk (assessed using MCS).
3.4 Experimental Set Up

3.4.1 Data Sets

There are four synthetic data sets used in our experiments. The four data sets are synthetically constructed from one real project data set from Motorola [92]. The Motorola data set concerns a set of 35 requirements for hand held communication devices. Each requirement has the estimated implementation cost and expected revenue level. There is no uncertainty information for the cost and revenue of requirements. Our approaches can accept most kinds of probability distributions, such as uniform distribution, normal distribution, and discrete distribution. In this work, we simulated these uncertainties according to the “triangle probability distribution” illustrated in Figure 3.3.

Our four synthetic data sets represent four general scenarios (S1 - S4), according to the degree of uncertainty about requirements’ cost.

S1 Requirements for low cost have low probability to change (insensitive), while requirements for high cost have high probability to change (sensitive).
Table 3.1: Illustrative fragment of S1 data

<table>
<thead>
<tr>
<th>NAME</th>
<th>Mode</th>
<th>Min</th>
<th>Max</th>
<th>Sensitivity</th>
<th>Mode</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>REQ 1</td>
<td>100.00</td>
<td>79.42</td>
<td>127.91</td>
<td>insensitive</td>
<td>3.00</td>
<td>0.65</td>
<td>3.32</td>
</tr>
<tr>
<td>REQ 2</td>
<td>50.00</td>
<td>15.08</td>
<td>53.51</td>
<td>insensitive</td>
<td>3.00</td>
<td>1.30</td>
<td>3.95</td>
</tr>
<tr>
<td>REQ 3</td>
<td>300.00</td>
<td>270.74</td>
<td>1154.15</td>
<td>sensitive</td>
<td>3.00</td>
<td>0.32</td>
<td>4.76</td>
</tr>
<tr>
<td>REQ 4</td>
<td>80.00</td>
<td>52.73</td>
<td>105.30</td>
<td>insensitive</td>
<td>3.00</td>
<td>1.31</td>
<td>5.50</td>
</tr>
<tr>
<td>REQ 5</td>
<td>70.00</td>
<td>42.00</td>
<td>78.77</td>
<td>insensitive</td>
<td>3.00</td>
<td>1.66</td>
<td>4.62</td>
</tr>
<tr>
<td>REQ 6</td>
<td>100.00</td>
<td>87.34</td>
<td>133.04</td>
<td>insensitive</td>
<td>3.00</td>
<td>1.01</td>
<td>4.19</td>
</tr>
<tr>
<td>REQ 7</td>
<td>1000.00</td>
<td>620.75</td>
<td>3671.35</td>
<td>sensitive</td>
<td>3.00</td>
<td>0.77</td>
<td>5.68</td>
</tr>
</tbody>
</table>

S2 Requirements for low cost have high probability to change (sensitive), while requirements for high cost have low probability to change (insensitive).

S3 Requirements for low cost have low probability to change (insensitive), while requirements for high cost have low probability to change (insensitive).

S4 Requirements for low cost have high probability to change (sensitive), while requirements for high cost have high probability to change (sensitive).

The $i$th requirement would be classified as low cost requirement if $\text{cost}_i < \frac{\sum^n_{j=1} \text{cost}_j}{n}$, otherwise high cost requirement, where $n$ is the number of requirements. We define low probability as the possible change range is within 100%, while for high probability it is within 250%. The uncertainty of each cost is stochastically generated based on the above definitions. The uncertainty of revenue is randomly generated to have low probability (insensitive). A partial data of S1 reported in Table 3.1.

3.4.2 Search Algorithmic Tuning

We base our algorithmic parameter and tuning on those used in previous work on MONRP [30]. We used binary encoding to represent the decision vector. The initial population size was set to 500. The algorithm was run for a maximum of 50,000 function evaluations. The genetic operators used in our approaches are tournament selection (with tournament size of 5), single-point crossover (with crossover probability
0.8) and bitwise mutation (with the mutation probability $1/n$ where $n$ is the number of requirements). The algorithm was executed 30 times for each data set, to cater for the stochastic nature of the algorithm.

3.4.3 Evaluation

Price of Robustness

In order to measure such loss between the proposed robust Pareto-front and original Pareto-front with regard to cost and revenue objectives, we utilised the “reduction factor” [169] to measure the “Price of Robustness”. This factor measures the distance between two fronts [35]. To compute such distance, we defined $(A_1, \cdots, A_p)$ as the front$_a$ which contains $p$ solutions, while $(B_1, \cdots, B_q)$ denotes the $q$ solutions in front$_b$, where $p$ and $q$ are the number of solutions in front$_a$ and front$_b$ respectively.

The distance from solution $A$ to solution $B$ is computed by the normalised objective values and Euclidean Distance. In the case of “Price of Robustness”, the distance between solution $A$ and $B$ is defined as:

$$\text{Dis}(A, B) = \pm \sqrt{\sum_{i=1}^{d} (A_{\text{fit}_i} - B_{\text{fit}_i})^2}$$  \hspace{1cm} (3.9)

Where $d$ is the number of objectives. $A_{\text{fit}_i}$ and $B_{\text{fit}_i}$ are the normalised $i$th objectives value of $A$ and $B$, respectively.

The distance from solution $A$ to geometrically closest solution $B$ on front$_b$ is presented as the distance from solution $A$ to front$_b$ (Eq.3.10).

$$\text{Dis}(A, \text{front}_b) = \text{Dis}(A, B)$$  \hspace{1cm} (3.10)
Therefore, the distance from $front_a$ to $front_b$ is the mean value of the distance from every solution on $front_a$ to $front_b$.

$$\text{Dis} (front_a, front_b) = \frac{\sum_{i=1}^{p} \text{Dis}(A_i, front_b)}{p} \quad (3.11)$$

Probabilistic Sensitivity Analysis

To measure the amount of robustness improvement achieved by our robust optimisation approach, we performed a probabilistic sensitivity analysis. Firstly, we used the same sampling technique to simulate the uncertainties of data. After that, we adopted robustness formulations defined in this chapter to calculate the robustness of Pareto-optimal solutions generated by traditional approach.

3.4.4 Research Questions

In order to evaluate the effectiveness and usefulness of the approaches, we carried out two experimental studies to assess the efficiency of the approaches and four scenarios to evaluate its usefulness. In the experiments, we compared the results obtained from our approaches with the ones obtained from MONRP, and formalised one research question. The question is whether the proposed approaches can provide more robust solutions to decision makers with less sacrifice? This question formulated into three more detailed sub-questions ($RQ1$, $RQ2$, and $RQ3$).

Additionally, to aid the decision making support before preforming such professional tools, this chapter also investigated the correlations between attributes of a requirement and its inclusion in solutions on the Pareto-front. This is formulated into the fourth question $RQ4$.

$RQ1$ Do the proposed two kinds of robust optimisation improve robustness? This
RQ2 How much “Price of Robustness” would be paid for the proposed robust optimisation approaches? We will answer this question by calculating the distance between the Pareto-front obtained from our approaches and those obtained from the original MONRP. The distance was used to measure the loss in pay-off.

RQ3 How similar are the Pareto-fronts produced by our new approaches and the one produced by traditional MONRP? We computed and ranked the proportion of requirements being selected in solutions on the Pareto-front. Then we used Kendall’s \( \tau_B \) correlation coefficient to statistically investigate the degree of similarity between the rankings of requirements included in solutions on the Pareto-front to answer this question.

RQ4 Which attributes of a requirement are correlated with inclusion in solutions on the Pareto-front?

We performed an intuitive analysis to answer the RQ1 and RQ2, while more statistical analysis to answer the RQ3 and RQ4.

3.5 Experimental Results and Analysis

This section presents two different robust models and the results of applying these two models on four synthetic problem instances. Two experiments were conducted and the illustrations of results are presented in Figures 3.4 and 3.5 (Figures 3.4a, 3.4b, 3.4c, 3.4d, and Figures 3.5a, 3.5b, 3.5c, 3.5d), for E1 & E2 respectively. The two experiments, E1 & E2, are described below:

E1 The first experiment aims at evaluating the MCNRP-US approach and the “Price of Robustness” of this approach, when the decision maker expects to obtain robust solutions within a defined fluctuation range.
E2 The second experiment evaluates the MCNRP-R approach and its “Price of Robustness” for the situation in which the decision maker would like to acquire robust solutions which have a low risk of budget overrun.

In order to compare our proposed approach to the traditional MONRP approach, the Pareto-fronts of proposed approach are presented by dark black patterns and traditional ones by grey (red when viewed in colour) patterns. This selection quantitatively analysis and answer the RQ3 and RQ4 as well.

3.5.1 Experiment One (E1)

In E1, the uncertainty size of a solution is taken into account. The results of E1 are shown in Figures 3.4a, 3.4b, 3.4c, and 3.4d corresponding to scenarios S1, S2, S3, and S4, respectively. The figures illustrate the three-dimensional Pareto surface. Each bar represents a solution on the Pareto-front. The location of each bar in the cost-revenue plane presents the cost and revenue of the solution respectively. The height of the bar shows the uncertainty size for each solution.

From the results of E1 for S1, S2, S3, and S4, we observe that, as the overall fulfilled cost increases, the uncertainty size of solution also increases. We also observe that there are minor differences between the Pareto-fronts of MCNRP-US and the traditional approach in S1 and S4 (Figures 3.4a and 3.4d), while there are larger differences between S2 and S3 (Figures 3.4b and 3.4c). High cost requirements naturally have more impact on solution sensitivity than low cost requirements. Requirements with high cost are stable in S2 and S3, and the proposed first approach tends to select the “stable” solution rather than the solutions just have good economic performance but “unstable”.

Table 3.2 presents the results of probabilistic sensitivity analysis for E1, the “Price of Robustness” for “MCNRP-US” approach, and how much robustness with regard to uncertainty size improved by applying this approach.
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(a) The results of $E1$ in $S1$

(b) The results of $E1$ in $S2$

(c) The results of $E1$ in $S3$

(d) The results of $E1$ in $S4$

Figure 3.4: The Pareto-front of MCNRP-US and Original Approach

Based on the results in this table we answer \textbf{RQ1} and \textbf{RQ2} (for MCNRP-US) as follows: On average, the MCNRP-US generates more robust solutions with respect to uncertainty size. The overall improvement is not large: after normalizing cost and revenue, the magnitude of standard deviation of cost and revenue is small, so the magnitude of uncertainty size is small. Even so, it is interesting that the robustness improvements for $S1$ and $S4$ (22.78\% and 14.65\% respectively) are better than the improvements for $S2$ and $S3$ (2.54\% and 7.19\% respectively).

Although the improvement of MCNRP-US is not dramatic, it pays a little as the “Price of Robustness”. Therefore, we conclude that applying our MCNRP-US approach, the decision maker pays a small price to obtain a more robust Pareto-front, whose solutions have smaller uncertainty size.
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The results of $E_2$ are plotted in Figures 3.5a, 3.5b, 3.5c, and 3.5d. In $E_2$, the risk was considered as a third objective.

From the results of $E_2$ in $S_1$, $S_2$, $S_3$, and $S_4$, a general trend is observed: the degree of risk increases as overall cost increases. However, there is an interesting observation in Figure 3.5b. The risk is inversely proportional to cost. The reason for this phenomenon is that the risk is directly proportional to the stability of the probability distribution of cost. The more stable the probability distribution is, the lower risk there will be. In $E_2$, there are some other interesting observations: According to the results, we observe that the obtained “robust” Pareto-fronts are quite close to those obtained from original
Table 3.2: The Robustness & Comparison of the MCNR-\(US\) Approach and the Traditional Approach

<table>
<thead>
<tr>
<th></th>
<th>(S1)</th>
<th>(S2)</th>
<th>(S3)</th>
<th>(S4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCNR-(US)</td>
<td>0.1531</td>
<td>0.1558</td>
<td>0.1850</td>
<td>0.1290</td>
</tr>
<tr>
<td>Original Approach</td>
<td>0.1983</td>
<td>0.1599</td>
<td>0.1993</td>
<td>0.1511</td>
</tr>
<tr>
<td>Price of Robustness</td>
<td>0.0110</td>
<td>0.0201</td>
<td>0.0154</td>
<td>0.0102</td>
</tr>
<tr>
<td>Robustness Improvement</td>
<td>22.78%</td>
<td>2.54%</td>
<td>7.19%</td>
<td>14.65%</td>
</tr>
</tbody>
</table>

Table 3.3: The Robustness & Comparison of the MCNR-\(R\) Approach and the Traditional Approach

<table>
<thead>
<tr>
<th></th>
<th>(S1)</th>
<th>(S2)</th>
<th>(S3)</th>
<th>(S4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCNR-(R)</td>
<td>0.0396</td>
<td>0.0404</td>
<td>0.0109</td>
<td>0.0591</td>
</tr>
<tr>
<td>Original Approach</td>
<td>0.0500</td>
<td>0.0755</td>
<td>0.0132</td>
<td>0.0888</td>
</tr>
<tr>
<td>Price of Robustness</td>
<td>0.0036</td>
<td>0.0253</td>
<td>0.0003</td>
<td>0.0285</td>
</tr>
<tr>
<td>Robustness Improvement</td>
<td>20.82%</td>
<td>46.49%</td>
<td>17.70%</td>
<td>33.37%</td>
</tr>
</tbody>
</table>

MONRP in \(S1\) and \(S3\), while there are a big gap in \(S2\) and \(S4\). This is because the probability distribution of high cost is unstable in \(S2\) and \(S4\).

Table 3.3 shows that the robustness with regards to risk can be noticeably improved by the MCNR-\(R\) approach compared to traditional approach. Moreover, the payment (Price of Robustness) is low.

As an overall answer \(RQ1\) and \(RQ2\) (for MONRP-\(R\)) we find that we can achieve an improvement of at least 18% in robustness with only a little change in 2D cost-revenue Pareto-front (maximum 0.0285 in a unit space). That is, the penalization due to robustness is very small for all scenarios, which qualifies the effectiveness of MCNR-\(R\) approach.

### 3.5.3 Statistical Analysis

To answer the \(RQ3\) and \(RQ4\) statistically, Kendall’s \(\tau_B\) correlation coefficient \(\tau_B\) is used to quantitatively analyse the correlation between and within the approaches. Table 3.4 shows Kendall’s \(\tau_B\) correlation coefficient and corresponding \(p\)-value calculated for the relation between the paired approach (MONRP and MONRP-\(R\), MONRP and
Table 3.4: The Correlation of Rankings of Requirements

<table>
<thead>
<tr>
<th></th>
<th>MONRP&amp;R</th>
<th>MONRP&amp;US</th>
<th>US&amp;R</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>$\tau_B$</td>
<td>0.9361</td>
<td>0.7345</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>$&lt; 0.000$</td>
<td>$&lt; 0.000$</td>
</tr>
<tr>
<td>S2</td>
<td>$\tau_B$</td>
<td>0.8646</td>
<td>0.7872</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>$&lt; 0.000$</td>
<td>$&lt; 0.000$</td>
</tr>
<tr>
<td>S3</td>
<td>$\tau_B$</td>
<td>0.9655</td>
<td>0.7233</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>$&lt; 0.000$</td>
<td>$&lt; 0.000$</td>
</tr>
<tr>
<td>S4</td>
<td>$\tau_B$</td>
<td>0.8646</td>
<td>0.8713</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>$&lt; 0.000$</td>
<td>$&lt; 0.000$</td>
</tr>
</tbody>
</table>

In this table, R means MONRP-R, and US means MONRP-US.

MONRP-US, and MONRP-R and MONRP-US) with regard to each scenario. If all solutions in Pareto-front agree on a requirement to be selected, the requirement is said to be “closed” [116]. Here, we generalise this notion of “closed” decision to investigate correlations between degrees of “closedness”.

The Table 3.4 reveals that there are existing strong correlations between the rankings of requirements produced by each approach on each scenario. All $\tau_B$ coefficients are greater than 0.7, and p-values are very close to zero. This confirms that the rankings of requirements produced by each approach are similar to each other.

Hence, the Pareto-fronts on Cost-Revenue dimension generated by each approach are similar to each other. We further observe that the correlation is stronger between MONRP and MONRP-R than MONRP and MONRP-US. This answers RQ3.

In order to answer RQ4, Table 3.5 uses Kendall’s $\tau$ correlation analysis to statistically describe the correlation between the attributes of requirements and the rankings of requirements. The results reveal that, in general, the requirement’s Revenue-to-Cost ratio and Cost have strong monotonic correlation with its likelihood of inclusion, while its Revenue is uncorrelated. The requirement’s Revenue-to-Cost ratio is the most strongly correlated.
In this table, Cost is the Expected Cost, Revenue is the Expected Revenue, and R/C is the Expected Revenue-to-Cost Ratio.

### 3.6 Summary

In this chapter, we introduced an MCS-based robust optimisation approach for requirement analysis and optimisation.

We introduced two notions of requirement uncertainty measurements for NRP. According to the experiments upon which this chapter reports, the proposed two robust MONRP approaches (MCNRP-US and MCNRP-R) overcome the limitation of the traditional MONRP approach which underestimates (or even hides) requirements uncertainty. These allow the decision maker to choose different approaches for controlling different types of requirements uncertainty and different levels of probabilistic guarantee for robustness, while retaining the performance of traditional solutions. The MCNRP-US offers decision makers a way to control the fluctuation range of payoff for solutions. The MCNRP-R model helps decision makers to explore solutions with lower risk of budget overrun.
3.6. Summary

We found that MONRP-R decisions are more closely correlated to traditional MONRP decisions regarding requirement choice, than MONRP-US. We also find that, while cost is closely correlated to inclusion of a requirement in the Pareto-front, revenue is not.

However, our approach in this chapter has relied upon meta-heuristic algorithms with the notable drawback that the algorithm itself, being a randomised algorithm, contributes to the overall uncertainty. This is a problem we address in the next chapters by using an exact algorithm.
Chapter 4

The Value of Exact Analysis in Next Release Problem

As described in Chapters 2 and 3, previous uncertainty management for NRP relied solely upon (non-deterministic) randomised meta-heuristic algorithms. In this chapter, we propose a decision support framework METRO for the Next Release Problem to manage algorithmic uncertainty and requirements uncertainty. An exact NRP solver (NSGDP) is at the heart of the METRO to eliminate interference caused by existing approximate NRP solvers. Furthermore, METRO takes account of risk in the decisions suggested, rather than simply report upon its possible pernicious effects. This explicitly helps decision makers to understand and make the trade-off between uncertainty/risk and conventional objectives of cost & revenue based on information so far.

4.1 Motivation

To address uncertainty in Next Release Problem, previous work by Heaven et al. [148], Paixão et al. [40], and Li et al. [1] relied solely upon (non-deterministic) randomised meta-heuristic algorithms. These previously proposed meta-heuristic algorithms can only find reasonable approximate solutions, and lead to information loss. While this
is acceptable in general, for the specific problem of handling risk we face here, it is important for the decision maker to know that all uncertainty derives from the problem itself and not from the algorithm used to tackle it. Moreover, they reported robust NRP solutions, but yet they did not guide decision makers to select the solutions from thousands of candidates.

In order to aid decision support in the early stage of software engineering over simply reporting the results explored, we develop a decision support framework for Next Release Problem (called METRO), which utilises both a simulation-based robust optimisation approach and a point-based optimisation approach. Our approach adopts an exact algorithm combined with a Monte-Carlo Simulation (MCS) to deal with algorithm non-determinism and capture requirements uncertainty. In this manner, our approach eliminates the algorithmic uncertainty, and explicitly helps decision makers to understand and make the trade-off between uncertainty/risk and conventional objectives of cost & revenue based on information so far.

To handle the requirements uncertainty, METRO takes into account the quantified cost and revenue of requirements as well as the Probability Density Function (PDF) of uncertainties associated with these requirement attributes (cost and revenue). With the aid of PDF of uncertainties, METRO utilises MCS to simulate uncertainties in terms of their impact on specific objectives, and then a set of solutions will be picked by exact optimisation approach. METRO quantitatively analyses the outcomes of optimisation, and interprets the findings through a set of visualisations. These visualisations depict the tension between two different objectives regarding the objective space, and illustrate the characteristics of requirements regarding the design space. This information allows decision makers to understand the impact of requirements uncertainty and determine the requirement priority.

The chapter’s primary contribution is to introduce exact multi-objective dependence-respecting NRP solver to deal with algorithmic uncertainty and requirements uncertainty. More specifically, the following contributions are made:
1. The first contribution is about eliminating algorithmic uncertainty. We develop an exact NRP optimisation solver \textit{NSGDP} in our framework \textit{METRO}. Our experimental studies reveal that, with the aid of \textit{NSGDP}, the decision maker can avoid information loss (without which he or she will lose up to 99.95\% of optimal solutions and will make up to 36.48\% inexact requirement selection decisions). Furthermore, the execution time of \textit{NSGDP} is better than NSGA-II: On average, \textit{NSGDP} takes 0.37s (without accounting for requirements uncertainty), and 35.33s (when taking requirements uncertainty into consideration). By contrast, NSGA-II takes more than 10 minutes, whether or not requirements uncertainty is taken into account.

2. The second contribution is our introduction of an approach to cater for requirements uncertainty. \textit{METRO} investigates the difference between the optimal-yet-risky solutions and robust-yet-suboptimal solutions. Two indicators are used: expected risk premium and risk reduction. Our experimental results show that, developing software project based on optimal-yet-risky release plan rather than robust-yet-suboptimal release plan, may suffer up to 10.09\% probability of overrunning more than 150\% budget but gaining less than 0.39 expected risk premium.

3. The third contribution is that the proposed framework can better support decision makers in understanding the requirements selection. A series of quantitative techniques is provided for highlighting the characteristics of requirements and solutions. The difference of requirement selection probability between two NRP approaches is analysed and presented in a stacked bar plot. We found that risk-aware \textit{sNRP} approach is more likely to include the requirement with low uncertainty than \textit{pNRP} approach does (Kendall’s $\tau_B$ up to $-0.675$). \textit{METRO} clusters requirements according to design space proximity rather than objective space proximity.
4.2 Background

This section describes the techniques used in this chapter. Firstly, a RIM model: Conflict Graph is presented to show how to construct requirement dependencies, and then Nemhauser-Ullmann Algorithm, which is the exact NRP solver used in our framework, is introduced.

4.2.1 Next Release Problem with Conflict Graphs

In practice, there may be different constraints between the requirements in NRP. These constraints describe the relationships between the various requirements [170]. Mutual exclusion is a typical constraint, which denotes at most one of the two mutually exclusive requirements can be selected simultaneously. In graph theory, conflict graphs are usually used to construct such logical relations between objects. More precisely, a conflict graph $G$ contains a set of vertices and edges between two vertices (Eq. 4.1):

$$G = (V, E)$$

$$V = \{v_i\}$$

$$E = \{(v_i, v_j) | \text{The } v_i \text{ and } v_j \text{ is mutually exclusive}\}$$

where $V$ is the vertex set, in which each vertex represents a distinct object, and $E$ is the edge set, in which each edge means two connected vertices exclude each other (thus cannot be selected at the same time). The isolated vertices denote that those vertices can be selected with every other isolated vertex at the same time.

Conflict graphs have been successfully applied to Knapsack-like Problems with Conflicts [171 172 173], which are strongly NP-hard in general. Moreover, in 2009, Pferschy and Schauer [174] proved that forming Knapsack-like Problem with Conflict Graph (KCG) in the search tree can carry forward fully polynomial time approximation
schemes (FPTAS). Accordingly, it is promising to model NRP in the form of the conflict graph, and then reconstruct it to search tree. We would interpret how to construct NRP with conflict graph to the search tree exemplified by the general knapsack-like problem.

To reconstruct a knapsack-like problem from a conflict graph data structure to a search tree data structure, the first step is processing $G$ in depth-first-search. Then picking a constrained vertex $v_i$ (conflicting with vertex $v_j$) to distinguish the problem into two sub-problems from top-down:

- Necessarily including $v_i$ in the sub-problem, and excluding $v_j$
- Always excluding $v_i$ in the sub-problem, and keeping the decision concerning $v_j$ open.

Mathematically, the process of constructing problem tree is presented as follows.

**Definition 1** $G \setminus v$ means subtracting a vertex $v \in V$ from graph $G$: $G \setminus v = (V', E')$, where $V' = V - \{v\}$ and $E' = \{(v_i, v_j) \mid (v_i, v_j) \in E, v_i \in V', v_j \in V'\}$.

**Definition 2** For graph $G = (V, E)$ and a vertex $v \in V$, $C(v)$ represents a set of objects including $v$ and those have constraints with $v$: $C(v) = \{u \in V \mid u = v$ or $(u, v) \in E\}$.

When all leaves of the root problem tree have no edge at all ($|E| = 0$), the problem is solved bottom up. The procedure of solving KCG is described in Algorithm 1. In Algorithm 1 if $G$ has no constraints at all ($|E| = 0$), then solve the problem using dynamic programming, otherwise the problem $G$ is divided into two sub-problems $G \setminus v$ and $G \setminus C(v)$ with respect to a chosen constraint $v$. The former one assumes $v$ is not selected in all of the solutions and the latter one assumes $v$ selected, thus all the objects that conflict with it cannot be selected in the final solutions and are removed from the problem as well ($C(v)$ contains the objects that have connections with $v$). After these
two sub-problems are solved recursively, the algorithm sets \( x_v = 1 \) in all of the Pareto solutions for the second sub-problem, since \( v \) is assumed to be selected in the second sub-problem. At last the algorithm merges these two sets of non-dominated solutions together and removes those being dominated to form the Pareto solution set for the problem \( G \).

\[
\text{Algorithm 1 Solve KCG } S = \text{Solve}(G)
\]

\[
\begin{align*}
\text{Require: } & \text{ conflict graph } G = (V, E) \\
& \text{ if } E = \emptyset \text{ then } \\
& \quad \text{return } \text{KnapsackProblemSolver}(G) \\
& \text{ end if } \\
& \text{Pick } v \in V \text{ that has an edge in } E \\
& S_0 = \text{Solve}(G \setminus v) \\
& S_1 = \text{Solve}(G \setminus C(v)) \\
& \text{for all } \bar{s} \in S_1 \text{ do} \\
& \quad \text{set } v \text{ selected: } s_v = 1 \\
& \text{end for} \\
& \text{return } S = \text{Merge}(S_0, S_1)
\end{align*}
\]

4.2.2 Nemhauser-Ullmann Algorithm

To solve NRP exactly, we build an exact NRP solver \( \text{NSGDP} \) using the Nemhauser-Ullmann algorithm to solve specific instances in a decision tree solution space. The Nemhauser-Ullmann algorithm is a dynamic programming algorithm proposed by Nemhauser and Ullmann in 1969 [115]. It is a non-dominated sorting based multi-objective exact optimisation algorithm to enumerate the Pareto set of knapsack-like problems [175]. However, it has an obvious drawback. It cannot deal with knapsack-like problems with constraints. Harman et al. [22] employed it to materialise an exact NRP solver that focuses on NRP with the independent requirement.

For a given NRP problem with \( n \) requirements, the Nemhauser-Ullmann algorithm starts with considering 0 requirements, and then iteratively inserts the next requirement \( i \) into every solution in the Pareto-front \( P(i - 1) \), where \( P(i - 1) \) denotes the Pareto-front of first \( i - 1 \) requirements. After merging two solutions to set \( P'(i) = P(i - 1) \cup (P(i - 1) + i) \), the Nemhauser-Ullmann algorithm uses non-dominated sorting (the
so-called \textit{staircase} function \[96\] to compute the Pareto-front of first \(i\) requirements
\[ P(i) = \text{Non-dominated-Sorting}(P'(i)) \]. \(P(i - 1) + i\) denotes the set of solutions that is
obtained by setting the \(i\)th requirement to be selected for all solutions from \(P(i - 1)\).
Following these steps, the final result \(P(n)\) is computed inductively. Summarising, the
Nemhauser-Ullmann algorithm is formalised by Algorithm \[2\]:

\begin{algorithm}
\begin{algorithmic}
\Require A set of \(n\) requirements
\For {\(i = 1, \ldots, n\)}
\State \(P'(i) = P(i - 1) \cup (P(i - 1) + i)\)
\State \(P(i) = \text{Non-dominated-Sorting}(P'(i))\)
\EndFor
\Return \(P(n)\)
\end{algorithmic}
\caption{Nemhauser-Ullmann algorithm for NRP}
\end{algorithm}

4.3 Simulation based NRP Decision Analysis Framework METRO

Multi-Objective NRP approaches produce a Pareto-front which may contain a large
number of solutions. It is laborious for engineers to understand and identify one solu-
tion from thousands of candidate solutions, especially taking uncertainty into account.
To aid decision makers to tackle the latent information within optimal solutions, this
chapter proposes a simulation NRP decision analysis framework, \textit{METRO}. Instead of
merely generating the optimal solutions themselves, \textit{METRO} statistically analyses the
optimal solutions, mines information from them, and provides the insight of these sol-
lutions. The main processes of \textit{METRO} (Figure \[4.1\]) are:

1. Pre-processing the requirements dependencies.

2. Adopting \(sNRP\) and \(pNRP\) to model the requirements optimisation problem sepa-
   rately, and then using exact optimisation solver to produce the optimal solutions.

3. Statistically analysing results of two solutions, and visualising the refined infor-
   mation as well as the implicit requirement pattern for decision processes.
4. Performing this analysis in the next iteration.

4.3.1 Requirements Interaction Pre-Processing

Requirements may depend on each other [176]. Some requirements may interact with other requirements due to the constraints or limitations that come from techniques, or business related issues. Requirement implementations may be mutually exclusive, or should be fulfilled together on the basis of their interactions. Failure to consider requirement interactions, may yield infeasible decisions.

Requirements Interaction Management (RIM) has been proposed to analyse and manage the dependences among requirements [170] [177]. In NRP, RIM involves at least two types of interactions (And and XOR). The And dependence between two requirements means the selections of requirements have to be in the same release. On the other hand, the selection of two requirements which have XOR dependence are “repelling” each other because these two requirements are mutually exclusive. Table 5.1 presents the mathematical expressions of these interaction.

Although the original RIM defines the dependencies between requirements, RIM can be
Table 4.1: Requirement Interactions. The sets $\xi$, and $\varphi$ present the interaction types $\text{And}$, and $\text{XOR}$, respectively. The set $\xi \cap \varphi = \emptyset$.

<table>
<thead>
<tr>
<th>Interaction Type</th>
<th>Mathematical Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{And}$</td>
<td>$\forall (i, j) \in \xi, x_i = x_j$</td>
</tr>
<tr>
<td>$\text{XOR}$</td>
<td>$\forall (i, j) \in \varphi, x_i \land x_j = 0$</td>
</tr>
</tbody>
</table>

simplified to enable fast execution and better convergence. In our proposed approach, the $\text{And}$ dependence satisfies $\forall (i, j) \in \xi, x_i = x_j$. By transitivity, if $(i, j) \in \xi$ and $(j, k) \in \xi$, then $x_i = x_j = x_k$. Therefore, a super-requirement $\text{Req}_{i,j,k}$ can be used to represent requirement $i$, $j$, and $k$ in a single decision variable. This simplification, reduces the computational cost for requirements constraint handling and the search space within which we seek solutions.

### 4.3.2 Exact NRP optimisation Solver

After requirement data pre-processing, decision makers have to decide which requirements are critical and should be included in the next release of system under budget constraints. For this step, the objectives and formulations should be clearly defined.

The conventional criteria for NRP is maximising the expected revenue and minimising the expected release cost. Decision makers can also define other criteria, such as the satisfaction degree of customers, the fairness level among different stakeholders [28], and the utility of release.

Taking uncertainty into account, project risk could be an extra objective to optimise. In a software project, the project risk is related to future events that may have undesired consequences for the project [178]. Project risk could include budget overrun, the number of requirements becoming inflated, departure of a key person, and productivity failing to meet expected estimates [179, 180]. There are existing risk analysis methods that identify and elicit these software project uncertainties quantitatively and use probability distributions to represent the uncertainty [181]. After these uncertainties have been elicited, our framework formulates the fitness function to optimise project risk.
In NRP, such multi-objective decision support problems can be investigated using a multi-objective optimisation algorithm. In order to ensure that the variations in results do not come from the stochastic nature of the algorithm, we design an exact NRP optimisation solver: Non-dominated Sorting Conflict Graph based Dynamic Programming algorithm (NSGDP). The NSGDP uses the Nemhauser-Ullmann algorithm, an exact dynamic programming algorithm, as the core NRP solver, and augmented by Conflict Graph to deal with the requirements interaction. Firstly, the NRP problem with constraints is modelled into Conflict Graph. Then, the root problem is broken down into sub-problems according to Algorithm 1 until there is no constraint in sub-problems. Lastly, Algorithm 2 is used to solve NRP without constraint directly. It is worth mentioning that, our algorithm is applicable to, not only the case we study in this chapter, but also any kind of knapsack-like problems with exclusive conditions.

To further improve the performance of our algorithm, we introduce an array to store the processing order. This is because, when a graph $G$ is divided to two graphs $G \setminus v = (V_0, E_0)$ and $G \setminus C(v) = (V_1, E_1)$, $G \setminus C(v)$ is a sub-graph of $G \setminus v$ ($V_0 \supset V_1$ and $E_0 \supset E_1$). If further divided, the ‘offspring’(s) of $G \setminus v$ may be exactly the same as $G \setminus C(v)$, thus does not need to be solved multiple times.

There is no strict rule of which $v$ should be chosen as long as it has at least one constraint on it. In our algorithm, we always choose the vertex $v$ with the biggest degree (has the biggest number of edges connecting it), thus the number of edges in $G_1$ is minimised to have a minimal depth of subsequent dividing.

Figure 4.2 illustrates the breakdown process of our NSGDP algorithm with a simple problem instance (Figure 4.2a). There are 7 requirements and 5 conflicting interactions in this instance. The edge connects two requirements means these two requirements are conflicting with each other. So the expressions of this instance are $V = \{r_1, r_2, r_3, r_4, r_5, r_6, r_7\}$ and $E = \{(r_2, r_3), (r_2, r_4), (r_2, r_5), (r_5, r_6), (r_3, r_7)\}$. For this instance, the problem is divided based on requirement $r_2$ firstly. The reason is that $r_2$ conflicts with most requirements ($r_3$, $r_4$, and $r_5$), so its degree is the biggest (degree 3).
Then the problem is broken down into two sub-problem. The $r_2$ is not selected in the first sub-problem $G_b = G_a \setminus r_2$ (Figure 4.2b), so $r_2$ and the edges connected to $r_2$ are removed. In the second sub-problem $G_c = G_a \setminus \text{Ext}(r_2)$ (Figure 4.2c), $req_2$ is selected. Accordingly, the requirements have connection with $r_2$ are removed. The dashed line in Figure 4.2c denotes that, in order to solve the problem $G_c = G_a \setminus \text{Ext}(r_2)$, NSGDP firstly solves the right part, and then computes the optimal frontier of whole problem $G_c$ by merging the consideration of left part requirements.

Subsequently, NSGDP further divides these two generated sub-problems. Because there is no edge in $G_c$ (Figure 4.2c), no further breakdown would be performed on $G_c$. Since there are two conflicts in $G_b$ ($E_1 = \{(r_3, r_7), (r_5, r_6)\}$), and each conflicted requirement has same degree (degree 1), NSGDP picks $r_3$ by requirement id order. Thus, sub-problem $G_b$ is divided into sub-problems $G_d = G_b \setminus r_3$ (Figure 4.2d) and $G_e = G_b \setminus \text{Ext}(r_3)$ (Figure 4.2e). NSGDP continues to breakdown the problem until there is no further conflict that can be subdivided. In this instance, there are 5 leaf node sub-problems generated.

After the breakdown process is terminated, the NSGDP solves the problem from the bottom up. Figure 4.2j illustrates the procedure by a dashed line. According to the composition of problems $G_i$, $G_h$, and $G_g$, the algorithm solves the $G_i$ first. Then the results of $G_i$ can be used for solving the other two leaf nodes sub-problem $G_h$ and $G_g$. Thus, the re-computation can be avoided by storing previous steps’ results.

### 4.3.3 Results Analysis & visualisation

The last step of METRO is to analyse the solutions on two Pareto-fronts, one of which is produced by $pNRP$, and the other by $sNRP$. The shape of generated Pareto-frontier exposes the possible trade-off among all conflicting objectives.

The shape of Pareto-front helps decision makers to understand the possible trade-off among all conflicting objectives, yet it does not provide other intelligible information
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(a) $G_a = G$

(b) $G_b = G_a \backslash r_2$

(c) $G_c = G_a \backslash C(r_2) + r_2$

(d) $G_d = G_b \backslash r_3$

(e) $G_e = G_b \backslash C(r_3) + r_3$

(f) $G_f = G_d \backslash r_5$

(g) $G_g = G_d \backslash C(r_5) + r_5$

(h) $G_h = G_e \backslash r_5$

(i) $G_i = G_e \backslash C(r_5) + r_5$

(j) The breakdown procedure (solid line) generated by NSGDP algorithm, and the solving procedure (dashed line) for problem $G_a$.

Figure 4.2: The illustration of the subdivision process of the NSGDP for an instance with 7 requirements and 5 conflicting interactions. Figure 4.2a to Figure 4.2i are each generated sub-problem in the subdivision phase. Figure 4.2j illustrates the generated sub-problems and the solution path of NSGDP algorithm.
to interpret the variations among the solutions as well as the characteristics of requirements. In particular, the number of solutions on Pareto-front maybe large, thereby requiring further analysis support to help the decision maker understand the implication for requirement release decisions. By contrast, METRO performs a series of posterior analysis procedures to help decision makers to concentrate on the impacts of requirements uncertainty, most interesting solutions, and most urgent and worthwhile requirements.

In order to assess the impact of requirements uncertainty, we introduced the concept of the expected risk premium, which is a variant of the risk premium [182]. This measures the difference between robust-yet-suboptimal solutions and optimal-yet-risky solutions. The robust-yet-suboptimal solution is simply that which has the lowest uncertainty variance in the distribution of possible values. Suppose we use the point based method to find a particular optimal-yet-risky solution (a set of requirements), $\vec{a}$, with given cost, $\text{cost}(\vec{a})$ and value, $\text{value}(\vec{a})$. We can find the robust-yet-suboptimal solution, $\vec{r}$ with cost $\text{cost}(\vec{r})$ closest to $\text{cost}(\vec{a})$ that does not exceed $\text{cost}(\vec{a})$. This is the greatest lower bound, on robust-yet-suboptimal solutions, bounded by the cost of $\vec{a}$. Because the robust-yet-suboptimal solution takes account of uncertainty, it has a range of possible values, of which the expected value, $\text{value}(\vec{r})$, is simply the most probable. The expected risk premium is simply the difference between $(\text{value}(\vec{a}) - \text{cost}(\vec{a}))$ and $(\text{value}(\vec{r}) - \text{cost}(\vec{r}))$, where the value and cost are all normalised. It is an ‘expected’ assessment of the return that will be lost by maximally reducing uncertainty. It is thus a way of understanding the penalty that is paid for reducing uncertainty in terms of reduced expected return.

To compute the expected risk premium, a solution compare pair which contains an optimal-yet-risky solution and a robust-yet-suboptimal solution should be determined first. For each robust-yet-suboptimal solution $\vec{r}$, each optimal-yet-risky solution from $pNRP$, which has the closest cost to $\vec{r}$ and the cost is not lower than the cost of $\vec{r}$, is chosen as the paired solution $\vec{a}$. Thus, the solution compare pair is expressed as $\text{Pair}(\vec{a}, \vec{r})$. The procedure to generate solution compare pair is illustrated in Algorithm 3.
4.4 Applying our approach to the RALIC dataset

In this section, we illustrate the insights that can be obtained by applying the proposed framework on a large real-world example: the RALIC dataset.

4.4.1 Experimental set up

The detail of dataset, and the targeted objectives of the experimental study are presented as follows.

Dataset

The RALIC project is an access control system developed at University College London, UK. This project was established in 2009 and deployed in 2011. The requirement data was collected by using the StakeNet stakeholder analysis method and StakeRare requirement elicitation method \cite{183}. The implementation cost of each requirement was derived from the RALIC posterior implementation report. The cost is represented as the total man-hours spent on the requirement during the whole project development life cycle. The detail information of RALIC data is publicly published at \url{http://soolinglim.wordpress.com/datasets/}.

**Algorithm 3** Generate solution compare pairs

**Require:** $sNRP$ solution set $S_1$, and $pNRP$ $S_2$.

set $Pairs = \emptyset$

for all $s_1 \in S_1$ do

\[ s = S_2[0] \]

for all $s_2 \in S_2 \land Cost(s_2) \geq Cost(s_1)$ do

if $Cost(s_2) < Cost(s)$ then

\[ s = s_2 \]

end if

end for

$Pairs = Pairs \cup Pair(s_1, s)$

end for

return $Pairs$
4.4. Applying our approach to the RALIC dataset

Because there is no uncertainty information about the attributes of requirements in RALIC dataset, we synthetically simulated these uncertainties following guidelines from the literature [116] which advocate a triangle probability distribution. In the early requirements engineering phase, due to the lack of definition or understanding of the requirements to be done, the level of software cost estimation accuracy ranged from 25% to 400% [167, 184, 185]. According to Jørgensen and Moløkken-Østvold’s review [185], the Standish Group CHAOS Report [186] indicates that 52.7% of software projects will overrun the 89% of their original budget estimation. Therefore, in our study, we define the range of uncertainty for requirement cost as [25%, 400%]. There have also been studies on the accuracy of the software profit estimation or the satisfaction of stakeholders. Michael Bloch et al. study large-scale IT projects and report that the average benefit shortfall of IT projects is 56%, but no range is reported. As Fogelstrom et al. [187] pointed out in 2009, business risk-related uncertainty has received little attention, which means that we have little guidance as to the likely bounds we should place on uncertainty. Therefore, we have allowed for potential boundary scenarios in choosing our uncertainty bounds. That is, the range of uncertainty for satisfaction of stakeholder is defined as [10%, 300%]. We believe that the true uncertainty value for any realistic project is likely to lie within this extreme range.

There are two versions of RALIC datasets: ‘PointP’ and ‘RankP’. In this chapter, we empirically studied our framework on the ‘PointP’ dataset, which consists of 143 requirements, 86 And dependencies, and 23 XOR dependencies. To generalise the study, three NRP instances are derived. There are two boundary scenarios, in which the uncertainty of a requirement is estimated, either highly optimistically or pessimistically, and one ‘in-between’ scenario. In highly optimistic scenarios, the requirements uncertainty is totally underestimated (mode value equals to the lowest value). By contrast, the requirements uncertainty is overestimated in highly pessimist scenarios (mode value equals to the highest value). After the pre-processing described in Section 4.3.1, there are 57 refined requirements, and 4 XOR dependencies.
NRP Objective Formulation

In our experiment, three attributes of software release planning were considered as the optimisation objectives: cost, satisfaction level, and the probability of budget overrun. The objective cost and satisfaction level were viewed as the utility of software release attainment and expressed as normalisation functions. We assumed that these two objectives were aggregatable. Thus, the expressions of the objective cost and satisfaction can be defined as follows (Eq. 4.2 and 4.3):

\[
U(\vec{x}, \text{cost}) = \frac{\sum_{i=1}^{n} (x_i \cdot \text{Cost}_i)}{\sum_{i=1}^{n} \text{Cost}_i} \quad (4.2)
\]

\[
U(\vec{x}, \text{satisfaction}) = \frac{\sum_{i=1}^{n} (x_i \cdot \text{Satisfaction}_i)}{\sum_{i=1}^{n} \text{Satisfaction}_i} \quad (4.3)
\]

The quality of the solution is measured as the utility score of the solution (Eq. 4.4):

\[
\text{Quality}(\vec{x}) = U(\vec{x}, \text{satisfaction}) - U(\vec{x}, \text{cost}) \quad (4.4)
\]

The expression of the probability of budget overrun remains the same (Eq. 3.7). The extent \(\theta\) is set as 150\%. To reduce the simulations errors introduced by Monte-Carlo Simulation, in our experimental study, the number of simulations is set as 10,000.

4.4.2 Research Questions

To evaluate the METRO framework, we carried out an experimental study to assess the ability of this approach to manage the algorithmic uncertainty and capture the impact of requirements uncertainties. In the experiment, we demonstrate why the requirements optimisation community should take care with algorithmic uncertainty, and how to employ METRO as a tool to assist decision makers to comprehend the results, thus raising three main research questions:
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**RQ1:** What is the effectiveness of our exact NRP solver \textit{NSGDP} for eliminating algorithmic uncertainty?

We investigate how much difference can be observed between the solutions found by NSGA-II and \textit{NSGDP}. This research question is a foundation for applying \textit{NSGDP}. We compare the solutions found by NSGA-II with the benchmarks which are found by \textit{NSGDP}. The differences between NSGA-II solutions and benchmarks reveal additional (unnecessary & unhelpful) uncertainty introduced by NSGA-II.

**RQ1.1:** How close are the solutions found by NSGA-II to the ones found by \textit{NSGDP} in objective space?

**RQ1.2:** Comparing the solutions provided by \textit{NSGDP} and NSGA-II, how much difference can be observed in design space?

The remaining research questions are more concerned with scrutinising the impact of uncertainty that came from requirement itself.

**RQ2:** What is the impact of the requirements uncertainty?

This question can be expressed in a quantified manner as to how much expected risk premium can be obtained when a decision moves from an optimal-yet-risky solution to a robust-yet-suboptimal one under the same budget.

**RQ3:** Is there any pattern between the requirements characteristics and requirements inclusions? If so, what kind of pattern can be observed?

The third research question investigates the possible insight of the requirement characteristics, which may help decision makers to concentrate on the most interesting property of requirements. This question is composed of two more detailed sub-questions (**RQ3.1**, and **RQ3.2**):
**RQ3.1:** Which requirements are the most sensitive, so require closest attention from the decision makers?

**RQ3.2:** Which requirements have the same inclusion behaviours, and can thus be clustered together?

### 4.4.3 Experiment Results

In this sub-section, we present the results of experimental study, and provide a decision analysis guidance for decision makers by interpreting the research questions sequentially and separately.

**RQ1:** What is the effectiveness of our exact NRP solver $NSGDP$ for eliminating algorithmic uncertainty?

**RQ1.1** How close are the solutions found by NSGA-II to the ones found by $NSGDP$ in objective space?

We answer this question by comparing the quality of solutions found by NSGA-II and $NSGDP$. Three quality indicators are used; the percentage of optimal solutions found, the relative hypervolume of the solution set, and the execution time. Figure 4.3a and 4.3b present two quality indicators of the solutions generated by NSGA-II in objective space. The execution times of NSGA-II and $NSGDP$ are reported in Figure 4.3c and 4.3d. We study the effectiveness of NSGA-II and $NSGDP$ on three synthetic NRP instances. We execute NSGA-II on each instance over 30 runs. In order to intuitively observe the differences, in Figure 4.3a and 4.3b we report only the proportion of optimal solutions, and relative hypervolume of Pareto-front found by NSGA-II.

**RQ1.1 can be answered with Figure 4.3** In all cases, there are thousands of solutions on the true Pareto-fronts. In all three RALIC instances, the relative hypervolume of solutions found by NAGA-II ranges from 98.68% to 99.96% – fairly close to
Figure 4.3: Answers RQ1.1. These figures illustrate the differences between the solutions found by NSGA-II and NSGDP. Figures 4.3a and 4.3b present the differences, based on two quality indicators (number of optimal solutions found and relative hypervolume). Figures 4.3c and 4.3d present execution time differences. ‘# solution’ denotes the percentage of optimal solutions, and ‘HV’ stands for relative hypervolume. The names of instance ‘O’, ‘P’, and ‘B’ stands for the highly Optimistic RALIC instance, and highly Pessimistic RALIC instance, and ‘in-Between’ RALIC instance, respectively.
the optimal solutions. It denotes that, in our study, NSGA-II is able to find the solutions with a good convergence near the true Pareto-optimal front. This is because we allowed NSGA-II to use sufficient computation resources with 1000 population and 1000 generations. However, with respect to the number of optimal solutions found, NSGA-II may fail to find at least 73.03% of the optimal solutions. The percentage of missed optimal solutions can be yet up to 99.95% when considering uncertainty as an extra optimisation objective. Therefore, despite the fact that the convergence of NSGA-II is close to true Pareto-front for NRP, the randomness of NSGA-II makes it difficult to find complete optimal solutions. It reveals that additional uncertainty is introduced to solutions by the algorithm itself. Additionally, according to Figure 4.3c, when decision makers do not consider requirements uncertainty, they can get response from NSGDP immediately (0.37s on average), and wait for up to 616.93s to get results from NSGA-II. If decision makers take requirements uncertainty into consideration, NSGDP is (35.33s on average) still faster than NSGA-II (675.26s on average) in general (Figure 4.3d).

**RQ1.2** Comparing the decisions provided by NSGDP and NSGA-II, how much difference can be observed in design space?

According to the answer of **RQ1.1**, we can see that, even through NSGA-II converges to the true Pareto-front in objective space, it can find only a small proportion of optimal solutions. However, it is possible that such a small difference in objective space is caused by prominent difference in design space. In order to investigate the hypothesis, we intend to inspect the requirements selection probability, which we define as the chance of requirement being included in the entire generated solution set. Therefore, we compare the overall requirements selection probability provided by NSGA-II and NSGDP, and analyse how much chance that the requirements decision is wrong when applying NSGA-II instead of exact approach. The probability of getting wrong requirements decision is measured by the difference of the requirements selection between NSGA-II solutions and benchmarks regarding to each requirement. Figure 4.4 and 4.5 picture the chance that NSGA-II gives wrong requirements decision with respect to each requirement and the overall probability. The figures depict the essential impact raised from using an
approximate algorithm.

In RALIC experimental study, due to the effects of randomness from an approximate algorithm, in different runs, the requirements selections are volatile. According to Figure 4.4 and 4.5, requirements uncertainty would aggravate the impact of inexactness of NSGA-II in general. In all instances, the probability of receiving a wrong decision in \( sNRP \) is almost double than that of \( pNRP \). Therefore, in the present algorithmic uncertainty, requirements uncertainty places decision makers at more serious risk of getting wrong requirements decision. We can see that, in an ‘in-between’ scenario, the upper bound of the chance of getting wrong requirements decision could rise from 16.25% to 36.48%, and the median overall chance rises from 2.01% to 10.94%). Even if it were possible that in a particular run or particular scenario NSGA-II can offer a minor wrong decision, the non-determinism makes it produce a different answer in a different run. The erratic result may result in providing completely disorganised decisions. It emphasises that decision makers definitely should raise concerns about the impact of stochastic algorithm on requirements selection. It is noteworthy that such impact implies some patterns. We found that the chance of getting a wrong decision is negatively correlated with the implementation cost of requirement (Spearman \( \rho \) up to 0.72 and \( p \ll 0.0001 \)). That is, the larger the requirement implementation cost, the less the chance that making wrong decision in requirements selection. There are only three exceptions (Requirement 7, 23, and 38). NSGA-II has nearly perfect match agreement on these three requirements over three NRP instances. The reason for this exception may be due to the inherit exclusive-or dependencies between these requirements (discussed in Section 4.4.3). (This answers \textit{RQ1.2}).

In summary, to account for uncertainty in NRP, it is important for decision makers to understand the source of uncertainty in solution. Although NSGA-II can generate approximate solutions with good convergence with respect to objective space, the results of NSGA-II are still incomplete and suboptimal. However, the solution quality information is not meaningful for decision makers when they have to make decisions for each requirement. Even for the solutions which are very close to true Pareto-front,
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(a) Without considering uncertainty (\(p_{\text{NRP}}\) - highly optimistic scenario)

(b) Without considering uncertainty (\(p_{\text{NRP}}\) - highly pessimistic scenario)

(c) Without considering uncertainty (\(p_{\text{NRP}}\) - 'in-between' scenario)

Figure 4.4: **Answers RQ1.2.** These box plots show the chance that NSGA-II provide wrong requirements selection decision for each requirement in RALIC instance without considering uncertainty. The grey box plot depicts the overall chance of getting wrong requirements decision.
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<table>
<thead>
<tr>
<th>Requirement</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

(a) Taking account of uncertainty (sNRP - highly optimistic scenario)

Figure 4.5: Answers RQ1.2. These box plots show the chance that NSGA-II provide wrong requirements selection decision for each requirement in RALIC instance with considering uncertainty. The grey box plot depicts the overall chance of getting wrong requirements decision.
the decisions of selecting requirements are surprisingly distinguishable. In other words, relying on the requirements selections generated by NSGA-II would result in misleading the requirement decision. Consequently, the wrong decision would further cause the failure of a software project. Last but not least, \textit{NSGDP} not only can guarantee the exactness of result but also outperform NSGA-II by offering a faster response to decision makers. This enables decision makers to receive feedback from our framework instantaneously. All of the above results emphasise the value of \textit{NSGDP}, thus, answering why the requirement optimisation community should consider exact approach, and promote the motivation of our research.

**RQ2: What is the impact of the requirements uncertainty?**

After ruling out the algorithmic uncertainty, we would like to evaluate the impact of the requirements uncertainty. The results of the analysis are depicted in Figures 4.6.

Figure 4.6 statistically explains the impact of requirements uncertainties on RALIC NRP instance (with 150\% budget overrun). There are 9,868, 1,149, and 31,417 optimal solutions found when considering requirements uncertainty ($sNPR$) in a highly optimistic scenario, a highly pessimistic scenario, and an ‘in-between’ scenario, respectively. And there are 221, 0, and 1,045 outliers in Figure 4.6b and 572, 0, and 967 outliers in Figure 4.6a. The percentage of outliers is lower than 5.79\%. It could be observed that, overlooking requirements uncertainty can contribute to suffer up to 10.09\% risk that overrun more than 150\% budget, and get at most 0.39 utility in return.

The impact of requirements uncertainty is negligible in a highly pessimistic scenario. This is because the worst case requirements uncertainty has been taken into account in requirements estimation. Taking account of uncertainty during requirements selection does not matter much for decision makers.

On the other hand, the impact of requirements uncertainty in a highly optimistic scenario is slightly less than in an ‘in-between’ scenario. This circumstance probably is
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Figure 4.6: The box-plots show how much expected risk premium and reduction of risk can achieve by taking account of requirements uncertainty. The names of instance ‘O’, ‘P’, and ‘B’ represents the highly optimistic RALIC instance, and highly pessimistic RALIC instance, and ‘in-between’ RALIC instance, respectively. These figures answer RQ2.
the consequence of involving extremely large uncertainty in requirements estimation. In
general, the principal of sNRP, which provides robust-yet-suboptimal solutions, is re-
placing uncertain requirement with appropriate ‘less uncertain’ requirement(s). Mean-
while, all requirements in a highly optimistic scenario are extremely uncertain. There
is a few relatively ‘less uncertain’ requirements can be chosen. Accordingly, our frame-
work cannot reduce too much impact of requirements uncertainty in a highly optimistic
scenario. In spite of sacrificing a little extra utility to reduce the risk by a small degree,
this still offers decision makers more options than point-based estimation approach.
For a decision maker, who is risk-averse, this risk reduction is more valuable than the
gained utility for him or her. So the decision maker will not choose optimal-yet-risky so-
lutions, and would accept the guaranteed robust-yet-suboptimal solutions. Otherwise,
optimal-yet-risky solutions would be more attractive for risk-loving decision makers.
(This answers RQ2).

In summary, requirements uncertainty would result in uncertainty for the overall soft-
ware release plan. In order to minimise this risk, some loss of perceived utility must
be accepted. The ‘loss’ involved is only a ‘perceived’ loss, in any case, because it is a
calculation of loss based on the point-based estimate, which is unrealistic.

**RQ3: Is there any pattern between the requirements characteristics and
requirements inclusions?**

The previous answer to research question RQ2 offers a ‘macroscopic’ suggestion to a
decision maker, helping them to understand the trade-off among different objectives.
However, the result cannot provide more details about the nature of requirements, which
may inspire decision makers to prioritise the requirements for further evaluation and
inclusion. To aid this problem, RQ3 promotes a detailed ‘microscopic’ investigation of
requirements analysis for RALIC dataset.

**RQ3.1** Which requirements are the most sensitive, so require closest attention from
decision makers?
As distinct from conventional sensitivity analysis, here we take an algorithmic view of
the problem. Figure 4.7 describes the difference in the paired candidate solutions in
terms of the requirements selection probability.

The difference in the paired candidate solutions is defined as follows. For a particular
requirement $req$, set $A$ denotes the paired solutions that contain $req$ in $sNRP$ solu-
tions, and set $B$ denotes the paired solutions that contain $req$ in $pNRP$ solutions. The
intersection of these sets indicates the number of pairs that contain $req$ in both parts
(set $A \cap B$). The height of bar in Figure 4.7 is the symmetric difference of $A$ and
$B$ ($A \Delta B$). More precisely, $A \setminus B$ is denoted by the height of the red (light grey in
black and white) bar, while the size of $B \setminus A$ is denoted by the height of the blue
(dark grey in black and white) bar. If the height of bar is 0, it means the selection
of this requirement in all paired candidate solutions is identical. In this situation, the
result reveals that, although it is unrealistic in general, in this specific instance the
point-based estimate can be relied upon (even in the presence of the extreme range of
risks we model (10% – 300%), and two boundary NRP instances). From Figure 4.7
we observe that 3 of the 57 requirements have this common property in all instances.
For these 3 requirements, our analysis has thus revealed that we could simply revert
to considering the point-based estimate as sufficiently robust, even in the presence of
extreme risk. However, for the remaining 54 requirements, our analysis demonstrates
the importance of modelling risk. Another interesting finding is, in a highly pessimistic
scenario, there is no difference between $sNRP$ and $pNRP$ methods, and the difference
is minor in highly optimistic scenario. The reason has been discussed in Section 4.4.3.

We take Kendall’s $\tau_B$ correlation coefficient to statistically analyse the correlation
between the difference of requirements selection probability ($\mathbb{P}(selected_{sNRP}) -
\mathbb{P}(selected_{pNRP})$) and its own risk in the highly optimistic and ‘in-between’ sce-
narios experiments ($\mathbb{P}$ measures probability). The analysis result shows that there is
a negative correlation between these two attributes ($p \ll 0.001$ and $\tau_B$ up to $-0.675$).
Namely, the requirement with lower uncertainty has more chance to be selected by
a risk-aware approach. Therefore, decision makers can observe the sensitivity of each
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requirement from the perspective of algorithm. In RALIC experimental study, Requirements 3 is the most sensitive requirement with respect to 150% budget overrun in both highly optimistic and ‘in-between’ NRP scenarios. By contrast, Requirements 25, 26, 28, 37, and 46 are more insensitive. This recommends a risk-averse decision maker to be deeply concerned with Requirement 3, and assign high priority to Requirements 25, 26, 28, 37, and 46 (answer RQ3.1).

RQ3.2 Which requirements have the same inclusion behaviours, and can thus be clustered together?

With increasing numbers of requirements, it will be tedious and time consuming to analyse each requirement manually. Identifying inclusion behaviours, the tendency of including a requirement in the solutions on the Pareto-front as the budget increases, and analysing the differences between them may allow us to cluster requirements to reduce cognitive overload. METRO uses a heat-map (Figures 4.8 and 4.9) to visualise the inclusion of requirements in the solutions on the Pareto-front with respect to the results generated by pNRP and sNRP. Moreover, in order to measure and highlight the similarities and differences, we cluster related requirements by computing the complete Euclidean distance among requirements’ inclusion percentage and present the results of the corresponding Hierarchical Clustering. This approach is exemplified by the results of ‘in-between’ NRP instance. From Figures 4.8 and 4.9 we can observe that there are 4 major clusters identified in the result of both pNRP and sNRP, which can help the decision maker to inspect at a much smaller number of groups of related requirements. Additionally, instead of prioritising all requirements, decision makers can first prioritise the requirements groups before prioritising the requirements within each cluster.

The answer of RQ3.2 is that, in ‘in-between’ RALIC instance, Requirement 12 is treated similarly with Requirement 13, 14, 19, 36 and prioritised as the most critical requirements group by pNRP approach, while Requirement 12 is grouped with 13, 14, 21, 28, 46, and 55 which are all formalised as the most critical requirements by sNRP approach. Therefore, in order to gain higher profit performance while minimis-
Figure 4.7: **Answers RQ3.1.** The difference of requirement inclusion between robust-yet-suboptimal solutions and the corresponding optimal-yet-risky solutions in terms of requirements selection probability.
ing budget overrun risk, Requirements 12, 13, 14, 21, 28, 46, and 55 should be prioritised as the highest priority requirements group. Strikingly, some requirements could never be selected in any solution with any budget by the point-based approach. By looking at these requirements, we find that some of them (Requirements 3, 7, 23, and 41) participate in XOR dependencies. These 4 requirements are strongly dominated by corresponding mutually exclusive requirements in terms of optimisation goals. However, there is a nuance in the results offered by simulation-based approach. The risk-aware sNRP approach does select Requirement 47 in some circumstances. The possible reason is that, by taking uncertainty into account, Requirement 47 is more robust than Requirement 41. Therefore, Requirement 47 can attract considerable attention when there is abundant budget (i.e., 50% of total budget) to neutralise its unrewarding traditional optimisation goals (i.e., revenue and cost).

To sum up, requirement characteristics play an important role in their inclusion in the solutions on Pareto-front. METRO can provide support to help decision makers identify relations between the different solutions by looking at the details of each individual solution. With respect to independent requirements, intrinsic uncertainty negatively correlates with inclusion when minimising solution risk. For mutually exclusive requirements, the inclusion of one requirement relies on the dominance of these requirements’ fitness value. Therefore, the dominated requirements are seldom selected, compared with their conflicted twin.

4.5 Summary

In this chapter, we introduced a decision analysis framework METRO. METRO utilises an exact optimisation approach, incorporating a simulation optimisation technique, to address both algorithmic uncertainty and requirements uncertainty. A novel requirements interaction pre-processing approach is presented to enable fast execution and better convergence during the optimisation. A systematically analysis is offered at the
### The Requirement Inclusion based on Cost - pNRP

<table>
<thead>
<tr>
<th>Requirement Inclusion</th>
<th>Req1</th>
<th>Req2</th>
<th>Req3</th>
<th>Req4</th>
<th>Req5</th>
<th>Req6</th>
<th>Req7</th>
<th>Req8</th>
<th>Req9</th>
<th>Req10</th>
<th>Req11</th>
<th>Req12</th>
<th>Req13</th>
<th>Req14</th>
<th>Req15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Req12</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Req14</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Req16</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Req18</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Req20</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 4.8: **Answers RQ3.2.** The clustered inclusion trends of requirements where $\theta = 150\%$ for $pNRP$
Figure 4.9: **Answers RQ3.2**: The clustered inclusion trends of requirements where $\theta = 150\%$ for $sNRP$
end of optimisation to aid the decision support in the presence of uncertainty.

We applied METRO on three NRP instances, derived from a real world NRP instance, RALIC. There are two boundary scenarios, in which the uncertainty of a requirement is estimated, either highly optimistically or pessimistically, and one ‘in-between’ scenario. We carried out three empirical studies to evaluate the effectiveness and efficiency of METRO.

In the first study, NSGA-II, a widely-used approximate technique, is used to compare with our exact NRP solver, NSGDP, to investigate the value of exact approach. The results of this empirical study illustrated that NSGDP outperforms NSGA-II in terms of execution time, meanwhile, and guarantee the exactness of result.

We looked over the impact of uncertainty that came from requirement itself in the second study. We proposed two metrics to measure the impact, that is, the risk reduction and the ‘expected risk premium’ which are designed to measure the differences between robust-yet-suboptimal solutions and optimal-yet-risky solutions. The results illustrate that, in order to minimise the probability of project budget overrun, some loss of perceived utility is inevitable.

In the last study, we statistically analysed the relationships between the requirements characteristics and the requirements selection decisions. The results indicate that requirement characteristics play a vitally important role in their inclusion in the solutions on Pareto-front. With respect to independent requirements, the requirement with lower uncertainty has more chance to be selected by a risk-aware approach, and vice versa. For mutually exclusive requirements, the requirements, which are dominated by their conflicted twin in terms of their fitness value, are seldom selected. We believed that this statistical analysis information can offer a detailed ‘microscopic’ investigation of requirements analysis to a decision maker, helping them to further evaluate and understand the nature of requirements.

To sum up, with the support of METRO, requirement engineers can ensure the results’
correctness, and systematically analyse the impacts of requirements’ intrinsic uncertainty. The information interpreted by METRO allows requirement engineers to judge and weigh the trade-off between relatively robust-yet-suboptimal solutions and optimal-yet-risky solutions, and capture elaborate requirement priorities to further reduce the cognitive load.

However, the requirements selection problem addressed in this chapter does not take into account the resource allocation. The primary limitation of this approach is that solving separately the requirements selection problem and the resource allocation problem may produce suboptimal software project planning results. Ignoring the constraints and interactions between those two problems may generate a software project plan that is prone to failures. In the next chapter, we propose a holistic and systematic approach to manage this limitation.
Chapter 5

Exact Analysis in Integrated Release and Schedule Planning Problem

Planning the releases of software is essential for requirements engineers to determine which requirements to implement in the next release. Meanwhile, allocating all the necessary resources to implement the requirements is a well-known complex process in software project management. Although extensive research has been conducted in those areas, they are generally handled in isolation and solved using heuristic search-based techniques. This raises another concern about the uncertainty of resource constraints for requirements selection and optimisation. Ignoring the uncertainty of resource constraints may lead to information loss and suboptimality in the plans produced.

In this chapter, we introduce an exact multi-objective integrated release and schedule planning approach, \textit{iRASPA}, to address both algorithmic uncertainty and uncertainty of resource constraints. \textit{iRASPA} not only provides a release plan that maximises the value of the delivered software and minimises the variance of the workload, but also meets all the resource allocation constraints. We argue that the proposed approach can effectively help decision makers to avoid suboptimality and algorithmic uncertainty.
5.1 Motivation

Incremental software development is both an effective way to deliver the business value of software earlier and an enabler of swifter market feedback \cite{150}. Every release planned through an incremental software development process includes a collection of requirements that are bound to be implemented and delivered by a fixed release deadline.

In order to manage software development incrementally, there are two major problems faced by the requirements engineering and software project management research communities. The first problem is determining which subset of a large set of candidate requirements should be assigned to which release of the software product \cite{20}. The second is how to allocate the corresponding resources while satisfying the resource constraints.

Solving both problems requires taking several variables into consideration simultaneously. A defective solution might trigger that some pivotal requirements are not provided at the right time or coerce software developers to overwork. This might further lead to overwhelming project delays and additional spending, quality degradation and even health risks for employees. Overall, dissatisfied stakeholders and diminished market competitiveness would easily arise \cite{188} and could jeopardise the whole project.

There exist release planning and schedule planning approaches that can straightforwardly prioritise the requirements and assign the resources to implement the requirements, separately and sequentially \cite{150,151,152,153}. However, those approaches suffer from two key limitations:

1. Uncertainty of resource constraints is ignored. Release planning gets mismatched with schedule planning \cite{47}. Release planning usually works with requirements and time \cite{104}, while schedule planning simultaneously takes into account requirements, resources and time \cite{189,190}. When dealing with both problems separately the solutions obtained generally reflect local optima \cite{47} that may yield cost overruns, diminished revenues, underused resources and release date delays.
2. Algorithmic uncertainty arises [22]. Research on release planning and schedule planning have been primarily concerned with Search-Based Software Engineering (SBSE), which has been successful in addressing a broad range of software engineering problems by using algorithmic search techniques [95, 191]. Algorithms used in SBSE are usually heuristic and stochastic. Thus, exactness and repeatability are sacrificed for the sake of speed and flexibility, which is not just convenient, but fine in most situations. However, it is still crucial for mission critical projects to base decisions on exact results. Li et al. [3] have shown that, when solving the Next Release Problem, which is a special case of release planning, the exact approach can avoid information loss and wrong requirement selection due to nature of the approximation algorithm.

Both issues have the potential to cause the failure of a software project [192]. In order to address them, we propose iRASPA, an exact multi-objective integrated Release And Schedule Planning Approach to support better complex decision making in software release and schedule planning. Our approach joins the ε-constraint method [193] with Quadratic Programming (QP) to produce exact Pareto fronts and guarantee that, subject to the planning constraints, the results are optimal and cannot be improved. Instead of scheduling the resources after selecting the requirements, iRASPA follows a holistic process, integrating software release planning and schedule planning and solving both problems at the same time, thus avoiding the loss of global optimality incurred by other approaches, where those problems are solved sequentially, i.e. in two stages [47].

The primary contributions of the chapter follows:

1. Resolving the uncertainty of resource constraints in software release planning process. A holistic planning process, integrating software release planning and software schedule planning in a single activity and producing globally optimal results. We formalise a multi-objective integrated software release and schedule planning problem combining both processes. The resultant mathematical model
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is able to accommodate the value vs. workload balance trade-off, while meeting
both resource and time constraints. Our experiments reveal that a state-of-the-art implementation of the traditional two-stage approach can miss up to 93.38% of the optimal solutions, unlike iRASPA. Besides, it takes iRASPA 28.23% less time on average to solve all the instances under consideration.

2. Settling the algorithmic uncertainty problem and guaranteeing the exactness of results. We introduce an $\varepsilon$-constraint Quadratic Programming (QP) approach and present an empirical study on seven real-world software projects. Our experiments show the applicability of iRASPA, which can be used to solve the integrated planning problem and can generate the guaranteed optimal Pareto front. Moreover, no scalability issues have been found for variants of the same size that the real-world projects. The average execution time on the projects under study is 6.37 minutes with mainstream cloud-computing infrastructure, at a cost of £ 0.8 per hour, and all the variants could be solved.

3. An empirical study in which the proposed approach is tested. Our results illustrate the effect of different impact factors: dependency density, developer expertise and value-to-cost ratio. The study clearly reveals that these three factors impact iRASPA outcomes. Our study reveals that dependency density is negatively correlated with the number of solutions found, while developer expertise and value-to-cost ratio are positively correlated with the number of solutions found. The execution time of iRASPA on the instances studied is highly positively correlated with all of the aforementioned impact factors. Statistical tests find Kendall’s $\tau$ correlation coefficients greater than 0.60 and $p$-values much lower than 0.001.

5.2 Problem Statement

This section briefly depicts the statements corresponding to the software release planning and software schedule planning problems, regarded as independent problems.
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Then, the integrated model is introduced. All these problems are well-known NP-hard problems. See, for example [194].

5.2.1 Software Release Planning

Deciding which requirements should be included in the next release of a product is critical for the success of a software project and a basic problem in requirements engineering [30, 75, 107]. The Next Release Problem was introduced by Bagnall et al. [19], who formulate the requirements selection and prioritisation problems as SBSE problems [21]. In order to make those well-established problems fit for an incremental software development life cycle, a related problem, software release planning, has been advocated by several authors [152, 195]. Software release planning is, roughly speaking, a next release problem generalised to several releases.

In order to define the software release planning problem, let us consider a set \( R = \{r_1, \ldots, r_n\} \) of \( n \) candidate requirements in a software project. Implementing each requirement implies a certain cost and is expected to bring a benefit to the stakeholders. In the context of cost/value-based requirements engineering, human effort is one of the metrics used to measure the cost, \( C = \{c_1, \ldots, c_n\} \), needed to fulfil each requirement. Besides, a utility function can be employed to attach a value, \( V = \{v_1, \ldots, v_n\} \), to each requirement, e.g., measuring the satisfaction, importance, expected revenue or any combination thereof, representing the business value delivered by the product to the market. Therefore, each requirement \( r_k \) can be assigned a cost \( c_k \) and a value \( v_k \) for each \( k \in [1, n] \).

It is assumed that software should be delivered in a sequence of \( s \) releases. The time span of each release is usually fixed and equal. Commonly, decision makers just look at the next immediate release and a next release problem arises (\( s = 1 \)). However, it is also important to see the potential effect of long-term planning (\( s > 1 \)).

A solution to this problem can be represented as a decision vector \( x = [x_1, \ldots, x_n] \in \mathbb{R}^n \).
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Table 5.1: Requirements interactions. The corresponding relations are represented by $\xi, \varphi, \chi \subseteq R^2$, which are pairwise disjoint sets.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Predicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combination</td>
<td>$r_i \xi r_j \equiv x_i = x_j$</td>
</tr>
<tr>
<td>Exclusion</td>
<td>$r_i \varphi r_j \equiv x_i = 0 \lor x_j = 0$</td>
</tr>
<tr>
<td>Precedence</td>
<td>$r_i \chi r_j \equiv x_j = 0 \lor 0 &lt; x_i \leq x_j$</td>
</tr>
</tbody>
</table>

$[0, s]^n$ encoding the requirements planned in the next $s$ releases. In this vector, decision variable $x_k$ is 0 if requirement $r_k$ is not to be implemented in a horizon of $s$ releases. Otherwise, $x_k \in [1, s]$ indicates in which release $r_k$ will be delivered.

Now, we can formalise the single-objective software release planning problem as maximising

$$\text{Value}(x) = \sum_{1 \leq k \leq n} v_k \psi(x_k) \quad \text{subject to} \quad \text{Cost}(x) = \sum_{1 \leq k \leq n} c_k \psi(x_k) \leq b$$

where $b$ is the project budget, which cannot be exceeded, and $\psi(x) = 0$ if $x = 0$, $\psi(x) = 1$ otherwise. Henceforth, vectors as $c = [c_1, \ldots, c_n]$ and $v = [v_1, \ldots, v_n]$, and the dot product “·”, will be used as a convenient means to simplify notation.

However, software release planning may have to fulfil further constraints: requirements interactions, resource constraints, etc. The precise type and formulation of the constraints to be considered may vary depending on the particular project at hand, something to be assessed by requirements engineers. In this chapter, we will focus on requirements interactions, in particular, on structural dependencies among requirements. Requirements interactions are extensively detailed in a survey by Robinson et al. [177].

Table [5.1] contains precise definitions for the three types of requirements dependencies considered in the current work for the software release planning problem: combination (and), exclusion (XOR) and precedence. Those requirements interactions have been used for the next release problem by Zhang et al. [99, 170].

Formally, the mathematical optimisation model corresponding to the above software
release planning problem can be expressed as follows:

\[
\begin{align*}
\max & \quad \text{Value}(x) = v \cdot \psi(x) \\
\text{subject to} & \quad \text{Cost}(x) = c \cdot \psi(x) \leq b \\
& \quad x \in [0, s]^n \\
& \quad x_i = x_j \quad \text{for all } r_i \xi r_j \\
& \quad x_i = 0 \lor x_j = 0 \quad \text{for all } r_i \varphi r_j \\
& \quad x_j = 0 \lor 0 < x_i \leq x_j \quad \text{for all } r_i \chi r_j \\
\end{align*}
\]

where

\[
\psi(x) = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{otherwise}
\end{cases}
\]

The exclusion and precedence constraints are not linear but they can be transformed into linear constraints by using standard tricks. Thus, instances of this problem can be solved using Integer Linear Programming (ILP).

### 5.2.2 Software Schedule Planning

Software schedule planning addresses the resource allocation problem and has been listed as one of the crucial processes in software project management [196]. The goal is allocating employees and other resources to requirements or tasks, so that the desired objectives can be achieved under certain constraints [151, 197]. It has been widely studied and formulated as an optimisation problem, e.g., in [150, 190, 198].

Typically, this problem deals with situations in which employees must be allocated to different requirements to be fulfilled. It schedules employees based on their availability and skills, while meeting additional constraints like number of developers per requirement constraints or maximum workload constraints. Meanwhile, some measures such
as the project overrun risk or the fairness among the employees are used as objectives for optimisation.

Let $E = \{e_1, \ldots, e_m\}$ be a team of $m$ employees who are intended to develop the requirements. Each employee is qualified by a set of skills, which she or he masters. Analogously, each requirement involves a set of skills for its implementation. Let $S(e_i)$ and $S(r_j)$ be the sets of skills corresponding to employee $e_i$ and requirement $r_j$, respectively. Employee $e_i$ can be allocated to requirement $r_j$ only if she masters all the skills required, i.e. $S(r_j) \subseteq S(e_i)$.

A solution to this problem can be represented by a binary decision matrix $Y = [y_{ij}]_{m \times n}$ encoding the allocation of employees to requirements in such a way that $y_{ij} = 1$ when $e_i$ is allocated to $r_j$ and $y_{ij} = 0$ otherwise.

Henceforth, let $Y_{is}$ be the row vector $[y_{i1}, \ldots, y_{in}]$ and $Y_{sj}$ the column vector $[y_{1j}, \ldots, y_{mj}]^T$. $Y_{is}$ encodes which requirements are assigned to employee $e_i$, while $Y_{sj}$ encodes which employees are allocated to requirement $r_j$.

We consider here two additional sets of constraints to satisfy: the uniqueness constraints and the workload constraints. Although one employee can be allocated to different tasks, each task can only be assigned to a unique employee. Thus, if all the requirements must be fulfilled, $\sum Y_{sj} = 1$ for every requirement $r_j$. Moreover, from the perspective of human resource management, employees ought not to be assigned overwhelming workloads. The workload of employee $e_i$ can be calculated as $W(e_i) = c \cdot Y_{is}$. A maximum workload $T_E$ is fixed for all the employees. Therefore, $W(e_i) \leq T_E$ for any employee $e_i$.

In order to strive for fairness regarding the workloads of the employees and try to avoid peaks and troughs of workload as much as possible, we are interested in minimising the variance of workloads. Formally, the mathematical optimisation model corresponding
to the above software scheduling planning problem can be expressed as follows:

\[
\min \ Var(Y) = \frac{1}{m} \sum_{1 \leq i \leq m} (W(e_i) - \mu)^2
\]

where

\[
\mu = \frac{1}{m} \sum_{1 \leq i \leq m} W(e_i)
\]

subject to

\[
\begin{align*}
y_{ij} = 1 & \rightarrow S(r_j) \subseteq S(e_i) \quad \text{for all } e_i \in E, r_j \in R \\
y_{ij} & \in \{0, 1\} \quad \text{for all } e_i \in E, r_j \in R \\
\sum Y_{rj} & = 1 \quad \text{for all } r_j \in R \\
\max_{e_i \in E} W(e_i) & \leq T_E
\end{align*}
\]

This is not an ILP any more, as the objective function is quadratic. However, instances of this problem can be solved using Quadratic Programming (QP).

5.2.3 Integrated Release and Schedule Planning

Today, it is still common practice to handle software release plans and software schedule plans in isolation, addressing the latter after the former in a well-defined sequence of two stages. As a result, the software schedule plans produced in the second stage may not be able to properly allocate resources to the release plan produced in the first stage.

One reason for this limitation is that, by doing so, software release planning is oblivious of the constraints existing among resources, while software schedule planning is addressed too late to fix the problem. Goals in both processes can be conflicting and optimisation is a complex problem on its own. Managing processes in stages gives more latitude to the first stage and makes the work in the second stage harder. This favours less than optimal plans and, if care is not taken, even inconsistent plans. In the best case, several iterations may be needed to obtain reasonable plans, which is far from
effective and can be prone to error.

Aiming to overcome this limitation, Li et al. [47] suggested that both processes should be coordinated or, even better, integrated in one software planning process. This integrated planning was addressed as a single-objective optimisation problem. However, this approach has its own limitation: that requirement engineers have to make the decision to combine different objectives into a single objective. The usual approach, assigning weights to each objective function and combining them into a weighted sum, has been nowadays recognised to have major drawbacks and this approach seems to have been abandoned in recent research.

Next, we formally introduce \textit{iRASPA}, which effectively addresses those limitations and is able to properly integrate the models presented in Subsections 5.2.1 and 5.2.2 into an integrated software release and schedule planning model. Moreover, \textit{iRASPA} is not just a model, but it is accompanied by an exact multi-objective optimisation approach, which is presented in Section 5.3.

Let $S$ be the set of releases and $s = |S|$ the number of releases to plan or planning horizon. A solution to the integrated software planning problem can be represented by an integer decision matrix $Z = [z_{ij}]_{m \times n}$ such that $z_{ij} \in [0, s]$. $Z$ encodes the releases in which employees are allocated to requirements: $z_{ij} = 0$ if $e_i$ is not allocated to $r_j$ and $z_{ij} = k > 0$ if $e_i$ is allocated to $r_j$ in release $k$.

The following map reports whether employees have been allocated to requirements, whichever the release:

$$f(Z) = [y_{ij}]_{m \times n} \quad \text{where} \quad y_{ij} = \begin{cases} 0 & \text{if } z_{ij} = 0 \\ 1 & \text{otherwise} \end{cases}$$

Besides, the following map reports whether employees have been allocated to require-
ments for a certain release $k$:

$$g(Z, k) = [t_{ij}]_{m \times n} \text{ where } t_{ij} = \begin{cases} 1 & \text{if } z_{ij} = k \\ 0 & \text{otherwise} \end{cases} \quad (5.4)$$

Henceforth, let $Z_{is}$ be the row vector $[z_{i1}, \ldots, z_{in}]$ and $Z_{sj}$ the column vector $[z_{1j}, \ldots, z_{mj}]^T$. $Z_{is}$ encodes which requirements are assigned to employee $e_i$ and their planned release, while $Z_{sj}$ encodes which employees are allocated to requirement $r_j$ and in which release. The above maps can be applied to $Z_{is}$ and $Z_{sj}$ too.

Regarding the interaction constraints, uniqueness constraints and workload constraints, we relax the uniqueness constraint to allow for optional requirements: it is not always mandatory that all the requirements are fulfilled. This provides more flexibility. Consequently, although one employee can be allocated to different tasks, each task will only be assigned to at most one employee. Therefore, $\sum f(Z_{sj}) = \sum Y_{sj} \leq 1$ for every requirement $r_j$.

As for the workload constraints, the workload $W(e_i)$ of employee $e_i$, the accumulated workload $W(E)$ of all the employees, which is the workload of the whole project, and the workload $W(s_k)$ of release $s_k$ can be expressed as follows:

$$W(e_i) = c \cdot f(Z_{is}) \quad (5.5)$$

$$W(E) = \sum_{1 \leq i \leq m} W(e_i) \quad (5.6)$$

$$W(s_k) = \sum_{1 \leq i \leq m} c \cdot g(Z_{is}, k) \quad (5.7)$$

Our goal is maximising the overall importance or business value of all the planned releases of the product, $\text{Value}(Z)$, while minimising the variance of workloads, $\text{Var}(Z)$. Formally, $iRASPA$, which is the mathematical optimisation model corresponding to the
above integrated software release and planning problem, can be expressed as follows:

$$\text{max} \quad \text{Value}(Z) = \sum_{1 \leq i \leq m} v \cdot f(Z_{ia})$$

$$\text{min} \quad \text{Var}(Z) = \frac{1}{m} \sum_{1 \leq i \leq m} (W(e_i) - \mu)^2$$

where

$$\mu = \frac{W(E)}{m}$$

subject to

$$W(E) \leq T_P$$

$$W(e_i) \leq T_E \quad \text{for all } e_i \in E$$

$$W(s_i) \leq T_S \quad \text{for all } s_i \in S$$

$$z_{ij} > 0 \rightarrow S(r_j) \subseteq S(e_i) \quad \text{for all } e_i \in E, r_j \in R$$

$$z_{ij} \in [0, s] \quad \text{for all } e_i \in E, r_j \in R$$

$$\sum f(Z_{s_j}) \leq 1 \quad \text{for all } r_j \in R$$

$$x_i = x_j \quad \text{for all } r_i \not{=} r_j$$

$$x_i = 0 \lor x_j = 0 \quad \text{for all } r_i \neq r_j$$

$$x_j = 0 \lor 0 < x_i \leq x_j \quad \text{for all } r_i \nleq r_j$$

In the \textit{iRASPA} model, parameters $T_P$, $T_E$ and $T_S$ represent the maximum workload for the whole project, per employee and per release, respectively. Besides, $x_k = \sum Z_{sk}$ indicates the release in which requirement $r_k$ is included.

Again, this is not an ILP, as the second objective function is quadratic. However, instances of \textit{iRASPA} can be solved using Quadratic Programming (QP).
5.3 The Solution Approach

Since software release planning and schedule planning are both characterised by the presence of multiple complex and conflicting objectives, simply optimising one of the objectives or combining them with different weights to enable a single-objective optimisation approach is not realistic and results in suboptimal plans. Furthermore, Li et al. [3] have shown that relying exclusively upon approximation meta-heuristic algorithms can bring algorithmic uncertainty into the outcomes, which may cause information loss and lead to wrong decisions. A different approach is then needed.

We propose using exact multi-objective optimisation to find the true Pareto front of the iRASPA model, i.e. to compute the Pareto optimal set of solutions for any instance of the model. In our proposal, the $\varepsilon$-constraint technique is combined with an exact single-objective solver to produce the Pareto front. There are two essential advantages when this approach is applied. First, different objectives can be taken into account simultaneously. This enables the decision makers to understand the trade-offs between conflicting objectives and make better decisions. Second, being exact, algorithmic uncertainty can be eliminated from the results.

The $\varepsilon$-constraint technique is not new [199]. The underlying idea is optimising one of the objectives while transforming the rest in constraints bounded by $\varepsilon$. Then, $\varepsilon$ is varied to progressively restrict the search space and the Pareto front is produced as the transformed problems are solved.

In the iRASPA model there are two objectives: minimising the variance of the workload, $\text{Var}(Z)$, and maximising the value of the solution, $\text{Value}(Z)$. The former can be kept as an optimisation objective while the search space is reduced by the latter, as this objective is replaced with the bounding constraint $\text{Value}(Z) \geq \varepsilon$. An exact Pareto front is produced by solving the resulting single-objective instance while the boundary $\varepsilon$ is increased. This process is illustrated by Algorithm 4 where $v$ is the maximum of $\text{Value}(Z)$ and $p_\varepsilon$ is the optimal solution produced by the single-objective QP solver.
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An experimental study is conducted on seven real-world software projects. Two approaches are compared: \textit{iRASPA} and a state-of-the-art two-stage approach. Henceforth, we will refer to the second approach as “the two-stage approach”, which consists in solving the software release planning problem with an exact ILP solver, as explained in Subsection 5.2.1, and then tackling the software scheduling problem on the release plan produced in the first stage, this time with an exact QP solver, as described in Subsection 5.2.2.

5.4.1 Datasets

Seven projects, each from a different organisation, have been used to collect the data used for the experiments. They consists of five industrial projects and two academia-industry cooperation projects. The latter were developed between October 2015 and May 2016 by students from University College London and engineers from a large public international IT company. Information on companies and people involved, as well as project descriptions, are protected by a Non-Disclosure Agreement (NDA).

Raw data for the academia-industry cooperation projects was exported from Microsoft

---

**Algorithm 4** \textit{iRASPA} algorithm with $\varepsilon$-constraint and QP

\begin{algorithm*}[h]
\begin{algorithmic}
\STATE \textbf{Input:} \textit{iRASPA} model, $M$
\STATE \textbf{Input:} Maximum value, $v$
\STATE \textbf{Output:} Pareto front, $P$
\STATE $P \leftarrow \emptyset$
\FOR{$\varepsilon \leftarrow 0 \text{ to } v$}
\STATE $p_\varepsilon \leftarrow \text{QP-SOLVER}(M, \varepsilon)$
\STATE $P \leftarrow P \cup \{p_\varepsilon\}$
\ENDFOR
\RETURN $P$
\end{algorithmic}
\end{algorithm*}

under the transformed constraint $\text{Value}(Z) \geq \varepsilon$. 
Table 5.2: Project information including the following characteristics: number of requirements, dependencies, developers and skills, along with importance and effort estimations. Effort measured in person-hours for industrial projects and person-days for academia-industry cooperation projects.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SoftChoice</td>
<td>245</td>
<td>247</td>
<td>N/A</td>
<td>22</td>
<td>N/A</td>
<td>6664</td>
</tr>
<tr>
<td>QuoteToOrder</td>
<td>60</td>
<td>64</td>
<td>N/A</td>
<td>9</td>
<td>N/A</td>
<td>547</td>
</tr>
<tr>
<td>DatabaseUpgrade</td>
<td>106</td>
<td>105</td>
<td>N/A</td>
<td>7</td>
<td>N/A</td>
<td>5390</td>
</tr>
<tr>
<td>SmartPrice</td>
<td>72</td>
<td>71</td>
<td>N/A</td>
<td>14</td>
<td>N/A</td>
<td>1570</td>
</tr>
<tr>
<td>CutOver</td>
<td>95</td>
<td>68</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>2356</td>
</tr>
<tr>
<td>Cooperation 1</td>
<td>98</td>
<td>279</td>
<td>7</td>
<td>33</td>
<td>189</td>
<td>417</td>
</tr>
<tr>
<td>Cooperation 2</td>
<td>46</td>
<td>37</td>
<td>5</td>
<td>20</td>
<td>119</td>
<td>135</td>
</tr>
</tbody>
</table>

Visual Studio Team Services\(^1\) Table 5.2 summarises key information concerning each project that can be disclosed without breaching the NDA.

Since neither information on the importance attached to each requirement nor the profile of developers is available for any of the industrial projects, we produce this information synthetically to simulate real data and cover as many real-world scenarios as possible, as described next.

First, the number of developers for each industrial project is set to 10. The expertise level of a developer for a project is measured as the percentage of the required skills mastered by the developer. Expertise levels ranging from 10% to 100% with a step of 10% are used to assess developer expertise. Developers mastering all the skills required by a project are able to work on the implementation of any of its requirements and receive an expertise level of 100%.

Second, the importance of a requirement is based on its correlation with the provided estimation of the requirement effort. In essence, this produces a value-to-cost ratio for each requirement. Pearson’s correlation is used, following Harman et al. [22]. Correlation factors of 50%, 75%, 85%, 95% and 100% are considered.

Third, several studies report that the number of requirements dependencies in relation to the total number of requirements, can have a strong effect on requirements selec-

\(^1\)Formerly, Microsoft Visual Studio Online.
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Dependency relations are generated with 20 different densities ranging from 5% to 100% with a step of 5% to study its impact in our approach.

Therefore, we have considered three independent dimensions, producing $(5+10+20) \cdot 7 = 245$ different configurations. Each configuration is an instance of a real project where we have basically filled the gaps of missing information with reasonable values covering a wide range of the possible values. Two full releases are planned in all instances.

5.4.2 Experimental Setup

Experiments were performed using the IBM CPLEX 12.6.2 Java API. A Java program builds each instance from our model and calls the solver as needed with the default CPLEX configuration. Ubuntu 14.04.4 LTS and Oracle JDK 1.8.0 have been used for development and the experiments have been run in a Microsoft Azure D4S-v2 virtual machine with one Intel E5-2673 CPU featuring 8 cores and 28 GB of RAM, at a cost of £0.8 per hour. Since the results produced by iRASPA are exact and deterministic, it only needs running each problem instance once, saving valuable experimentation time.

5.4.3 Research Questions

In order to evaluate iRASPA we compare it to a state-of-the-art implementation of the two-stage approach and assess the results on different impact factors. This motivates two research questions:

RQ1 How does iRASPA perform in comparison to the two-stage approach?

RQ2 What is the impact on iRASPA of different software project characteristics?

The first research question is a foundational question prior to adopting the iRASPA approach. We want to investigate how effective is iRASPA with respect to the two-stage approach as well as its efficiency in terms of execution time. As iRASPA guarantees
the global optimality of the solutions, major differences between the solutions offered by both approaches could reveal information loss and suboptimality introduced by the two-stage approach.

The second research question is more concerned with scrutinising the impact of software project characteristics. It is possible that different project characteristics have a different impact on \textit{iRASPA}. But, which are the relevant dimensions?

The effect of requirement dependencies is the first concern raised in our experiments, since several authors \cite{170, 200} have consistently shown that they play a major role in the requirements selection process. In particular, we will investigate what is the impact of the density of the requirement dependencies.

The impact of the expertise of the developers is our second concern. On one hand, in traditional software development processes, e.g., CMMI and Waterfall, developers do specialise: each developer is charged with specific responsibilities. The skills needed to address those responsibilities are a subset of the skills required by the entire project. Allocating the developer to a task for which he is not skilled may result in project delays or even a defective product. On the other hand, in agile projects, each developer should be able to face any task and she is expected to become proficient in every skill required by the project. Therefore, we will investigate the impact of this factor, what could be of great help to project managers.

Last, but not least, the value-to-cost ratio of requirements have been shown to produce a strong impact in requirements selection for the next release problem \cite{22}. It is important to know if this extends to the integrated release and scheduling software planning problem. We will use estimated efforts as a measure of cost and the perceived importance as a measure of value.
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5.4.4 Analysis of Results

We present the results of the experiments for all the instances of each project, the analysis of the results and the answers to the research questions.

RQ1: How does iRASPA perform in comparison to the two-stage approach?

This research question is answered by comparing the quality of the solutions found by the two-stage approach and iRASPA. We measure quality by analysing the solutions in the resulting Pareto fronts with four indicators: first, the percentage of valid solutions found by the two-stage approach; second, the percentage of optimal solutions found by the two-stage approach; third, the percentage of optimal solutions found by the two-stage approach in comparison with iRASPA; and, finally, the percentage of execution time needed to compute the Pareto fronts for the two-stage approach and iRASPA. For each project, the maximum execution time yielded by both approaches is used to normalise their percentages of execution time. Figures 5.1–5.4 exhibit the results of this study and summarise the relevant data to answer RQ1.

According to Figure 5.1, it is clear that the release plans generated by the two-stage approach are likely to be invalid when resources are going to be allocated, right at the beginning of the second stage. The two-stage approach may then fail to allocate
resources and we have found that this happens up to 99.34% of the time for some instances. This can lead to a situation where there are no developers who are able to effectively undertake the tasks planned and decision makers have to face project delays or defects in the product.

The two-stage approach may not only produce invalid solutions, but incomplete solutions too, missing most of the optimal solutions in the exact Pareto front, as shown in Figure 5.2. We have found that regarding the number of optimal solutions found by the two-stage approach, only an average of 12.16% are optimal. In addition, despite the two-stage approach can sometimes offer the right plans and, less frequently, even optimal plans, its incompleteness makes it difficult to explore the entire optimal solu-
Figure 5.4: Comparison of execution times for computing the Pareto front of each instance. Maximum times on top.

...tion set, as Figure 5.3 exposes. We have found that the two-stage approach can miss up to 93.38% of the optimal solutions when compared to iRASPA, which produces 100% of them. Even if the percentage of missing optimal solutions could be acceptable in practice for some instances, as it happens with project QuoteToOrder, it still makes the two-stage approach to provide incomplete information for decision making.

Additionally, as shown in Figure 5.4, the two-stage approach takes often much longer than iRASPA, save for project CutOver. On average, iRASPA only consumes 71.77% of the execution time spent by the two-stage approach and gets every optimal solutions. On average, iRASPA saves 90.42 minutes when computing the Pareto fronts for every instance. As for project CutOver, iRASPA is still competitive, being only 6.02 minutes slower on average.

In summary, relying on the traditional two-stage approach cannot help software planning effectively as previously assumed by some researchers, even if a state-of-the-art implementation is provided. The above results increase our confidence in iRASPA as an effective and efficient approach to software release and schedule planning and provides a precise answer to RQ1.
RQ2: What is the impact on \textit{iRASPA} of different software project characteristics?

Outperforming the state-of-the-art two-stage approach seems promising, but it is necessary to assess the impact of project characteristics which could have the potential to impact the results obtained for \textit{iRASPA}. Two metrics, number of optimal solutions and execution time, are used to quantify the impact of three different project characteristics: dependency density, developer expertise and value-to-cost ratio. Figures 5.5 and 5.6 present the results of the impact factors under consideration with respect to both metrics, the number of optimal solutions and the execution time, respectively, and provide the relevant data for \textit{RQ2}.

Regarding the dependency density, the higher the density, the lower the number of solutions that \textit{iRASPA} can produce. This is not a defect in \textit{iRASPA}, as it always produce all the existing solutions. It is just that the number of existing solutions decreases as the number of interactions grows and more constraints are imposed on requirements.

According to Figure 5.5a, it is clear that dependency density has a negative impact on the number of optimal solutions for most of the projects, with two exceptions: projects \textsc{CutOver} and \textsc{Cooperation 2}. We have found that the number of optimal solutions found is reduced up to 61.67\% when the dependency density is increased by as little as 5\%, even though the average reduction for this 5\% increment is just 2.07\%. Exceptions are possible because of some other factors that may counter the impact of a higher dependency density. For example, in project \textsc{CutOver} developers master all skills required and can be allocated to any task regardless how constrained the tasks are in terms of dependencies.

In contrast, we have found that increased developer expertise and value-to-cost ratio have a positive impact on the number of optimal solutions. In order to study the impact of developer expertise, we generate instances to simulate different developer skills for
Figure 5.5: The impact of the project characteristics on the number of optimal solutions.
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(a) Impact of the density of the requirement dependencies.

(b) Impact of the expertise of developers.

(c) Impact of the value-to-cost ratio of requirements.

Figure 5.6: The impact of the project characteristics on the execution time.
each project. However, in project CUTOVER every developer is fully qualified for all the skills demanded. Consequently, there is no skill information associated to the original project. We randomly generate 20 skills and assign them to the project requirements to enable the generation of the instances for CUTOVER.

As shown in Figure 5.5b, the number of optimal solutions that iRASPA can produce is positively correlated with developer expertise. Therefore, the more the skills mastered by developers, the higher the number of optimal solutions produced. For a 10% increment in developer expertise, the number of solutions is 54.62% higher on average and rises up to 715.00% in one extreme case: when developer expertise is increased from 70% to 80% in project SMARTPRICE. This circumstance can be explained by the fact that schedule planning can be more flexible if there are fewer skill constraints between developers and requirements.

Regarding the impact of the value-to-cost ratio in the number of optimal solutions, Figure 5.5c shows that an increase in this ratio produces an increase in the number of solutions too. For ratios in [0.50, 0.95] the average increase is 8.34%, much smoother than for the extreme ratios in [0.95, 1] where there is an almost perfect linear correlation between value and cost. For these extreme ratios, the average increase in the number of solutions rises to 24.38%.

In order to assess the impact of these factors on scalability, we analyse the execution time of iRASPA for increasing values of the impact factors. Figure 5.6 illustrates the results, which hint to a positive correlation between the values of the impact factors and execution time. The longest run is 68.06 minutes and corresponds to one instance of project SOFTCHOICE, while every instance in projects COOPERATION 2, QUOTETOORDER, DATABASEUPGRADE and SMARTPRICE takes less than 100 seconds. iRASPA can solve each instance in an average of 6.37 minutes.

However, to provide a significant statistical assessment of the dependence between impact factors and execution time, Kendall rank correlation coefficient was computed and statistical dependence was tested at 99% confidence level. Results are provided in
Table 5.3: Kendal’s $\tau$ test for dependence between impact factors and execution time at 99% confidence level.

<table>
<thead>
<tr>
<th>Project ID</th>
<th>Density</th>
<th>Expertise</th>
<th>Value to cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau$</td>
<td>$p$-value</td>
<td>$\tau$</td>
</tr>
<tr>
<td>SOFTCHOICE</td>
<td>1.00</td>
<td>$\ll 0.001$</td>
<td>0.87</td>
</tr>
<tr>
<td>QUOTETOORDER</td>
<td>0.92</td>
<td>$\ll 0.001$</td>
<td>0.69</td>
</tr>
<tr>
<td>DATABASEUPGRADE</td>
<td>1.00</td>
<td>$\ll 0.001$</td>
<td>0.78</td>
</tr>
<tr>
<td>SMARTPRICE</td>
<td>0.75</td>
<td>$\ll 0.001$</td>
<td>0.90</td>
</tr>
<tr>
<td>CUTOVER</td>
<td>0.99</td>
<td>$\ll 0.001$</td>
<td>1.00</td>
</tr>
<tr>
<td>COOPERATION 1</td>
<td>0.98</td>
<td>$\ll 0.001$</td>
<td>0.82</td>
</tr>
<tr>
<td>COOPERATION 2</td>
<td>0.97</td>
<td>$\ll 0.001$</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 5.3: We have found a statistically significant dependence between all the three factors and execution time. Kendal’s $\tau$ is always greater than 0.60 with associated $p$-values much lower than 0.001.

In summary, we have found three software project characteristics that impact both the number of optimal solutions and the time taken by iRASPA to find them. On one hand, our results indicate that dependency density hinders the flexibility of planning in real projects, while increased developer expertise and value-to-cost ratio have the opposite effect. Decision makers should then employ highly versatile developers instead of developers who are merely in possession of some specific talents. On the other hand, the highest execution times for iRASPA correspond to extremely high densities. However, we argue that such extreme densities are really infrequent in practice. According to our project data, dependency density is 2.87% on average with a peak value of 5.87% corresponding to project COOPERATION 1. It would be plausible to state that dependency densities under 10% are quite common in practice. Therefore, all of this evidence indicates that the iRASPA approach is both useful and scalable.

5.5 Summary

In software engineering, assigning requirements to the right release and allocating resources for their implementation are key processes. Ignoring the interactions between
these two software planning problems and the existing constraints makes software projects prone to cost overruns and delays. The release plan may be even invalid with respect to the resource constraints and the schedule plan would be very likely suboptimal if it fails to account for such constraints. Trying to fix this in the final stages of project development is known to make the situation worse, leading to overworked employees and overall quality degradation [201].

In this chapter, in order to combine these two critical phases of software development in an optimal manner, we have introduced iRASPA, a holistic software release planning and schedule planning approach based on a QP model. An exact solver driven by an \(\varepsilon\)-constraint algorithm is used to produce optimal plans and complete Pareto fronts for two conflicting goals: maximising the overall release value and minimising the workload variance. This is the first time that QP has been used in this context and both problems have been solved simultaneously and optimally. Finally, iRASPA successfully addresses key challenges in software planning. This approach can provide decision makers with better alternatives and insight.

The experimental evaluation includes seven real-world software projects, coming from both academy and industry. Experiments on 245 instances derived from the projects under study show that iRASPA outperforms the current state-of-the-art in terms of both solution quality and execution speed. The instances take into account three different dimensions: the value-to-cost ratio of requirements, the density of interactions among requirements and the expertise of developers in terms of their skills. Experiments confirm the intuition that a higher number of dependencies can over-constrain the development and produce less flexibility in planning, while a higher value-to-cost ratio or wider range of skills in the developers produce the opposite effect.
Chapter 6

Conclusions and Future Work

In this chapter, we conclude the thesis, and review the outcomes and contributions of our introduction of exact analysis for requirements selection and optimisation. We also review the threats to validity of our research. At the end of this chapter, we sketch some potential future research directions.

6.1 Summary

In software engineering, requirements analysis and decision analysis are the critical foundations of the success of a software project. Uncertainty is essentially inevitable in early requirements engineering. It particularly comes from partially observable, stochastic environments, or ignorance. The requirements engineering community has demonstrated the success of research on quantitative multi-objective decision techniques and search-based approaches to produce optimal solutions to decision makers in the past decades [28, 30, 83, 98]. Decision makers are informed of possible trade-offs among conflicting objectives by visualising the Pareto optimal solutions generated by these quantitative methods. In these previous studies, uncertainty is either underestimated or completely overlooked [31, 83, 100, 202]. For instance, the attributes of requirements and stakeholders are quantified as explicit values, most of approaches used to deal with
requirements engineering problems are approximate algorithms, and the uncertainty of resource constraints about schedule planning is entirely ignored in previous work on requirements selection and optimisation process.

Previous work on requirements selection and optimisation also suffers from important limitations from uncertainty. Little work has been done to consider uncertainties, interpret the consequences of those uncertainties, and to support decision makers in analysing the inherent characteristics of uncertainty [22, 116, 148]. Decisions have to be made under incomplete knowledge about software projects.

The goal of the thesis was to better support requirements engineers in understanding and analysing the inherent characteristics of uncertainty in the requirements selection and optimisation process. To achieve this goal, we proposed a simulation-based NRP to model requirements uncertainty, introduced an exact analysis approach to support requirements selection and optimisation in the presence of algorithmic and requirements uncertainty, and provided an integrated release and schedule planning approach to manage both algorithmic uncertainty and uncertainty of resource constraints. We also provided a more generic exact multi-objective integrated release and schedule planning approach to manage, simultaneously, both the algorithmic uncertainty and the uncertainty of resource constraints.

The contributions of the research work presented in this thesis can be summarised as follows:

### 6.1.1 Simulation based Robust Next Release Problem Model

We introduced a novel simulation based NRP (sNRP) model to provide requirements uncertainty management for requirement analysis and optimisation for the first time. We proposed to take requirements uncertainty as well as the probability of occurrence of uncertain events into account during the NRP optimisation. Compared to the original NRP formulation, we formulated one extra objective, “risk”, which was simulated by
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Monte-Carlo Simulation. Two notions of uncertainty were used to explain the “risk” inherit in a release plan. The first one is “Uncertainty Size”, which offers decision makers a way to control the fluctuation range of pay-off for solutions. The second notion is “Failure Risk”, which aims to help decision makers to explore solutions with lower risk of budget overrun.

We conducted two empirical studies to investigate the effectiveness and applicability of the proposed sNRP. The empirical study results reveal that the resulting risk-mitigated release plan solutions could capture the trade-offs among the three competing objectives: cost, value, and risk. Additionally, we found that the sNRP model could help decision makers to explore risk-less solutions, while sacrificing only a small quantity of the value in the pay-off. These validated the feasibility of sNRP, and provided valuable insights into the requirements uncertainty.

6.1.2 The Value of Exact Analysis in Next Release Problem

To manage and analyse uncertainty in requirements selection and optimisation, it is important for the decision maker to know that all uncertainty derives from the problem itself and not from the algorithm used to tackle it. We introduced a requirements optimisation and analysis decision support framework METRO, which uses an exact Next Release Problem solver, to manage both algorithmic uncertainty and requirements uncertainty.

Three experimental studies were conducted to evaluate the proposed decision support framework. In these three experimental studies, three synthetic NRP instances were derived from a real world NRP instance (according to the level of uncertainty), in order to account for the impact of estimation accuracy. There are two boundary scenarios, in which the uncertainty of a requirement is estimated either highly optimistically or pessimistically, and one ‘in-between’ scenario. The objectives of the experimental studies were to: 1) investigate the effectiveness of the proposed exact NRP solver, NSGDP,
for eliminating algorithmic uncertainty; 2) analyse the impact of the requirements uncertainty; 3) help decision makers to understand the requirements characteristics and requirements inclusions.

According to the experimental results, we found that the proposed exact NRP solver (NSGDP) can effectively eliminate algorithmic uncertainty, and significantly reduce execution time. Also, we showed that requirements uncertainty would result in uncertainty for the overall software release plan. In order to minimise this risk, some loss of perceived utility must be accepted. Finally, requirement characteristics play an important role in their inclusion of solutions on Pareto-front. With respect to independent requirements, intrinsic uncertainty negatively correlates with inclusion when minimising solution’s risk. For mutually exclusive requirements, the inclusion of either requirement relies on the dominance of this requirement’s fitness value. Therefore, dominated requirements are seldom selected, compared to their conflicted twins.

6.1.3 Exact Analysis in Integrated Release and Schedule Planning Problem

Requirements selection and resource allocation are widely recognised as key aspects in software project management and, in software engineering, as a discipline [75 107 203]. The vast majority of the literature is concerned with managing both problems independently, dealing with the resource allocation stage after the requirements selection stage has been completed. The uncertainty of resource constraints is only taken into account in resource allocation, and thus ignored in requirements selection.

This study argued that the state-of-the-art two-stage approach may produce suboptimal results. Moreover, most of the existing researches relied solely on approximation meta-heuristic algorithms, and can only guarantee reasonable approximate solutions.

In order to address these two limitations in a holistic a systematic way, we have proposed an integrated model, iRASPA, which combines software release planning and software
schedule planning. With iRASPA, an $\varepsilon$-constraint algorithm employs an exact solver to address both planning problems at once through a bi-objective QP model.

One unique advantage of this approach is that the exact solver can always find optimal results and the entire optimal Pareto front can be produced at the same time, thanks to the application of the $\varepsilon$-constraint algorithm.

By combining multiple objectives and exact methods, our approach guards us, not just against the loss of information caused (by the algorithmic uncertainty inherent to heuristic search-based techniques), but also produces the optimal Pareto front for the whole planning problem at hand, which enables decision makers to better understand the trade-offs among the various existing complex and conflicting demands.

We evaluated iRASPA on seven real-world software projects, instantiated as 245 instances augmented with synthetic data to cater for missing values. The experimental study shows that iRASPA can effectively generate the guaranteed exact Pareto front, unlike the current state-of-the-art, which misses 87.84% of the optimal solutions on average and up to 93.38% for some instances. In addition, it takes iRASPA 28.23% less time on average to solve all the instances under study.

### 6.2 Threats to Validity

In this section, the key threats to the validity of the research results presented in this thesis are discussed. Those threats are analysed with respect to three usual dimensions: construct validity, internal validity and external validity.

#### 6.2.1 Construct validity

In this thesis, only a triangle probability distribution was used to represent requirements uncertainty. However, there are other kinds of probability distribution that might be
used in risk analysis. For example, Gaussian distribution, uniform distribution, and discrete probability distribution. Catering for other distributions would not be a problem: our framework computes the estimation uncertainties of requirement attributes using MCS, and MCS can simulate most kinds of uncertainties straightforwardly. It merely needs to sample the scenarios based on input probability distribution directly. Therefore, \textit{METRO} could use other kinds of uncertainty distribution to model the uncertainties of requirements.

The requirements selection and resource allocation model, as used throughout this research, do not contemplate all the factors that it is necessary to take into account to be able to reflect every possible real-world scenario. Some simplifications have been necessarily introduced to make the model easy to tailor to a variety of both real-world projects and synthetic data. For instance, regarding fine-grained resource allocation, the detailed time slots corresponding to the implementation of each requirement have not been considered. Developers are merely allocated to tasks in a specific release, regardless the implementation order of different tasks in the release.

However, providing fine-grain resource allocation should not be an insurmountable problem. In the approach presented in Chapter \textit{[5]}, the size of the constraint matrix can be augmented straightforwardly to introduce fine-grained resource constraints dealing with a higher time granularity. Therefore, we argue that the research undertaken in this thesis models the problem at a “reasonable” level of granularity and that the model can be easily extended to more detailed real-world scenarios, provided the necessary additional data is readily available.

### 6.2.2 Internal validity

Internal validity is concerned with any possible factor that may perturb the experimental evaluations. Typically, perturbations arise during experimental evaluations because of particular details in the implementation of algorithms and different parameter setting applied. This is especially true for heuristic and stochastic SBSE algorithms. However,
by repeating the experiments a sufficient number of times, significant statistics can be extracted.

In addition, the solvers proposed in this thesis are all exact approaches, thus the stochastic properties of algorithms can be excluded. With respect to METRO, an exact NRP solver (NSGDP) is at the heart. NSGDP uses the Nemhauser-Ullmann algorithm, which is a dynamic programming algorithm, combined with conflict graph to solve specific instances in a decision tree solution space. Regarding iRASPA, it is a combination of the \( \varepsilon \)-constraint technique and an exact black-box solver. The former (the \( \varepsilon \)-constraint technique) is in charge of providing multi-objective optimisation for the problem under study by invoking the latter (an exact black-box solver) to solve a number of single-objective problems on demand.

The solver employed is CPLEX, a high-performance mathematical programming solver for linear programming, mixed integer programming and quadratic programming provided by IBM.\(^1\) CPLEX is a state-of-the-art optimisation solver and, under appropriate conditions, it always produces exact results, provided enough computational resources are available. Although we can tune CPLEX parameters to change its behaviour, default settings have been used for the entire set of experiments and care has been taken so that exact results can be guaranteed.

The other threat to internal validity is concerned with the accuracy of the elicited probability distributions of requirements attributes. There are methods for eliciting the probability distributions of uncertainties, but such elicitation is sensitive due to the cognitive biases of the selected experts \(^{181}\). In the Chapter\(^4\) due to the lack of uncertainty information within the RALIC data set, we generated uncertainty distributions for the estimation error of the requirement cost, informed by a literature survey. We cannot know the true estimate uncertainty for a project. Therefore, to minimise the impact of estimation accuracy, we study three synthetic NRP instances. There are two boundary scenarios, in which the uncertainty of a requirement is estimated either

\(^1\)www.ibm.com/software/products/en/ibmilogcpleoptistud
highly optimistically or pessimistically, and one ‘in-between’ scenario.

Furthermore, in our experimental study, during the experiment, we excluded other system applications, so the experimental machine ran only our application. Therefore, we believe our approaches are exact and repeatable, and can provide valuable insights into decision analysis to support decision makers.

6.2.3 External validity

External validity is concerned with the extent to which it is possible to generalise the results. Namely, it may arise due to those choices of data set. In the experimental studies reported in the thesis, we evaluated different approaches on different data sets depending on what was available and appropriate for answering our research questions. Regarding METRO, we evaluated it on three synthetic data sets. These three data sets are derived from one real world data set from University College London, which contains two types of dependencies, and 143 raw requirements. Regarding iRASPA, we evaluated it versus the two-stage approach on 245 project instances with different characteristics. Those project instances are derived from seven real-world software projects: two of them are gathered from academia-industry cooperation projects and five of them are, in fact, real-world IT industry projects.

Nevertheless, there are pros and cons with either kind of project. Academic projects and academia-industry cooperation projects can provide detailed information on almost every aspect of the planning and development process but might not be fully practical and representative of truly industrial projects. Industry projects, on the other hand, do not usually provide complete project information as required by a research of these characteristics, so we have to synthetically generate the missing data in a best effort to accurately represent plausible instances.

Therefore, the results are not entirely genuine and we cannot claim that they generalise beyond the particular projects under study. For generalisation, more work is required to
analyse different scenarios, models of uncertainty, as well as different NRP formulations. However, with regard to scalability, \textit{METRO} can process the RALIC dataset (with 143 raw requirements and 10,000 scenarios) within 40 seconds on average, and \textit{iRASPA} can optimally plan the project instances that with more than 200 requirements, a similar number of dependencies and a major developer effort involved, within a horizon of two full releases in 6.37 minutes on average. We think that this is relevant and shows evidence of the usefulness of the approaches.

6.3 Future Work

This thesis established an initial work on exact analysis for requirements selection and optimisation. The findings of studies have implications for future investigations and potential research directions. In this section, we list several possibilities for future work.

One important direction for future work is to verify our findings by applying our approaches to more real world projects. In real world projects, there may be other formulations of the problem, objectives, or requirements interactions. In this thesis, we adopted only the basic (and classic) requirements selection and resource allocation formulation, and took three kinds of requirement dependencies into consideration. Expanding the proposed framework to more complex problem statements and requirements interactions raises a (significantly challenging) need to improve the generality of our exact technique.

The other topic in which the wider community may be interested concerns the scalability of exact requirements selection and optimisation solver. There is no doubt that the number of requirements and the number of dependencies are negatively correlated with algorithm speed. In non-trivial software projects, the number of requirements and requirements dependencies are large. This may be one of the major obstacles for using our framework in non-trivial software projects. Further work is required to investigate
and improve the scalability of our approaches, especially, dealing with requirements uncertainty, algorithmic uncertainty, and uncertainty of resource constraints all together simultaneously. One solution might be to cluster requirements to reduce the size of the optimisation problem presented to the solver. Another solution might involve replacing the CPLEX solver with customised dynamic programming algorithm to further boost the implementation’s speed.

Future work will also include considering other kinds of requirements uncertainty. For example, uncertainty about the extent of requirement fulfilment. Existing requirements optimisation and analysis work treats the fulfilment of requirements as an entirely discrete value. However, the requirement may be only partially fulfilled. Uncertainty about the extent of requirement fulfilment, and its impact on the overall solutions presented to decision makers have been largely ignored in requirements optimisation and analysis work, including ours. More work is required to extend our requirements uncertainty management frameworks to handle such requirements uncertainty.
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