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Abstract

One principal parameter determining charge transfer rates between molecules and metals is the electronic coupling strength between the discrete electronic states of the molecule and the band states of the metal. Their calculation with computational chemistry methods remains challenging, both conceptually and in practice. Here, we report the implementation of the projection-operator diabatization (POD) approach of Kondov et al. (J. Phys. Chem. C 2007, 111, 11970-11981.) in the CP2K program package, which extends the range of applications to charge transfer at infinite periodic surfaces. In the POD approach the self-consistent Kohn-Sham Hamiltonian of the full...
system is partitioned in donor (e.g. molecule) and acceptor (e.g. metal) blocks which are block-diagonalized. The coupling matrix elements between donor and acceptor states are simply identified with the matrix elements of the off-diagonal block. We find that the POD method performs similarly well as constrained DFT (CDFT) on the HAB11 database for excess hole transfer between simple organic dimers, with a mean unsigned error of 14.0 meV, compared to 11.8 meV in CDFT. By studying two case examples, electron injection from a dye molecule to TiO$_2$ and electron transfer from a molecule, that forms self-assembled monolayers, to metallic Au(111), we demonstrate that the POD method is a useful and cost-effective tool for estimation of electronic coupling across heterogeneous interfaces.

I. Introduction

Charge transfer reactions are ubiquitous in chemistry and biology. For example, electron-transfer (ET) chains in chloroplasts and in mitochondria are parts of fundamental biochemical processes of photosynthesis and respiration.$^{1-9}$ Moreover, redox processes are crucial for functioning of various metalloproteins and enzymes such as hemoglobin, plastocyanin, cytochromes or hydrogenase,$^{10-15}$ to name at least some of them. Besides charge-transport processes between redox species in liquid electrolytes, ET reactions across solid/liquid and solid/molecule interfaces are of great importance in electrochemistry, catalysis, energy materials research and molecular electronics.$^{16-21}$

From a theoretical point of view, Marcus theory$^{22,23}$ is in most cases employed to describe electron transfer between charge localized or diabatic electronic states on electron donor and acceptor. In this theory the electronic coupling matrix element between the two diabatic states, on which we focus in the current study, is one of the principal parameters determining the ET rate. There are several different methods to construct diabatic states and calculate the corresponding electronic coupling matrix elements such as block diagonalization,$^{24,25}$ generalized Mulliken-Hush
method (GMT), fragment charge difference, fragment energy difference, projection methods, fragment orbital density functional theory (FODFT), constrained density functional theory (CDFT) and ultrafast parametrized methods. While the ab initio wavefunction-based approaches are accurate but limited by their high computational cost to small molecules only, the less-demanding DFT methods are typically affected by self-interaction error of uncorrected exchange-correlation functionals. In recent work, our group has compiled two ab-initio databases for electronic coupling matrix elements for transfer of an excess hole and excess electron in dimers of small π-conjugated organic molecules, denoted HAB11 and HAB7, respectively. A comparison to high-level ab-initio wavefunction theory results showed that the more cost effective CDFT method performed best on π-conjugated organic molecules when a functional was used that contained about 50% Hartree-Fock exchange.

The CDFT method and its extension CDFT configuration interaction (CDFT-CI) were designed to give electronic couplings between a few discrete molecular electronic states in the form of charge (or spin) localized Kohn-Sham determinants. Unfortunately, this approach becomes impractical for the modelling of heterogeneous ET across metallic interfaces, where electronic couplings to a large number of band states are needed. According to Marcus-Hush theory for heterogeneous ET the rate constant is given by

\[ k_{\text{red/ox}} = \frac{2\pi}{\hbar} \int H_{ab}^2(\varepsilon) f_\pm(\varepsilon, \varepsilon_F) \rho(\varepsilon) F(\varepsilon) \, d\varepsilon, \]  

(1)

where \( f_\pm(\varepsilon, \varepsilon_F) = [1 + \exp(\pm(\varepsilon - \varepsilon_F)/k_B T)]^{-1} \) is Fermi-Dirac distribution function determining occupancies of metallic states \( \varepsilon \) with respect to system Fermi level \( \varepsilon_F \) and thermal energy \( k_B T \). The plus sign in the exponential factor corresponds to reduction of the molecular state while the minus sign is used in case of oxidation. Further, \( \rho(\varepsilon) \) is density of the metallic states and \( F(\varepsilon) = (4\pi \lambda k_B T)^{-1/2} \exp[-(\varepsilon - \varepsilon_0 + \lambda + e\eta)^2/(4\lambda k_B T)] \) is the Frank-Condon
factor. Free energy barrier involved as an argument of the exponential in the last term depends on the energy difference between the donor molecular state $\varepsilon_0$ and the acceptor metallic state $\varepsilon$, reorganization free energy of the molecule $\lambda$ and electrode overpotential $\eta$. Finally, energy-dependent electronic coupling elements $H_{ab}$ between the molecular and metallic states are involved in the rate-constant integration. This suggests that methods that approximate electronic couplings as Hamiltonian matrix elements between 1-electron orbitals rather than Kohn-Sham determinants are more suitable for this purpose. Unfortunately, our FODFT method that belongs to the former category of methods is not suitable as it neglects interactions between donor and acceptor, which can be assumed to be large for molecules adsorbed on metallic surfaces (e.g. image charge effects).

Some time ago, Kondov et al.\textsuperscript{51} suggested a simple and effective method to obtain electronic couplings for charge transfer of molecules adsorbed in surfaces. Starting from a standard Kohn-Sham DFT calculation on the whole system, the resultant self-consistent KS Hamiltonian is expressed in terms of an orthogonalized atomic orbital basis set and partitioned in donor and acceptor blocks, $H_{AA}$ and $H_{BB}$. After separate diagonalization of donor and acceptor blocks, the matrix elements contained in the transformed off-diagonal blocks, $H_{AB}$, are identified as electronic couplings between the block-diagonal donor and acceptor states. More recently, Kastlunger and Stadler suggested three alternative methods for the calculation of coupling matrix elements in the context of the modelling of single molecule junctions.\textsuperscript{21}

While the method of Kondov et al. was successfully applied to interfacial systems,\textsuperscript{51-54} the performance of this method against high-level ab-initio data has not been assessed. Moreover, calculations were carried out only on finite cluster models of extended surfaces. Here we report on the implementation of this method, that we term ``projection-operator diabatization” (POD), in the
CP2K simulation package, thereby extending its range of applications to ET across periodic surfaces. At first, we benchmark the method against high-level ab-initio data for simple interatomic and intermolecular electron transfer reactions in vacuum (HAB11 database). We then apply the method to electron injection from an organic dye molecule to a TiO$_2$ nanoparticle and to an extended surface of anatase TiO$_2$. We also investigate electron transfer from an organic molecule forming self-assembled monolayers to a periodic gold surface and compare to the finite cluster results of Prucker et al.

We find that the POD method used in combination with a hybrid functional containing 50% exact exchange performs similarly well as CDFT on the HAB11 database, while providing a useful tool for investigation of the charge transfer kinetics on heterogeneous metallic or semiconducting interfaces. A challenging system where POD and CDFT give rather different results, hole tunneling between neutral and charged oxygen vacancy defects in bulk MgO, are discussed at the end of the manuscript.

II. Theory

Here, we describe the POD approach to electronic coupling calculations, which was introduced by Kondov et al. In the Results and Discussion section that follows further below we compare our POD results with electronic couplings obtained from constrained density functional theory (CDFT) and from fragment orbital density functional theory (FODFT). For convenience, the latter two methods are briefly explained in the Supporting Information.

The POD method can be viewed as a post-processing Hamiltonian-partitioning approach that starts from a standard Kohn-Sham DFT calculation of adiabatic electronic states,

$$H|\psi_i\rangle = \epsilon_i|\psi_i\rangle.$$  \hfill (2)
Here, the states are represented by expansion coefficients in an atomic-orbital basis set

$$|\psi_i\rangle = \sum_j c_{ij} |\phi_j\rangle,$$

which could be obtained by projection on localized orbitals in plane-wave codes. As in most diabatization methods for electron transfer, the system is divided in electron donor (D) and acceptor regions (A). As the basis functions $\phi_j$ are assumed to be localized on atomic nuclei, they are assigned to donor and acceptor regions accordingly. In addition, the basis functions are orthogonalized according to the Löwdin symmetric procedure.\textsuperscript{61,62} This leads to a block Hamiltonian representation in the orthonormal basis,

$$\hat{H} = S^{-1/2} \cdot H \cdot S^{-1/2} = \begin{bmatrix} \hat{H}_{DD} & \hat{H}_{DA} \\ \hat{H}_{AD} & \hat{H}_{AA} \end{bmatrix}$$

(4)

with donor / acceptor sub-Hamiltonian blocks on the diagonal while the off-diagonal blocks describe their interaction. The desired diabatic charge transfer states are obtained by unitary transformation diagonalizing the $\hat{H}_{\alpha\alpha}$ ($\alpha = D, A$) blocks

$$\hat{H}_{\alpha\alpha} = U^\dagger_\alpha \cdot \hat{H}_{\alpha\alpha} \cdot U_\alpha,$$

(5)

and the unitary matrices are used for corresponding transformation of the off-diagonal blocks,

$$\hat{H}_{\alpha\beta} = U^\dagger_\alpha \cdot \hat{H}_{\alpha\beta} \cdot U_\beta.$$

(6)

The system Hamiltonian is thus transformed into the following form

$$\hat{H} = \begin{bmatrix} \hat{H}_{DD} & \hat{H}_{DA} \\ \hat{H}_{AD} & \hat{H}_{AA} \end{bmatrix} = \begin{bmatrix} \epsilon_{D,1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \epsilon_{D,N} \end{bmatrix} \begin{bmatrix} \hat{H}_{DA} & \epsilon_{A,1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \epsilon_{A,M} \end{bmatrix}.$$

(7)

where $\epsilon_{\alpha,i}$ are one-electron energies of the diabatic states of donor and acceptor, respectively, and the off-diagonal $\hat{H}_{\alpha\beta}$ blocks contains electronic coupling elements between the corresponding
diabatic states. Hence, by construction the orbitals coupled are strongly localized in the respective donor or acceptor regions and they may have only small tails in the acceptor or donor regions due to orthogonalization. This procedure leaves the original KS orbitals that were localized in either donor or acceptor region virtually unchanged, but leads to localization of KS orbitals that were spread over both regions.

III. Computational Details

The POD scheme was implemented as a new module in a developer’s version of the CP2K software package. Cluster calculations for inter-atom ET (He$_2^+$, Zn$_2^+$), intermolecular ET (HAB11 database), intramolecular ET (Q-TTF-Q') and interfacial ET (coumarine adsorbed on TiO$_2$ nanoparticle) were done using a supercell approach, treating long-range interactions according to Martyna and Tuckerman. The cell size was carefully chosen in these cases to be large enough not to have any system charge density on the boundaries. Calculations for ET in MgO and across extended TiO$_2$ and Au(111) surfaces were treated under periodic boundary conditions (PBC). Core electrons of all atoms were described by GTH atomic pseudopotentials in all systems except for the helium dimer where all electrons where treated explicitly. While the Ahlrichs-def-QZVP basis set for used for helium calculations, DZ and TZ type of basis sets with polarization functions from CP2K database, compatible with GTH pseudopotentials, were applied in other systems. As for the DFT functionals, we compared the pure-GGA functional BLYP, the hybrid functionals B3LYP (20% HFX) and PBE0 (25% HFX), and PBE with 50% HFX. The latter functional is denoted PBE50 throughout this article. In general, exact exchange helps to localize charge density and increases the band gap of solid-state materials, however, the optimal fraction of HFX is system dependent.
The limited-memory BFGS algorithm\textsuperscript{72} as implemented in CP2K was used for geometry optimization and the structures were considered to be in total-energy minimum when the atomic forces were smaller than $10^{-4}$ a.u. The wavefunction was then optimized on the minimized structures with tight convergence criteria $10^{-7}$ a.u. before the POD method was applied. Fermi-Dirac distribution smearing with electronic temperature 298.15 K was used in metal surface calculations to maintain fractional occupation of states near the Fermi energy. The molecular orbitals were visualized by VMD\textsuperscript{73} from their grid-calculated values.

The decay parameter $\beta$ was obtained by logarithmic least-square fitting of calculated distance-dependent $|H_{ab}|$ values to exponential $Ae^{-\beta d/2}$ function. Fitting of the linearized logarithmic form rather than direct non-linear exponential fit was chosen to better capture the long-range decay of the coupling elements. For comparison with reference values, mean unsigned error (MUE, $\sum |y_{calc} - y_{ref}| / n$), maximum unsigned error (MAX, $\max |y_{calc} - y_{ref}|$), mean relative signed error (MRSE, $\sum (y_{calc} - y_{ref}) / ny_{ref}$) and mean relative unsigned error (MRUE, $\sum |y_{calc} - y_{ref}| / ny_{ref}$) were evaluated where appropriate.

IV. Results and Discussion

IV.1. Performance against ab-initio benchmarks

\textbf{He}_2^+ dimer

First, we investigated the positively charged helium dimer (\text{He}_2^+) as one of the minimal systems on which ET can be demonstrated. This system contains three electrons only, forming an open-shell doublet electronic state, and the self-exchange of the electron hole between the two atoms is expected. The diabatic charge states representing the initial and the final state of the process are assumed to be localized on the first and second atom, respectively. The small number of electrons
allows application of accurate high-level ab initio methods such as full configuration interaction (FCI). This calculation was performed by Pieniazek et al. who published FCI/aug-cc-pV5Z value of $H_{ab}$ obtained by formalism of generalized Mulliken-Hush (GMH) theory at different distances of the helium atoms. We refer to these values, which were reproduced by Kubas using CASSCF/MRCI+Q approach, as a reference for our calculations. As for DFT-based methods, Oberhofer demonstrated excellent agreement of both CDFT and FODFT with FCI values for this minimal charge-transfer system.

As was shown previously for CDFT calculations, the $H_{ab}$ values are rather sensitive to fraction of Hartree-Fock exchange (HFX) in the applied DFT functional. Therefore, we compared popular functionals with different fraction of HFX, namely BLYP, B3LYP, PBE, PBE0 and PBE50. The calculated values of $H_{ab}$ at four different He-He distances, obtained in Ahlrichs-def-QZVP basis set, are collected in Table 1. At first glance, one can notice that the increasing fraction of HFX in the applied functional leads to better agreement with the FCI reference. While the BLYP functional provides rather poor values with a mean unsigned error (MUE) of 21.8 meV, excellent agreement with the accurate reference numbers was obtained with PBE50 where MUE was reduced to 2.1 meV over the full distance range 2.5 – 5.0 Å.

The trend of increasing $|H_{ab}|$ values with larger fraction of HFX in the functional is opposite than in CDFT, which overestimates the coupling values in pure GGA and addition of HFX leads to decrease in electronic coupling. This is the consequence of different construction of the diabatic states in the two methods. In CDFT, where diabatic states are constructed directly (see Supporting Information for details), the increasing fraction of HFX helps to remove the spurious delocalization of the redox active frontier orbitals over donor and accept as seen with GGA functionals, leading to smaller electronic couplings. On the contrary, the POD approach is based
on the usual adiabatic states delocalized over donor and acceptor sites. Addition of exact exchange leads to well-known charge density increase between the atoms in the bond region, and improves the asymptotic behavior further from the molecule (see Fig. S1 in Supporting Information for comparison of PBE and PBE50 charge density profile along the principal axis of the molecule). The charge density obtained with HFX decays somewhat slower than in GGA. Therefore the PBE50 frontier HOMO / LUMO orbitals are more expanded than in PBE as can be seen in Fig 1 where their 0.001 e/Å³ contours are shown. As the diabatic states are formed by projection of the adiabatic states, they expand in a similar manner with increasing HFX resulting in larger electronic couplings. In accord with these observations, the increase in HFX results in smaller exponential decay constants, $\beta$. In other words, the electronic coupling decay is less rapid with larger fraction of HFX in the DFT functional.

**Zn$_2^+$ dimer**

While the minimal helium dimer model was calculated at all-electron level, DFT calculations of more complex systems are typically realized using pseudopotentials to reduce the computational cost and avoid relativistic treatment of affecting core electrons in heavy atoms. To demonstrate the pseudopotential calculation on a simple and small model we explored the coupling values in Zn$_2^+$ for which the accurate CASSCF(3,8) and CASSCF(3,8)/MRCI+Q values of $H_{ab}$ were published.$^{44}$ Using the analytic GTH pseudopotential for 18 core electrons$^{64}$ and optimized short-range DZV basis set available in the CP2K software package and PBE50 functional, we obtained reasonably good decay parameters of 2.24 Å$^{-1}$ compared to 2.42 - 2.46 Å$^{-1}$ at the CASSCF(3,8)/aug-cc-pVTZ level of theory.$^{44}$ However, absolute values of the $|H_{ab}|$ coupling elements are considerably underestimated as can be seen in Table 2. Therefore, we reoptimized the basis set for this system (see Table S4 of Supporting Information), which led to larger
coupling values and improved the decay parameter to 2.47 Å⁻¹, which is now in excellent agreement with CASSCF. The dramatic effect of the basis on accuracy in this case is not surprising because the DZV basis available in the CP2K database is short-range, which means that it was optimized for molecular calculations within periodic-boundary conditions, where rapid decay of charge density is desirable to eliminate artificial interactions of a molecule with its nearest images. However, quantitative $H_{ab}$ calculation for intermolecular charge transfer at medium and large distance requires good description of the wavefunction tail, for which more extended basis sets including diffuse functions are appropriate.

**Intermolecular ET in organic dimers**

Next, we benchmarked the POD method against the HAB11 database of small cationic organic-molecule homo dimers. The molecules contain single, double and triple bonds (ethylene, acetylene, cyclopropene), they have different type of aromaticity (antiaromatic cyclobutadiene, nonaromatic cyclopentadiene, aromatic benzene) and different heteroatoms (oxygen in furane, nitrogen in pyrrole and imidazole, sulfur in thiophene). All the homo-dimers have single positive charge and doublet spin multiplicity. Accurate MRCI+Q and NEVPT2 ab initio reference values are available for distances of 3.5, 4.0, 4.5 and 5.0 Å and both CDFT and FODFT methods were already benchmarked against them using the PBE functional. While FODFT was found to systematically underestimate the coupling values due to neglect of interaction between the monomers, CDFT overestimated $|H_{ab}|$ at GGA level and performance improved with added fraction of HFX, following a trend similar to the one described for the helium dimer. A fraction of 50% of HFX was found to give optimal performance of CDFT on the HAB11 database.

Values calculated with the POD method for PBE, PBE0 and PBE50 functional, GTH pseudopotentials and TZV2P basis set are collected in Table 3. In general, the coupling values
follow the same trends that we observed in $\text{He}_2^+$. While the absolute values are considerably underestimated in GGA and converge to reference values as the HFX fraction is increased, the decay parameters are overestimated for GGA and then decreases with addition of exact exchange (see Table S5 in Supporting Information where the statistical errors are evaluated). These effects are a direct consequence of self-interaction error causing artificial delocalization of charge density in GGA, which is corrected by HFX as we discussed above. As in the case of CDFT, we found PBE50 as the optimal choice for calculating the absolute $|H_{ab}|$ values. The same conclusion is valid for the decay parameter, although the PBE0 and PBE50 results exhibit similar mean errors. Overall, we can conclude that the POD method as implemented in CP2K is able to describe electronic coupling for organic inter-molecular charge transfer at a quantitative level, and the results are comparable with the CDFT and FODFT values.

**Intramolecular ET in Q-TTF-Q$^-$**

Although no ab-initio reference data are available for this system, we include it here as it has been investigated before at the DFT level. A number of groups have carried out CDFT coupling calculations on this molecule and reported consistent results, Wu and Van Voorhis$^{37}$ 133.3 meV (B3LYP), Oberhofer and Blumberger$^{39}$ 304.8 meV (BLYP) and 103.4 meV (B3LYP), and Holmberg and Laasonen$^{75}$ 459.9 meV (PBE) and 98.0 meV (PBE0). Renz and Kaupp reported a value of 119.3 meV as obtained from the adiabatic energy splitting at TDDFT/BLYP35 functional level.$^{76}$

The POD method applied to the Q-TTF-Q$^-$ anion, with donor / acceptor regions defined as left / right half of the molecule, yielded coupling values of 19.8 meV for BLYP/TZVP and 20.4 meV for TZV2P basis set. The coupling magnitude increased to 24.4 meV at B3LYP/TZVP and to 37.6 meV at HF/TZVP level of theory. The values obtained were robust against further expansion of
the basis set with diffuse functions, reduction of the D-A regions to the quinone moieties of the molecule and re-optimization of the (symmetric) transition state structure with different DFT functionals. Although the diabatic states are localized on the quinones (see Fig. 2), in qualitative agreement with the CDFT states found in Ref. 39, POD coupling values are considerably lower than in CDFT and in better agreement with experimental estimates\(^7\) (~ 20 meV, obtained from the experimental rate constant and activation free energy in a ethyl acetate/terc-butanol solvent mixture (1.3\(\times\)10\(^8\) s\(^{-1}\) and 6.4 kcal/mol, respectively); note that the experimental estimate was not correctly cited in Ref. 39). The lower coupling value obtained with POD is most likely related to the inherently different construction of the Hamiltonian coupling the diabatic states in this method compared to CDFT.

**IV.2. Interfacial ET**

**Coumarine 343 on TiO\(_2\)**

In the following we investigate electronic coupling for interfacial ET, specifically for electron injection from the dye-molecule coumarine 343 (C343) to the conduction band of an anatase TiO\(_2\) nanoparticle. This system has been of interest for dye-sensitized solar cell (DSSC) applications and was previously studied by Kondov et al.\(^{51}\) At first, we built a C343-(TiO\(_2\))\(_{24}(\text{H}_2\text{O})_{30}\) cluster model as described in Ref. 51, where unsaturated vacancies of the titania surface were capped by water molecules. The whole model was pre-optimized with the Gaussian 09 program\(^{78}\) using the B3LYP functional with SDD pseudopotentials and a corresponding pseudobasis\(^{79}\) for titanium atoms and a minimal Pople’s STO-3G basis set\(^{80}\) for the rest of the system. Then, the geometry was fully optimized in CP2K using the PBE functional, GTH pseudopotentials and DZVP basis
The PBE functional was chosen to ensure consistent comparison with the extended-surface calculations discussed further below.

The final structure with the donor state localized on the coumarine molecule and a representative vacant state from the conduction band of titania are shown in Fig. 2. As can be seen from the energy-level diagram plotted in Fig. 3, the donor state is the LUMO of the molecule located about 2.1 eV above the system Fermi level and the electron can be injected into one of the nearby empty states near the TiO$_2$ conduction-band minimum.

We find that the nanoparticle structure is affected by significant surface distortions that are inevitably present in the cluster model. To eliminate this effect, we created, for comparison, an analogous model with a anatase (101) slab simulating the extended surface by application of periodic boundary conditions (PBC). The structure is shown in Fig. 2. As can be seen from Fig. 3, the electronic states are more closely packed in the valence / conduction bands. The calculated band gap of 2.1 eV is consistent with published bulk values for PBE, 1.94 – 2.16 eV$^{81-83}$ and underestimated comparing to the experimental value for bulk anatase (3.2 – 3.4 eV),$^{84,85}$ as expected for GGA functionals. As in the cluster model, the donor state is the first molecular state above the Fermi energy ideally positioned for electron injection into the dense conduction band of titania.

The coupling elements between the donor state and the TiO$_2$ conduction band are plotted in Fig. 4. Both cluster and periodic models predict 20 – 30 meV strong coupling elements to conduction band states of similar energy and values of up to about 100 meV for coupling to higher energy conduction band states. The distribution of couplings for the cluster model is in good agreement with the one reported by Kondov et al.$^{51}$ Small deviations are likely due to different geometries and different functional/basis set used. While the calculations in Ref. 51 were carried
out using the B3LYP functional and SV(P) basis set, we employed PBE, DZVP basis set and GTH pseudopotentials.

We would like to note that the issue of energy level alignment in (uncorrected) density functional theory will also affect the calculation of electronic coupling matrix elements. Here we use PBE in a proof-of-concept application to allow for validation of our POD implementation by comparison with DFT calculations reported previously in the literature. More elaborate electronic structure methods, as e.g. GW or the more cost effective DFT+\Sigma approach, which adds a self-energy correction to the DFT electronic level alignment, are likely to improve the accuracy of the coupling matrix element calculation for semiconducting and metallic interfaces. Overall, the results obtained here for electron injection into titania further validate our implementation and demonstrate applicability of the POD method to semiconductor surface charge-transfer phenomena that have great importance in many technological applications.

**Alkanethiolate on Au(111)**

Electron injection from an organic molecule to the gold (111) surface was investigated as an example for heterogeneous electron transfer across a molecule / metal interface. Specifically, we studied a series of nitrile substituted alkanethiolates with increasing chain length \( n \), \( \text{HCS(CH}_2\text{)}_n\text{CN} \). The molecules chemically adsorb on the Au surface via the sulphur anchor. Kao et al. measured electron injection times of 14 fs, 35 fs and 100 fs for \( n = 2, 3 \) and 4, respectively, by resonant Auger electron spectroscopy. Later, Prucker et al. calculated electronic couplings between the nearly degenerate \( \pi_1^*, \pi_2^* \) states localized on the terminal CN group of the alkanethiolates and the vacant gold-surface states. They confirmed, by computing the injection times from time-dependent state populations, that the charge transfer depends on the molecular
chain lengths and it increases from a few femtoseconds \((n = 2)\) to picoseconds \((n = 8)\). The two \(\pi^+\) states were shown to have different orientations which affect the coupling and consequently the electron-transfer rates and the injection times.\(^{90}\)

We optimized structures of the HCS(CH\(_2\))\(_n\)CN molecules \((n = 2\) to \(8)\) on Au(111), the latter consisting of 5 layers of atoms. The gold slab was cut from a cubic closed-packed crystal structure with lattice constant 4.066 Å, which was found optimal (in terms of bulk total energy variations with cell size) for the applied PBE functional with GTH pseudopotentials for 68 core electrons and corresponding TZ basis set. The positions of the atoms in the two bottom layers were constrained to the bulk geometry while the upper three layers and the molecule were free to relax during the optimization. The electronic coupling elements were then evaluated on these structures with the POD approach with the system partitioned in two blocks – the molecule and the gold slab.

Final structures including isosurfaces of the \(\pi_1^+\) orbitals are shown in Fig. 5 while the \(\pi_2^+\) states can be seen in Fig. S4. The orbitals are located on the CN groups of the molecules and since \(\pi_1^+\) and \(\pi_2^+\) are eigenvectors of the same Hamiltonian block they are mutually orthogonal and have different orientation with respect to the surface (compare Fig. 5 and Fig. S4 in Supporting Information). Energetically, the states are quasi-degenerate, located 4.0 – 4.7 eV above the Fermi energy, as can be seen in Fig. S5 of Supporting Information where the state energies are plotted. The two \(\pi^+\) states are clearly LUMO+1 and LUMO+2 of the molecule while the frontier HOMO / LUMO orbitals are localized on the anchoring sulfur atom. While the \(\pi_2^+\) state is strictly localized on the terminal –CH\(_2\)CN part of the molecule, the \(\pi_1^+\) state tends to be more delocalized over the alkyl chain, which affects the electronic coupling to vacant surface states.\(^{54,90}\)
The values of the coupling elements $|H_{ab}|$ to the gold states from the $\pi_1^*$ donor state are plotted in Fig. 6 and from the $\pi_2^*$ states in Fig. S6. The decreasing trend with increasing chain length is clearly visible in both cases (note different energy scales on the vertical axes of the plots). While the strongest coupling elements reach $60 – 70$ meV in the shortest HCSCH$_2$CN molecule, they drop by a factor of about 10 to $4 – 6$ meV in case of the longest HCS(CH$_2$)$_7$CN chain. In general, the magnitudes of couplings obtained for the $\pi_2^*$ state are lower than those for the $\pi_1^*$ state, which is a consequence of increased localization and different orientation of the $\pi_2^*$ state. We find that the distance decay of electronic coupling is well described by an exponential with a decay constant $\beta = 1.01$ ($\pi_1^*$) and 1.34 ($\pi_2^*$) per CH$_2$ unit, in good agreement with Ref. 54 (0.94 for $\pi_2^*$) and with experimental estimates obtained from the chain-length dependence of injection times, 0.93.$^{59}$ We note that the values obtained here from calculations under periodic boundary conditions are in remarkably good agreement with the values obtained from finite cluster calculations as reported by Prucker \textit{et al.}$^{54}$

\textbf{IV.3. ET in bulk oxide}

When evaluating the performance of the POD method on a total of 7 ET systems, we have encountered one system where agreement with previously published results was less good, the hole transfer between F center defects (oxygen vacancies) in MgO, that is $F_a^0 + F_b^+ \rightarrow F_a^+ + F_b^0$. This charge-transfer process was investigated by McKenna and Blumberger$^{59,60}$ who argued that for the coupling calculations a functional should be used that reproduces the experimental band gap of MgO (in this case, PBE0 7.2 eV$^{60}$ vs. experimental 7.2 – 7.8 eV.$^{91-95}$ Our calculations on bulk MgO performed with CP2K reproduced this value using the same functional, GTH pseudopotentials and DZVP basis set. As one can appreciate, the definition of the donor / acceptor regions is somewhat arbitrary in bulk materials like MgO. In previous work$^{60}$ it was found that the
spin density corresponding to the electron hole is localized in the vicinity of the oxygen vacancies and its shape is a superposition of an s-like function centered at the vacant site and p-functions of the nearest six oxygen atoms. Therefore, the donor region was defined as the “left” half of the supercell containing the neutral oxygen vacancy and the acceptor as the “right” half of the supercell containing the positively charged vacancy (see visualization of regions in Fig. S8). As there are an odd number of layers between the two vacancies, the middle MgO layer is at the same distance from either of the two vacancies. Hence, this layer was not included in either regions.

Using this D/A definition, we obtained considerably lower coupling values with the POD method than in CDFT, see Table 4. The largest discrepancy was found with vacancies oriented along the (100) direction, at the largest distance (12.8 Å). This suggests that the spin density between the two centers decays more rapidly in POD than in CDFT. However, the coupling values could be also affected by the size of the D-A regions used for diabatizing the projection. Indeed, when we included the middle layer in the donor region, the coupling values increased significantly in case of the (100) and (110) models, but the charge state becomes too delocalized in the (111) structure leading to artificially high couplings in this case. We conclude that for ET within bulk solids, POD couplings have to be interpreted with care as they are likely to be sensitive to the precise definition of donor and acceptor regions.

Conclusions
We implemented the projection-operator diabatization (POD) method for electronic coupling calculation in the CP2K program package. By investigation of charge transfer in cationic dimers of atoms and small organic molecules, we showed that the POD method is comparable in accuracy to the CDFT method providing that the adiabatic KS orbitals, used for construction of
the localized orbitals, are calculated with an appropriate functional and basis set. In particular, the fraction of exact exchange was found to have a major effect on the correct shape of the adiabatic states and consequently, on the accuracy of the coupling elements, which is typical for application of DFT on molecular systems.

The method could be applied to complex periodic systems, specifically to ET at molecule / metal and semiconductor interfaces where the division of the system in donor / acceptor regions arise naturally. We demonstrated electron injection from the discrete donor states of an organic molecule to the delocalized band states of the semiconductor TiO$_2$ for both cluster model and periodic surface model. Moreover, electron transfer to metallic surfaces could be investigated straightforwardly, as demonstrated in this work for charge transfer from an adsorbed organic molecule to Au(111). In further applications to interfacial ET problems, the POD method should be used in combination with DFT approaches that reproduce the energy level alignment of the molecular states with respect to the metal / semiconductor. This issue and its effect on electronic coupling calculation will be investigated in future work.
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Tables and Figures

Table 1: Electronic coupling $|H_{ab}|$ values [meV] for $\text{He}_2^+$ dimer electron self-exchange and the decay rate parameter $\beta$ [Å$^{-1}$] fitted to $|H_{ab}| = Ae^{-\beta d/2}$ function. The values are for coupling between the block-diagonalized minority spin HOMO and LUMO orbitals on donor and acceptor atoms, respectively. The total charge of the system was +1.

<table>
<thead>
<tr>
<th>$d$ [Å]</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>PBE0</th>
<th>PBE50</th>
<th>FCI$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>134.26</td>
<td>156.32</td>
<td>158.70</td>
<td>189.51</td>
<td>195.93</td>
</tr>
<tr>
<td>3.0</td>
<td>38.18</td>
<td>47.17</td>
<td>48.48</td>
<td>62.04</td>
<td>60.81</td>
</tr>
<tr>
<td>4.0</td>
<td>2.28</td>
<td>3.95</td>
<td>4.25</td>
<td>6.23</td>
<td>5.52</td>
</tr>
<tr>
<td>5.0</td>
<td>0.21</td>
<td>0.32</td>
<td>0.33</td>
<td>0.54</td>
<td>0.44</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>5.17</td>
<td>4.96</td>
<td>4.93</td>
<td>4.69</td>
<td>4.88</td>
</tr>
</tbody>
</table>

$^a$Reference 39

Table 2: Electronic coupling $|H_{ab}|$ values [meV] for $\text{Zn}_2^+$ dimer self-exchange and the decay rate parameter $\beta$ [Å$^{-1}$] fitted to $|H_{ab}| = Ae^{-\beta d/2}$ function. The values were calculated with PBE50/DZV and reoptimized ‘Opt’ basis set.

<table>
<thead>
<tr>
<th>$d$ [Å]</th>
<th>5.0</th>
<th>6.0</th>
<th>7.0</th>
<th>$\beta$ [Å$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DZV</td>
<td>47.8</td>
<td>22.0</td>
<td>5.1</td>
<td>2.24</td>
</tr>
<tr>
<td>Opt</td>
<td>92.0</td>
<td>27.3</td>
<td>7.8</td>
<td>2.47</td>
</tr>
<tr>
<td>Ref$^a$</td>
<td>173.7</td>
<td>56.0</td>
<td>15.5</td>
<td>2.42</td>
</tr>
</tbody>
</table>

$^a$CASSCF(3,8)/aug-cc-pVTZ values from Ref. 39
Table 3: Electronic coupling $|H_{ab}|$ values [meV] for organic-dimer HAB11 database molecules and the decay rate constants $\beta$ [Å$^{-1}$] fitted to $H_{ab} = Ae^{-\beta d/2}$ expression.

<table>
<thead>
<tr>
<th>Dimer</th>
<th>$d$ [Å]</th>
<th>PBE</th>
<th>PBE0</th>
<th>PBE50</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>380.1</td>
<td>427.5</td>
<td>474.6</td>
<td>519.2$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>183.5</td>
<td>217.6</td>
<td>253.7</td>
<td>270.8$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>89.2</td>
<td>111.6</td>
<td>137.1</td>
<td>137.6$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>43.1</td>
<td>56.9</td>
<td>73.3</td>
<td>68.5$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>2.90</td>
<td>2.69</td>
<td>2.48</td>
<td>2.70</td>
<td></td>
</tr>
<tr>
<td>Acetylene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>335.1</td>
<td>380.6</td>
<td>426.9</td>
<td>460.7$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>155.1</td>
<td>186.2</td>
<td>219.8</td>
<td>231.8$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>71.8</td>
<td>91.3</td>
<td>113.7</td>
<td>114.8$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>31.6</td>
<td>44.7</td>
<td>56.9</td>
<td>56.6$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.14</td>
<td>2.86</td>
<td>2.68</td>
<td>2.80</td>
<td></td>
</tr>
<tr>
<td>Cyclopropene</td>
<td>3.5</td>
<td>383.5</td>
<td>438.7</td>
<td>496.9</td>
<td>536.6$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>177.0</td>
<td>213.1</td>
<td>253.8</td>
<td>254.0$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>80.0</td>
<td>102.3</td>
<td>129.1</td>
<td>118.4$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>35.7</td>
<td>48.8</td>
<td>65.5</td>
<td>54.0$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.17</td>
<td>2.93</td>
<td>2.70</td>
<td>3.06</td>
<td></td>
</tr>
<tr>
<td>Cyclobutadiene</td>
<td>3.5</td>
<td>309.2</td>
<td>367.9</td>
<td>424.5</td>
<td>462.7$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>150.4</td>
<td>188.8</td>
<td>228.4</td>
<td>239.1$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>73.0</td>
<td>98.2</td>
<td>126.3</td>
<td>121.7$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>35.9</td>
<td>51.4</td>
<td>70.1</td>
<td>62.2$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>2.87</td>
<td>2.62</td>
<td>2.40</td>
<td>2.67</td>
<td></td>
</tr>
<tr>
<td>Cyclopentadiene</td>
<td>3.5</td>
<td>329.5</td>
<td>380.9</td>
<td>436.4</td>
<td>465.8$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>159.0</td>
<td>193.3</td>
<td>232.4</td>
<td>234.4$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>77.6</td>
<td>99.7</td>
<td>126.3</td>
<td>114.3$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>37.7</td>
<td>51.5</td>
<td>69.1</td>
<td>53.4$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>2.89</td>
<td>2.67</td>
<td>2.46</td>
<td>2.89</td>
<td></td>
</tr>
<tr>
<td>Furane</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.5</td>
<td>315.8</td>
<td>363.5</td>
<td>412.4</td>
<td>440.3$^a$</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>147.2</td>
<td>179.6</td>
<td>215.5</td>
<td>214.9$^a$</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>69.3</td>
<td>89.8</td>
<td>114.4</td>
<td>101.8$^a$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>32.7</td>
<td>45.1</td>
<td>61.1</td>
<td>46.0$^a$</td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.02</td>
<td>2.78</td>
<td>2.54</td>
<td>3.01</td>
<td></td>
</tr>
</tbody>
</table>
Table 3: *(continued.)*

<table>
<thead>
<tr>
<th>Dimer</th>
<th>$d$ [Å]</th>
<th>PBE</th>
<th>PBE0</th>
<th>PBE50</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrrole</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>328.1</td>
<td>376.6</td>
<td>425.2</td>
<td>456.3$^a$</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>156.3</td>
<td>190.0</td>
<td>226.5</td>
<td>228.6$^a$</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>75.5</td>
<td>97.3</td>
<td>123.0</td>
<td>111.3$^a$</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>36.6</td>
<td>50.0</td>
<td>67.2</td>
<td>52.2$^a$</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>2.92</td>
<td>2.69</td>
<td>2.46</td>
<td>2.89</td>
<td></td>
</tr>
<tr>
<td>Thiophene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>338.5</td>
<td>387.1</td>
<td>437.8</td>
<td>449.0$^b$</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>158.6</td>
<td>191.9</td>
<td>230.5</td>
<td>218.9$^b$</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>75.2</td>
<td>96.2</td>
<td>121.9</td>
<td>106.5$^b$</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>35.7</td>
<td>48.2</td>
<td>36.3</td>
<td>54.4$^b$</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.00</td>
<td>2.78</td>
<td>3.24</td>
<td>2.82</td>
<td></td>
</tr>
<tr>
<td>Imidazole</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>309.2</td>
<td>353.9</td>
<td>406.5</td>
<td>411.6$^b$</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>144.4</td>
<td>176.5</td>
<td>211.1</td>
<td>202.6$^b$</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>68.2</td>
<td>60.7</td>
<td>110.3</td>
<td>99.1$^b$</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>32.3</td>
<td>24.3</td>
<td>39.9</td>
<td>49.7$^b$</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.01</td>
<td>3.64</td>
<td>3.04</td>
<td>2.82</td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>332.4</td>
<td>377.0</td>
<td>428.1</td>
<td>435.2$^b$</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>154.1</td>
<td>186.4</td>
<td>223.2</td>
<td>214.3$^b$</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>43.2</td>
<td>92.7</td>
<td>118.0</td>
<td>104.0$^b$</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>5.0</td>
<td>44.2</td>
<td>61.0</td>
<td>51.7$^b$</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>5.55</td>
<td>2.85</td>
<td>2.59</td>
<td>2.85</td>
<td></td>
</tr>
<tr>
<td>Phenol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>254.9</td>
<td>289.3</td>
<td>324.9</td>
<td>375.0$^b$</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>114.4</td>
<td>136.5</td>
<td>160.8</td>
<td>179.6$^b$</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>52.4</td>
<td>66.3</td>
<td>81.5</td>
<td>85.2$^b$</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>22.9</td>
<td>30.2</td>
<td>42.1</td>
<td>41.3$^b$</td>
<td></td>
</tr>
<tr>
<td>$\beta$ [Å$^{-1}$]</td>
<td>3.21</td>
<td>3.00</td>
<td>2.72</td>
<td>2.95</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ MRCI+Q value from Reference 44  
$^b$ NEVPT2 value from Reference 44
Table 4: Electronic coupling values [meV] from periodic-boundary calculations (PBC) of hole transfer between two oxygen vacancies in bulk MgO. Projection in POD was performed to D-A regions separated by one layer of atoms (R1) and to touching half-cell D-A regions (R2) for comparison. CDFT values were obtained with the R1 region definition.

<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>POD / R1</td>
<td>2.0</td>
<td>273.7</td>
<td>38.1</td>
</tr>
<tr>
<td>POD / R2</td>
<td>13.3</td>
<td>566.2</td>
<td>590.9</td>
</tr>
<tr>
<td>CDFTa</td>
<td>44.0</td>
<td>537.0</td>
<td>183.7</td>
</tr>
</tbody>
</table>

a Reference 60
Figure 1: Effect of HFX in $H_{ab}$ calculation on He$_2^+$ dimer at 3.0 Å. Highest occupied (HOMO) and lowest unoccupied (LUMO) adiabatic MOs of the He$_2^+$ are plotted at the bottom and top part of the figure, respectively, while the projected diabatic states localized on individual atoms are shown in the middle. Orbitals obtained by pure GGA are plotted in orange / green color while the PBE50 results are shown in red / blue. The $|H_{ab}|$ is proportional to the overlap of the diabatic states and have values of 37.33 meV (PBE) and 62.04 meV (PBE50).
Figure 2: Structure of anatase TiO$_2$ cluster with adsorbed coumarine 343 molecule. (a) donor state molecular orbital in cluster model, (b) representative acceptor orbital on TiO$_2$, (c) donor state molecular orbital in surface model, and (d) representative acceptor orbital on TiO$_2$ surface are plotted.
Figure 3: Electronic states of (a) TiO$_2$ cluster and (b) TiO$_2$ surface with adsorbed coumarine 343 molecule. The states of the whole system, denoted as ‘complex’, were decomposed to ‘donor’ part (C343) and ‘acceptor’ part (TiO$_2$) by the POD method. States of the isolated molecule and the titania cluster are shown for comparison. Donor state used for coupling element calculations is highlighted by magenta color, Fermi energy is shown by green line.
Figure 4: Magnitudes of the electronic coupling elements $|H_{ab}|$ between donor state localized on the coumarine and vacant states of (a) TiO$_2$ particle and (b) TiO$_2$ surface. Position of the donor state is marked by the red vertical line. The origin of the energy scale was aligned with the Fermi energy of the system.
Figure 5: Localized $\pi_1^*$ donor orbitals of (a) HCSCH$_2$CN, (b) HCS(CH$_2$)$_2$CN, (c) HCS(CH$_2$)$_3$CN, (d) HCS(CH$_2$)$_4$CN, (e) HCS(CH$_2$)$_5$CN, (f) HCS(CH$_2$)$_6$CN and (g) HCS(CH$_2$)$_7$CN molecule adsorbed on Au(111) surface.
Figure 6: Values of the electronic coupling elements $|H_{ab}|$ between $\pi_1^*$ donor state (red line) of (a) HCSCH$_2$CN, (b) HCS(CH$_2$)$_2$CN, (c) HCS(CH$_2$)$_3$CN, (d) HCS(CH$_2$)$_4$CN, (e) HCS(CH$_2$)$_5$CN, (f) HCS(CH$_2$)$_6$CN and (g) HCS(CH$_2$)$_7$CN molecule and Au(111) states. The origin of the energy scale is aligned with the Fermi level of the given system.
Figure 7: Diabatic states of the Q-TTF-Q⁻ molecule obtained by the POD method using B3LYP functional and TVZP basis set. Donor-acceptor regions were defined as half of the molecule.
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