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Abstract 

Rh-doped and Rh/Sb codoped TiO2 and SrTiO3 powders have been synthesised by solid state 

reaction of the titanate with the appropriate dopant oxides. The resultant materials have been 

extensively analysed in order to elucidate their physical, electrical and optical properties in 

order to determine their characteristics as photocatalyst materials. Powder X-ray diffraction 

provided information regard phase purity of the samples and indicated that for SrTiO3, direct 

synthesis of doped materials from the titanate is not possible for total dopant concentration > 

1.5 mol. %. A preliminary study indicated that the Sb dopant oxidation state cannot be inferred 

from photoelectron core line position measured by X-ray photoelectron spectroscopy (XPS) 

and so X-ray absorption measurements were recorded in both cases. For TiO2 the presence of 

Sb (V) was strongly indicated both by the Sb K-edge energy and the EXAFS derived Sb-O 

bond lengths. In SrTiO3, due to the low concentrations of dopant ion, results were 

inconclusive. Since the existence of Rh4+/Rh3+ in these materials affects the Fermi level 

position, which is calibrated as 0 eV in XPS, careful handling of XPS data was required. The 

valence band and O 1s core line spectra were utilised to indicate the position of Fermi level in 

these materials. Transient absorption spectroscopy was used to probe the charge carrier 

dynamics of some selected materials and indicated that while the high dopant concentrations 

in TiO2 appeared to supress charge carrier formation and increase recombination, low 

concentrations of dopants in SrTiO3 show no negative effects with respect to pristine SrTiO3 

powder. 

  



8 

 

  



9 

 

Acknowledgements 

First I would like to thank my supervisor, Dr Robert Palgrave, for his guidance, 

encouragement and support throughout my PhD studies, and for allowing me to be 

independent in my research, while still keeping me on track. I was told many times by many 

people that I was lucky to have you as a supervisor and I would always, and will always, agree. 

I am grateful to my second supervisor, Professor Claire Carmalt, who has always been helpful 

to me, despite her being exceptionally busy. Thank you both. 

I would like to thank the technical staff at UCL, particularly Dr Steve Firth for his consistently 

calm and conscientious assistance using SEM. I am also grateful to Professor Gopinathan 

Sankar for his help with synchrotron X-ray absorption measurements and data processing and 

to Dr Andreas Kafaizas for similar assistance with transient absorption spectroscopy. I would 

like to thank Dr Chris Blackman for his guidance with my teaching duties and for many a 

useful and interesting discussion about all things chemistry. To my group members, in 

particular Andrew Breeson and Shiny Mathew, thanks for entertaining me over the years. Itôs 

been great to have you in my academic family. And thank-you Shiny for all the XRD.  

I also wish to thank the people I have shared this experience with, both the PhD students Iôve 

studied alongside and the post-docs who have helped me out of a few scrapes. Of course Iôm 

grateful to all of the people from the third floor of the Christopher Ingold Building, but 

particular thanks go to Dr Helen Kimber, Miss Monika Jurcic, Dr Ana Jorge-Sobrido, Dr Raul 

Quesada-Cabrera, Dr Carlos Sotelo-Vasquez, Dr Nick Chadwick, Dr William Peveler, Dr 

Michael Powell, Mr Gwyn Evans, Dr Michael Warwick, Dr Emma Newton, Ms Chiaki Crews 

(honorary third floor member)- you have all made this a very memorable (in parts) four and a 

half years. 

Outside of university I have to thank my friends, from home, netball and 35 Offord Road. 

Youôve all listened to me whinge and picked me up from my numerous downs too many times 

to count. Thank you. 

And finally, to my mother, Denise, and my sister, Naomi, thank you both for making me the 

person I am today. You have shaped me (so youôre to blame), supported me and been the best 

family a person could ask for. This thesis is for you.  



10 

 

  



11 

 

List of Figures 

Figure 1: Electricity generation by fuel source from U.K. Department for Business Energy and 

Industrial Strategy .................................................................................................................. 25 

Figure 2: Schematic of photoelectrochemical cell setup showing the water splitting half 

reactions ................................................................................................................................. 28 

Figure 3: Citation report for articles resulting from a Web of Science search using the term 

ñsolar water splittingò ............................................................................................................ 29 

Figure 4: Band structure schematic for conductors, semiconductors and insulators ............. 30 

Figure 5: Schematic band diagrams for p-type and n-type semiconductors .......................... 31 

Figure 6: The three types of heterojunction interface type I (straddling gap), type II (staggered 

gap) and type III (broken gap) ............................................................................................... 31 

Figure 7: Band-bending diagram for a p-n junction, showing the depletion zone between -xp 

and xn. .................................................................................................................................... 32 

Figure 8: Photoexcitation of an electron and consequential formation of a photogenerated hole 

in a semiconductor ................................................................................................................. 33 

Figure 9: Band edge positions and band gap values for some key semiconductors alongside 

the ideal position for semiconductor band edges for water splitting...................................... 34 

Figure 10: Electron pathway in photosynthesis of green plants using photosystems I and II 36 

Figure 11: Schematic representation of Z-scheme photocatalysis showing A: single material 

photocatalysis, B: water oxidation catalyst, C: hydrogen reduction catalyst (where B+C 

together are mediated by two different ion pairs X/X- and Y/Y+) D: where B+C together are 

mediated by one ion pair ........................................................................................................ 36 

Figure 12: Structures of anatase54, rutile55 and brookite56 TiO2 ............................................. 38 

Figure 13: SrTiO3 cubic perovskite crystal structure with a central Ti4+ ion (blue) octahedrally 

coordinated to 6 O2- ions (red) and Sr2+ ions (green) situated on the unit cell vertices .......... 41 

Figure 14: Schematic representation of two materials before solid state reaction (top) and 

during solid state reaction (bottom) showing a product layer that forms at the interface ...... 44 

Figure 15: Schematic representation of X-ray diffraction ..................................................... 47 

Figure 16: Schematic diagram of diffuse reflectance UV-Vis experiment. Monochromatic 

incident light is reflected diffusely by the sample and collected by an integrating sphere, which 

directs the light to the photodiode detector to intensify what would otherwise be a weak signal.

 ............................................................................................................................................... 50 

Figure 17: Schematic diagram of XPS setup correlating to 5 steps outlined above. The electron 

path is represented by a purple line, which is dashed as it becomes attenuated by the transfer 

lenses and hemispherical analyser. ........................................................................................ 52 



12 

 

Figure 18: Schematic representation of the TAS experiment. A pump pulse generates charges 

followed by a probe pulse whose absorption changes dependent on the concentration of 

photoexcited charges. It is this absorption which is tracked for the remainder of the time after 

ȹt, up to complete recombination (i.e. the ground state absorption prior to excitation) ........ 56 

Figure 19: Schematic representation of a simple X-ray absorption experiment .................... 57 

Figure 20: An example X-ray absorption spectrum, outline the XANES and EXAFS sections 

of the spectrum ....................................................................................................................... 58 

Figure 21: Explanation of X-ray nomenclature and schematic energy level diagram using X-

ray notation, which is more commonly used for X-ray techniques, rather than standard 

spectroscopic notation. ........................................................................................................... 60 

Figure 22a: (top) PXRD pattern of as-received Sb2O3 and b (bottom) as-received Sb2O5 both 

by comparison with standard patterns from literature139, 140 ................................................... 65 

Figure 23a: close up views of a) (top) the 9- 19 ° region and b) (bottom) the 19-29 ° region of 

as-received Sb2O5 PXRD pattern ........................................................................................... 66 

Figure 24: X-ray diffraction patterns of Sb2O3 powders treated for varying times in H2O2 for 

oxidation. These data were collected on a STOE diffractometer, in foil mode, using Mo 

radiation (ɚ = 0.7107 nm) ...................................................................................................... 67 

Figure 25: O 1s / Sb 3d core line region of Sb2O3 after 4 hours of exposure to H2O2. Sb 3d 

components can be seen modelled in blue, with O 1s and M-OH components modelled in 

orange. .................................................................................................................................... 68 

Figure 26: XPS calculated Sb/O ratio of Sb2O3 as-purchased powders exposed to hydrogen 

peroxide for 5 minutes, 1 hour, 4 hours and 24 hours. Reference lines for Sb2O3 and Sb2O5 

Sb/O theoretical ratios have been included for clarity. .......................................................... 69 

Figure 27: Layered structure of orthorhombic Sb2O3, where O atoms are shown in red and Sb 

atoms shown in blue. .............................................................................................................. 71 

Figure 28: Valence band spectra of bottom: Sb2O3 as-purchased powder and Sb2O5* used as 

the óstandardô valence band models. Top and middle: example time resolved valence band 

spectra modelled with Sb2O3 and Sb2O5* models. ................................................................. 74 

Figure 29: Proportion of Sb2O3-like contribution to the valence band as determined by fitting 

of constrained Sb2O3 and 130h H2O2 exposed sample valence band components shown in 

Figure 28. ............................................................................................................................... 76 

Figure 30: Schematic diagram of Sb2O3 layer at the surface of Sb2O3 during the oxidation 

reaction. .................................................................................................................................. 77 

Figure 31: Probability of and electron being photoemitted as a function of depth, x. ........... 77 

Figure 32: Oxidation depth versus reaction time for Sb2O3 to Sb2O5 oxidation by H2O2. A 

logarithmic increase is observed and trend line fitted with function as shown on the graph. 79 



13 

 

Figure 33: Ball and stick representations of the unit cells of orthorhombic Sb2O3 (left) and 

rutile-like Sb2O5 (right). Antimony atoms are green and oxygen atoms are red. ................... 80 

Figure 34: a)  Normalised Sb 3d3/2 core line spectra of Sb2O3 (black) and Sb2O3 samples 

exposed to H2O2 for 5 minutes, 1 hour, 4 hours and 24 hours (light blue to dark blue and b) 

the top of the peaks for clarification of position .................................................................... 80 

Figure 35: a Peak positions of Sb 3d and 4d photoelectrons as a function of H2O2 exposure 

time and b) FWHM values for Sb 3d (orange, left axis) and Sb 4d (blue, right axis) plotted 

against Log10 time. Peak broadening is experienced by both core lines to the same degree . 81 

Figure 36: Sb 3d3/2 and O 1s peak position determined from modelling of the Sb 3d and O 1s 

core line region, plotted against reaction time. ...................................................................... 82 

Figure 37: top O 1s / Sb 3d core line region of Sb2O3 and bottom Sb 4d core line region. Both 

spectra show samples after 1 hour of exposure to H2O2 modelled with Sb (III) (blue) and Sb 

(V) (orange) components of equal FWHM.  O 1s and M-OH components can be seen in the 

3d spectrum with black hatched lines .................................................................................... 84 

Figure 38: a) top O 1s / Sb 3d core line region of Sb2O3 and b) bottom Sb 4d core line region. 

Both spectra show samples after 1 hour of exposure to H2O2 modelled with Sb (III) (blue) and 

Sb (V) (orange) components of differing FWHM.  O 1s and M-OH components can be seen 

in the 3d spectrum with black hatched lines. ......................................................................... 88 

Figure 39: Schematic band diagram showing the change in Fermi level energy between Rh 

(III) and Rh (IV) doped TiO2 ................................................................................................. 97 

Figure 40: PXRD patterns of as purchased rutile starting material (purple line, bottom pattern) 

and the same material after 10h calcination at 1100 ęC (ñfired rutileò, black line, top pattern). 

Bragg angles correlating to the anatase phase are marked in red........................................... 98 

Figure 41: XRD patterns of TiO2 doped with varying % Rh (1, 3, 5, 7 and 9 %) by comparison 

with a standard TiO2 pattern ................................................................................................ 100 

Figure 42: XRD patterns of TiO2 doped with 5% Rh and varying % Sb (1, 3, 5, 7 and 9 %) by 

comparison with a standard TiO2 pattern ............................................................................. 101 

Figure 43: TiO2[Rh5%][Sb9%] fired once (bottom pattern) and fired twice (top pattern) for 

10 hours at 1100 °C each time ............................................................................................. 102 

Figure 44: Comparison of lattice parameters for undoped TiO2 (red) and a) Rh doped TiO2 

lattice parameter a, b) Rh doped TiO2 lattice parameter c, c) Rh/Sb codoped TiO2 lattice 

parameter a  and d) Rh/Sb codoped TiO2 lattice parameter c .............................................. 103 

Figure 45: Cell volumes of both Rh and Rh/Sb codoped TiO2 by comparison with undoped 

TiO2 ...................................................................................................................................... 104 

Figure 46: a) Rh X-ray absorption spectrum of Rh2O3 and Rh metal compared with 

TiO2:[Rh5%], TiO2:[Rh5%][Sb1%], TiO2:[Rh5%][Sb3%] and TiO2:[Rh5%][Sb5%] and b) 

close up of the Rh k-edge between 23224 and 23228 eV .................................................... 106 



14 

 

Figure 47: EXAFS Fourier transform of Rh2O3, TiO2:[Rh5%] and TiO2 rutile .................. 107 

Figure 48: a) Sb X-ray absorption spectrum of Sb2O3 and Sb2O5 compared with 

TiO2:[Rh5%][Sb1%], TiO2:[Rh5%][Sb3%] and TiO2:[Rh5%][Sb5%] and b) close up of the 

Sb k-edge between 30480 and 30490 eV ............................................................................. 108 

Figure 49: EXAFS Fourier transform of Sb2O3, Sb2O5, TiO2:[Rh5%][Sb1%], 

TiO2:[Rh5%][Sb3%], TiO2:[Rh5%][Sb5%] and TiO2 rutile ............................................... 109 

Figure 50: a) TiO2 Rutile control (heated to 1100 °C for 10h), b) TiO2[Rh1%], c) TiO2[Rh3%], 

d) TiO2[Rh5%], e) TiO2[Rh7%], f) TiO2[Rh9%] ................................................................ 110 

Figure 51:: a) TiO2 Rutile control (heated to 1100 °C for 10h), b) TiO2[Rh5%][Sb1%], c) 

TiO2[Rh5%][Sb3%], d) TiO2[Rh5%][Sb5%], e) TiO2[Rh5%][Sb7%], f) TiO2[Rh5%][Sb9%]

 ............................................................................................................................................. 110 

Figure 52: Example of a spectrum of the O 1s/Sb 3d region fitted by constraining an Sb 3d5/2 

component to the Sb 3d3/2 peak, allowing an O 1s to be generated and its position determined. 

Sb 3d components can be seen in orange, with O 1s and M-OH components in red .......... 111 

Figure 53: Nominal and XPS calculated amounts of dopant ion for Rh-doped samples (left) 

and Rh/Sb codoped samples (right). For ease of comparison between the two datasets, the y-

axes are equal. ...................................................................................................................... 112 

Figure 54: Dopant ion concentration as a function of sputter time into a Rh/Sb doped 

TiO2(110) single crystal ....................................................................................................... 115 

Figure 55: Valence band spectra of pristine TiO2 and 1, 5 and 9% Rh doped TiO2. As the 

nominal amount of Rh increases, the prominence of an in-gap feature due to Rh 4d t2g electrons 

also increases. ...................................................................................................................... 116 

Figure 56: Valence band spectra of pristine TiO2 and 1, 5 and 9% Rh doped TiO2. As the 

nominal amount of Rh increases, the prominence of an in-gap feature due to Rh 4d t2g 

electrons also increases. ....................................................................................................... 117 

Figure 57: Valence band XP spectra of pristine TiO2, Rh doped TiO2 and Sb/Rh codoped TiO2. 

Lines on the VB spectra of doped samples indicate the position of the high B.E. VB peak and 

Rh feature in codoped TiO2, clearly illustrating the change in position between ................ 118 

Figure 58: Schematic band gap diagram illustrating actual change in fermi level position with 

the resultant perceived change in O 1s binding energy annotated ....................................... 119 

Figure 59: O 1s positions correlated with nominal [Sb%]. O 1s positions of pristine TiO2 and 

TiO2:[Rh5%] included for comparison. ............................................................................... 120 

Figure 60: VBM and CBM variation with depth in Sb/Rh codoped TiO2 (110) single crystal. 

The CBM at the surface is placed at 0 eV and the band gap is assumed to be 3.06 as in bulk 

rutile TiO2. ........................................................................................................................... 121 

Figure 61: Binding energy separation between O1s and Rh 3d peaks in TiO2[Rh5%] and 

TiO2[Rh5%][Sb9%]. The energy difference between the core lines increases with Sb doping. 



15 

 

Assuming a static oxide O1s peak with no chemical shift, the increasing energy difference 

upon Sb doping can be attributed to a decrease in the binding energy of the Rh 3d core line, 

corresponding to a less positive oxidation state for Rh. ....................................................... 122 

Figure 62: Core line separation values for all doped samples. It can be seen that all Rh doped 

samples have similar values for their O 1s-Rh 3d core line separation, but that codoped 

samples exhibit higher core line separation values upon Sb/Rh Ó 1.4. ................................ 122 

Figure 63: Tauc plot of TiO2 Rutile control (heated to 1100 °C for 10h) (dotted line), 

TiO2:[Sb5%] (dark cyan) and TiO2:[Rh5%] (blue).............................................................. 124 

Figure 64: UV-Visible absorbance spectra of TiO2[Rh5%][Sb1%], TiO2[Rh5%][Sb3%], 

TiO2[Rh5%][Sb5%], TiO2[Rh5%][Sb7%], TiO2[Rh5%][Sb9%] ........................................ 125 

Figure 65: Kubelka-Munk transformed data resultant Tauc Plot, example using TiO2 fired 

rutile ..................................................................................................................................... 126 

Figure 66: Energy level diagrams illustrating the possible transitions observed in the doped 

materials, if they are allowed and their approximate energy requirement ........................... 127 

Figure 67: a) TAS spectrum of TiO2 fired rutile powder and b) TAS spectrum of TiO2[Sb5%] 

mobile electrons ................................................................................................................... 129 

Figure 68: a) DR-TAS spectrum of TiO2[Rh5%] b) DR-TAS Spectrum of TiO2[Rh5%][Sb5%] 

and c) TiO2[Rh5%][Sb9%] .................................................................................................. 130 

Figure 69: TAS recombination kinetics of TiO2 fired rutile, TiO2[Rh5%], 

TiO2[Rh5%][Sb5%], TiO2[Rh5%][Sb9%] .......................................................................... 131 

Figure 70: Normalised TAS spectra of TiO2 fired rutile, TiO2[Rh5%], TiO2[Rh5%][Sb5%], 

TiO2[Rh5%][Sb9%] ............................................................................................................. 132 

 Figure 71: XRD pattern of products from solid state reaction of SrTiO3 with the appropriate 

molar amount of dopant to yield doped SrTiO3 with 5 % Rh doping and 1-9% Sb doping at 

2% intervals. The data shown are for mixtures fired twice at 1100 °C for 10 hours each. .. 139 

Figure 72: XRD patterns for dopant starting materials Rh2O3, both Sb2O3 polymorphs and 

possible other antimony oxide impurities Sb2O4 and Sb2O5 (all in black) compared with the 

impurity fingerprint from sample SrTiO3[Rh5%][Sb9%] .................................................... 141 

Figure 73: Impurity fingerprint pattern (red, top) by comparison with Sr-rich phases a) 

Sr3Ti2O7 (Ruddlesden-Popper) b) Sr4Ti3O10 (Ruddlesden-Popper) c) Sr3Ti2O7 (Elcombe) and 

d) Sr2TiO4 (Kawamura) ....................................................................................................... 142 

Figure 74: PXRD patterns of SrTiO3 and doped samples STO 01, 02, 03 and 04 .............. 144 

Figure 75: X-ray absorption spectra of STO 02, STO 03 and STO 04 by comparison with 

Sb2O5, Sb2O3 standards ........................................................................................................ 146 

Figure 76: Close up of the Sb K-edge of STO 02, STO 03, STO 04, Sb2O5 and Sb2O3 between 

30500 and 30500 eV ............................................................................................................ 147 



16 

 

Figure 77: STO 04 EXAFS Fourier transform and r-fit data producing Sb-O bond length 1.95 

Å. Note that the data presented have not been corrected for phase shift and therefore x-axis 

positions correlating to bond length appear short. ............................................................... 148 

Figure 78: XPS measured Sb concentrations vs nominal Sb concentrations (right) and XPS 

measured Rh concentrations vs nominal Rh concentrations for STO 01, 02, 03 and 04 (left)

 ............................................................................................................................................. 150 

Figure 79: Fitted valence band of pristine SrTiO3 ............................................................... 151 

Figure 80: Valence band spectra of STO1, STO2, STO3 and STO4 showing the SrTiO3 

portion in hatched lines and the Rh component in purple .................................................... 152 

Figure 81: O 1s positions correlated with nominal [Sb%] for all doped SrTiO3 samples 

including pristine SrTiO3 for comparison. ........................................................................... 153 

Figure 82: Diffuse Reflectance Spectra of STO1, STO2, STO3 and STO4 ........................ 154 

Figure 83: Tauc plots of samples STO1, STO2, STO3 and STO4. Linear sections are 

highlighted with red boxes and labelled with their effective transitions.............................. 155 

Figure 84: Tauc plot area showing Rh4+ d-d transition, which is diminished in STO2, STO3 

and STO4 where the presence Sb suppresses formation of Rh4+ in favour of Rh3+ ............. 157 

Figure 85: DR-TAS spectrum of SrTiO3 as-purchased powder, from 500 - 950 nm at 50 nm 

intervals. Spectra are shown from the micro second to second timescale ........................... 158 

Figure 86: DR-TAS spectra of samples STO 01, 02, 03 and 04 across wavelengths 500 - 950 

nm at 50 nm intervals. Spectra are shown from the micro second to second timescale ...... 159 

Figure 87: Normalised DR-TAS Spectra of pristine SrTiO3 and all doped samples ........... 160 

Figure 88: Recombination kinetics for all samples and normalised kinetics for all samples at 

550 nm, 700 nm and 850 nm................................................................................................ 161 

Figure 89: Kinetics for SrTiO3 and TiO2 at probe wavelengths of 750 nm and nm respectively, 

which is where their kinetics were observed to be slowest .................................................. 162 

 

  



17 

 

List of Tables 

Table 1: list of samples made, the dopant oxide powders used and the calcination temperature

 ............................................................................................................................................... 46 

Table 2: Orbital types, their associated l and j values and the relative intensities ................. 53 

Table 3: Binding energy, reported peak shift and FWHM values for Sb 3d 3/2 peaks from 

various sources ....................................................................................................................... 63 

Table 4: Positions of Sb and O atoms in orthorhombic Sb2O3 along the c-axis and thus the 

calculated demission and probability of photoemission values .................................................. 71 

Table 5: Peak positions and FWHM for Sb 3d 3/2,Sb 4d3/2, O 1s and Sb/O ratio for all samples

 ............................................................................................................................................... 73 

Table 6: Percentage contribution of Sb2O3 and Sb2O5 characterfor oxidised samples as 

determined by valence band fitting ........................................................................................ 76 

Table 7: Oxidation depth per sample as determined by Sb2O5-like character from valence band 

analysis ................................................................................................................................... 78 

Table 8: Peak position, FWHM, Sb III/V peak shift, residual standard deviation and resultant 

O 1s position for Sb3d XPS spectra using model 1 ............................................................... 85 

Table 9: Peak position, FWHM, Sb III/V peak shift and residual standard deviation for Sb4d 

XPS spectra using model 1 .................................................................................................... 86 

Table 10: Peak position, FWHM, Sb III/V peak shift, residual standard deviation and resultant 

O 1s position for Sb3d XPS spectra using model 2 ............................................................... 89 

Table 11: Peak position, FWHM, Sb III/V peak shift and residual standard deviation for Sb4d 

XPS spectra using model 2 .................................................................................................... 90 

Table 12: Gas evolution data for doped titanate photocatalysts............................................. 96 

Table 13: Impurity peak angles for sample TiO2[Rh5%][Sb9%] and possible Sb2Ox reflections 

to which they could correlate ............................................................................................... 102 

Table 14: Relative atomic percentages Ti vs dopant ions in doped TiO2 samples .............. 112 

Table 15: IMFP values for Ti 2p3/2, O 1s, Rh 3d3/2 and Sb3d3/2 ........................................... 113 

Table 16:Nominal vs WDS calculated dopant concentrations for doped TiO2 samples ...... 114 

Table 17: Band gap energies calculated using Tauc plot extrapolation. *indicates probable d-

d transition ........................................................................................................................... 126 

Table 18: Atomic percentages of all atoms present in doped SrTiO3 samples (total dopant 

concentration > 1.5 mol. %) ................................................................................................. 143 

Table 19: Atomic percentages of all atoms present in doped SrTiO3 samples (total dopant 

concentration < 1.5 mol. %) ................................................................................................. 150 

Table 20: O 1s - Rh 3d 5/2 core line difference for doped SrTiO3 ........................................ 154 



18 

 

Table 21: Extrapolated energies of transitions observed in optical spectra of doped SrTiO3

 ............................................................................................................................................. 156 

  



19 

 

Table of contents 

 

 

 

Abstract .................................................................................................................................... 7 

Acknowledgements .................................................................................................................. 9 

List of Figures ........................................................................................................................ 11 

List of Tables ......................................................................................................................... 17 

Table of contents .................................................................................................................... 19 

Chapter 1: Introduction .......................................................................................................... 23 

1.1 General introduction and aims ......................................................................................... 23 

1.2 The need for clean energy ................................................................................................ 24 

1.2.1 Hydrogen as a fuel .................................................................................................... 25 

1.2.2 Current methods of hydrogen production ................................................................. 26 

1.2.3 Water Splitting .............................................................................................................. 27 

1.2.3.1 Thermal Decomposition ..................................................................................... 27 

1.2.3.2 Photobiological Decomposition ......................................................................... 27 

1.2.3.3 Electrochemical Decomposition ........................................................................ 28 

1.3.1 Basic semiconductor Band Theory ........................................................................... 29 

Defects in semiconductors ............................................................................................. 30 

Band bending and Fermi level equilibration .................................................................. 31 

1.3.2 Principles of photocatalytic water splitting ............................................................... 32 

1.3.2.1 Z-schemes .......................................................................................................... 35 

1.4 Titanium Dioxide ............................................................................................................. 38 

1.4.1 Crystal Structure ....................................................................................................... 38 

1.4.2 Electronic Structure .................................................................................................. 39 

1.4.3 Modifying TiO2 to improve its photocatalytic activity ............................................. 40 

1.5 Strontium Titanate ........................................................................................................... 41 



20 

 

1.5.1 Crystal structure ........................................................................................................ 41 

1.5.2 Electronic structure ................................................................................................... 42 

1.5.3 Modifying SrTiO3 to improve its photocatalytic activity .......................................... 42 

1.8 Principles of Solid State Synthesis ................................................................................... 43 

Chapter 2: Experimental Methodology .................................................................................. 45 

2.1 Syntheses.......................................................................................................................... 45 

2.1.1 Synthesis of Doped Semiconductor Powders ........................................................... 45 

2.1.2 Single Crystal Dopant Diffusion ............................................................................... 45 

2.2 Physical Analysis Techniques .......................................................................................... 46 

2.2.1 Powder X-ray Diffraction (PXRD) ........................................................................... 46 

2.2.2 Ultraviolet-Visible (UV-Vis) Spectroscopy .............................................................. 48 

2.2.3 X-ray Photoelectron Spectroscopy (XPS) ................................................................. 50 

2.2.3.1 How XPS works (in Fixed Analyser Transmission, or FAT, mode) ................. 51 

2.2.3.2 XPS Spectra- Peak shape, quantification and analysis ...................................... 52 

2.2.4 Transient Absorption Spectroscopy (TAS) ............................................................... 56 

2.2.5 X-ray Absorption Spectroscopy (XAS) .................................................................... 57 

2.2.5.1 XAS background ................................................................................................ 57 

2.2.5.2 X-ray Absorption Near Edge Structure (XANES) Analysis .............................. 58 

2.2.6 Scanning Electron Microscopy (SEM) ..................................................................... 59 

2.2.7 Wavelength Dispersive Spectroscopy (WDS) .......................................................... 60 

Chapter 3: An XPS investigation into the differences between antimony (III) oxide and 

antimony (V) oxide ................................................................................................................ 61 

3.1 Introduction ...................................................................................................................... 61 

3.1.1 Powder X-ray Diffraction (PXRD) ........................................................................... 65 

3.1.2 X-ray photoelectron spectroscopy ............................................................................ 68 

3.1.2.1 Valence Band Analysis ...................................................................................... 73 

3.1.2.2 Quantification of Sb Oxidation State ................................................................. 79 

3.3 Conclusions ...................................................................................................................... 91 

Chapter 4: Investigation of the effects of Sb codoping on the electronic structure of Rh:TiO2

 ............................................................................................................................................... 95 



21 

 

4.1 Introduction ...................................................................................................................... 95 

4.2 Results and Discussion .................................................................................................... 98 

4.2.1 X-ray Diffraction ...................................................................................................... 98 

4.2.1.1 Phase Identification- TiO2 starting material and TiO2 control ........................... 98 

4.2.1.2 Phase Identification- Rh-doped Samples ........................................................... 99 

4.2.1.3 Phase Identification- Sb/Rh Codoped Samples ................................................ 100 

4.2.1.4 Lattice Parameters ............................................................................................ 103 

4.2.2 X-ray Absorption Spectroscopy .............................................................................. 105 

4.2.3 Scanning Electron Microscopy ............................................................................... 109 

4.2.3.1 Morphology and Particle Size .......................................................................... 109 

4.2.4 X-ray Photoelectron Spectroscopy .......................................................................... 111 

4.2.4.1 Surface Dopant Composition ........................................................................... 111 

4.2.4.2 Valence Band Spectra and Ef position ............................................................. 115 

4.2.4.3 Surface Dopant Oxidation State ....................................................................... 121 

4.2.5 Ultraviolet-Visible Spectroscopy ............................................................................ 123 

4.2.6 Transient Absorption Spectroscopy (TAS) ............................................................. 127 

4.2.6.1 DR-TAS Spectra .............................................................................................. 128 

4.2.6.2 DR-TAS Kinetics ............................................................................................. 130 

4.3 Conclusions .................................................................................................................... 134 

Chapter 5: Investigation of the effects of Rh and Sb doping on the electronic structure of 

SrTiO3 .................................................................................................................................. 137 

5.1 Introduction .................................................................................................................... 137 

5.2 Results ............................................................................................................................ 139 

5.2.1 Doped SrTiO3 from direct reaction of SrTiO3 and dopant oxides: Rh 5%, Sb 1-9%

 ......................................................................................................................................... 139 

5.2.1.1 Phase Identification .......................................................................................... 139 

5.2.1.2 XPS Quantification .......................................................................................... 142 

5.2.2 Doped SrTiO3 from direct reaction of SrTiO3 and dopant oxides: Rh 0.5%, Sb 0.1-

0.9% ................................................................................................................................. 143 

5.2.2.1 Phase Identification .......................................................................................... 143 



22 

 

5.2.1.2 Lattice Parameters and Cell Volumes .............................................................. 144 

5.2.2 X-ray Absorption Spectroscopy of Sb K-edge........................................................ 145 

5.2.3 X-ray Photoelectron Spectroscopy .......................................................................... 149 

5.2.3.1 Quantification of dopant ions ........................................................................... 149 

5.2.3.2 Valence band spectra and EF position .............................................................. 150 

5.2.3.3 Rh Oxidation State ........................................................................................... 153 

5.2.4 Ultraviolet-Visible Spectroscopy ............................................................................ 154 

5.2.5 Transient Absorption Spectroscopy ........................................................................ 157 

5.2.5.1 DR-TAS Spectra .............................................................................................. 158 

5.2.5.2 DR-TAS Recombination .................................................................................. 162 

5.3 Conclusions .................................................................................................................... 163 

Chapter 6: Conclusions and further work ............................................................................ 165 

Chapter 7: References .......................................................................................................... 169 

 

  



23 

 

Chapter 1: Introduction 

1.1 General introduction and aims 

Water splitting is a potential route towards the clean production of hydrogen (H2), which has 

many vital uses for energy demand, for example it can be used as a fuel in an internal 

combustion engine or as an energy carrier in a hydrogen fuel cell1, 2. Photocatalysis, which 

relies on the absorption of light in order to catalyse a reaction, is one such viable route. This 

phenomenon utilises semiconducting materials to overcome the energy barrier to the water 

splitting reaction. This thesis presents the results of an investigation into the development and 

characterisation of materials used for photocatalytic water splitting. 

First, some background is given to illustrate the global need for a clean route to hydrogen 

production. Here the political demands and definitions are given, alongside a description of 

current hydrogen and alternative hydrogen production methods. A discussion of the 

requirements for a material to be suitable for photocatalysis follows. Semiconductor band 

theory and methods of altering the band structure of a semiconductor are described, alongside 

the general principles of photocatalysis using single materials and combinations of materials 

(Z-schemes). Finally a summary of the current research landscape is given in a literature 

review of studies relevant to the work completed in this thesis, regarding titanium dioxide and 

strontium titanate. 

Chapter 2 describes the synthesis methods used to make the photocatalyst materials and the 

theory behind the techniques used to analyse them. The materials investigated in this thesis 

are Rh/Sb doped TiO2 and SrTiO3, which have both been reported in the literature to exhibit 

photocatalytic activity for H2 production. The aim of this thesis is to investigate the possible 

reasons behind this observed activity in order to determine principles that could be applied to 

other materials and dopant regimes. It should be noted therefore, that the analysis of the 

materials produced for these investigations focuses heavily on their characterisation, rather 

than testing their photocatalytic activity which has been proven elsewhere. 

Chapter 3 describes a preliminary investigation using Sb oxides undertaken due to issues 

regarding the analysis of Sb dopant ions in TiO2 and SrTiO3. There are mixed opinions in the 

scientific community regarding the presence or absence of chemical shift in Sb XPS between 

the (III) and (V) ions. Since XPS was used widely in this thesis as a diagnostic tool to 

determine the presence and environment of dopant ions, it was important to understand how 
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Sb core-line spectroscopic data should be most appropriately handled. The results presented 

in this chapter provide the foundation for Sb XPS analysis in subsequent chapters. 

Chapter 4 describes an investigation into Rh-doped and Sb codoped TiO2. In this chapter, the 

effects of doping are described from a study of varying Rh concentration (1-9 mol. %) and 

varying Sb/Rh (Rh = 5 mol. %, Sb = 1-9 mol. %) dopant ratio. The characterisation aims to 

explain possible reasons for previously observed photocatalytic activity and to understand the 

interesting ways that the dopants in these materials change the electronic structure. 

Chapter 5 describes a similar study into Rh and Sb codoped SrTiO3. Here the effects of 

synthesis method are also investigated; the direct synthesis of SrTiO3 with dopant oxides is 

attempted, by comparison with the previously reported reaction of SrCO3 and TiO2 with 

dopant oxides. An interesting difference between the effects of Sb as a codopant on the 

electronic structure of SrTiO3 with respect to that of TiO2 is highlighted and discussed, 

alongside other similarities and differences between the two systems. 

Finally, Chapter 6 concludes this thesis, summarising the findings of all three results chapters 

in context of each other. 

1.2 The need for clean energy 

The drive towards a decline in the production of greenhouse gases and a reduction in the rate 

of global warming is a prevailing topic in governmental discussions across the world. At the 

35th G8 summit in 2009, EU and G8 leaders declared the aim to reduce greenhouse gas 

emissions by 80% (from 1990s levels) by 20503. In order to achieve this it will be necessary 

to move away from dependence on fossil fuels and towards cleaner forms of energy. 

Clean energy was defined by the U.S. Energy Information Administration4 as:  

1. ñElectricity generated at a facility placed in service after 1991 using renewable 

energy, qualified renewable biomass, natural gas, hydropower, nuclear power or qualified 

waste-to-energy; and  

2. Electricity generated at a facility placed in service after enactment that uses qualified 

combined heat and power (CHP), generates electricity with a carbon-intensity lower than 0.82 

metric tons per megawatt-hour (the equivalent of new supercritical coal), or as a result of 

qualified efficiency improvements or capacity additions at existing nuclear or hydropower 

facilities. 

3. Electricity generated at a facility that captures and stores its carbon dioxide 

emissions.ò 
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Electricity is a clean energy carrier (i.e. zero carbon emission in use), though some of the 

methods currently used to produce large scale electrical output use fossil fuels, like coal, oil 

and gas, that contribute immensely to the generation of greenhouse gasses, namely carbon 

dioxide (CO2). Data, published by the U.K. Department for Business Energy and Industrial 

Strategy and shown in Figure 1, illustrates the distribution of sources from which electricity 

was generated in the UK in 2011 and 20165. Over the five year span shown, use of renewable 

sources has more than doubled and reliance on coal has diminished to 4% from 29%. However, 

use of oil (and ñotherò) has remained the same and use of gas has increased by 4%.   

 

Figure 1: Electricity generation by fuel source from U.K. Department for Business Energy and Industrial Strategy 

Electricity is produced by using these fuels to heat water, creating steam to drive a turbine and 

convert this kinetic energy into electrical energy6. In addition to general electricity production, 

transport is another source of high demand for fuel. The majority of current automotive 

vehicles rely on the internal combustion engine, which burns carbon based fuel to drive pistons 

and generate kinetic motion. Projections across the globe agree that these methods are 

unsustainable with the latest predictions indicating that there could be a maximum of only 90 

years of energy production from conventional fossil fuel sources7. 

1.2.1 Hydrogen as a fuel 

One viable alternative to fossil fuel combustion is hydrogen gas (H2 (g)) as a fuel source. 

Hydrogen can be burnt in order to heat water and create steam, used in an adapted internal 

combustion engine 1, 8 or as an energy carrier in a hydrogen fuel cell 6.  

The product of hydrogen combustion in the presence of oxygen is water, as shown by the 

reaction in Equation 1. 
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ςὌ  ὕ  O  ςὌὕ 

Equation 1 

If undertaken in air, as in an internal combustion engine, there are additional products such as 

nitrogen oxides (NOx) from reaction with nitrogen in the air and some carbon oxides (COx) 

and hydrocarbons from reaction with lubricating oils found inside the engine 2;  however, 

research is being undertaken in order to minimise these issues 9, 10.  

A fuel cell intakes hydrogen at the anode and oxygen (or air) at the cathode. Hydrogen is 

catalytically split into an electron and a proton, allowing the electron to create an electrical 

circuit before re-joining the proton at the cathode with oxygen, generating water 6. This type 

of fuel cell is already used in some vehicles 11, and plans to develop the hydrogen economy 

by introducing hydrogen fuelling stations are well underway in some locations, such as 

California12. 

1.2.2 Current methods of hydrogen production 

Current methods used to produce hydrogen involve the use of natural gas as a precursor. The 

main component of natural gas is methane (CH4) alongside smaller concentrations of larger 

hydrocarbons such as ethane, propane and butane. Trace amounts of nitrogen, carbon dioxide, 

sulphur and helium can be found in gas sourced from some regions and the general 

composition of natural gas varies from region to region13. Steam-methane reforming is the 

predominant method for the production of hydrogen in the current energy market14. Although 

the mechanism for the production of H2 from methane in this manner is complex and widely 

unknown, research into the rates of formation of the products has been based upon the 

following reactions15: 

ὅὌ Ὄὕ  O  ὅὕ  σὌ  

Equation 2 

ὅὕ Ὄὕ  O  ὅὕ  Ὄ  

Equation 3 

Overall, 

ὅὌ ςὌὕ  O  ὅὕ  τὌ  

Equation 4 

It can be easily concluded that CO2 is a major by-product from the production of H2 from 

methane. A major concern regarding steam methane reformation is the reliance on fossil fuels. 

Whilst hydrogen as a fuel itself only produces water as a by-product, there is inevitably 

production of carbon oxides when it originates from carbon based sources, which contribute 
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as greenhouse gases to climate change. Thus the search for a viable clean alternative method 

of hydrogen production is a vital area of research. 

1.2.3 Water Splitting 

Water splitting is an endothermic reaction (Equation 5) and can be expressed as its redox 

components shown in Equation 6 (oxidation) and Equation 7 (reduction). 

ςὌὕᴼς Ὄ  ὕ   

Equation 5 

ς Ὄὕ  ὕ τ Ὄ  τ Ὡ      ρȢςσ Ὡὠ 

Equation 6 

ς Ὄ ς Ὡ  Ὄ      πȢππ Ὡὠ 

Equation 7 

As can be deduced from the above reactions, four electrons are required per two water 

molecules to successfully split them into two hydrogen molecules and an oxygen molecule, 

with the overall potential of the reaction measuring -1.23 eV. The energy required to split 

water can be provided in different forms; an overview of notable methods follows. 

1.2.3.1 Thermal Decomposition 

Dissociation of water into various combinations of its component parts (H2, O2, H2O2, H, O 

etc.) occurs at temperatures above 2000ęC16. Since many other industrial processes occur at 

similarly high temperatures, this has been considered as a potentially viable form of hydrogen 

production. Two main issues surround this method: separation of the products and the low 

mole fraction of H2 that is formed.  

One solution is to incorporate filtration membranes in the reactor 17 to collect H2 as it is 

formed, however these tend to decompose when in contact with water at high temperatures 18. 

Another solution is to rapidly quench the hot reaction mixture; however, since this essentially 

suspends the process, the low mole fraction of H2 available limits the efficiency of this method. 

Only around 4 % of the mixture is H2 19, hence the yield is poor.  

1.2.3.2 Photobiological Decomposition 

The use of biological organisms in order to generate hydrogen was first experimented with in 

1942, where research focussed on green algae which could ferment hydrogen under a nitrogen 

atmosphere 20. The key component of the green algae is the enzyme hydrogenase which has 

been determined as important to photosynthetic electron transport in the cells 21. These systems 
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use light to convert water into oxygen and hydrogen following a complex biological pathway 

much the same as photosynthesis in plants. 

A limitation of green algae is its low capacity for hydrogen production, which does not show 

improvement with increasing light intensity. A competitive pathway for the involved electrons 

exists, whereby they are able to be employed in CO2 fixation, and furthermore a back reaction 

between H2 and O2 is facilitated in the absence of light 22.  

1.2.3.3 Electrochemical Decomposition 

Following the findings of Henry Cavendish in 1784 that an electrical spark would cause H2 

and O2 to combine and form water23, the reverse reaction was observed and water electrolysis 

using a battery to evolve H2 and O2 first reported  the early nineteenth century24, 25.  

 

Figure 2: Schematic of photoelectrochemical cell setup showing the water splitting half reactions 

A common electrochemical setup is shown in Figure 2, where evolution of H2 and O2 is driven 

by the electrical current provided by a cell. Two electrodes are submersed in electrolytic 

solution, providing a source of water and electrolytes to carry charge and complete the circuit. 

The source of electrical energy in this kind of setup is the cell, which can be a conventional 

battery but could also be a photovoltaic, whereby electrical energy is generated by the 

absorption of light. When a photovoltaic is used, the system can be termed 

photoelectrochemical. 

1.3 Principles of Photocatalysis 

Light induced water splitting was first achieved in 1972 by Fujishima and Honda26 with their 

photoelectrochemical cell containing a TiO2 electrode  at which water oxidation occurs and a 

Pt counter electrode at which H+ reduction occurs. Light absorbed by the TiO2 photoelectrode 

enabled the electrical requirements of the electrochemical cell to be reduced, since the 

absorbed light energy was facilitating part of the reaction. Following this discovery light 
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induced water splitting became highly researched in the literature, as can be seen in the citation 

report in Figure 3, which was generated from a literature search for the phrase ñsolar water 

splittingò through the Web of Science search engine on 04/02/2017.  

 

Figure 3: Citation report for articles resulting from a Web of Science search using the term ñsolar water splittingò 

Photocatalytic water splitting differs from that discovered by Fujishima and Honda in that all 

of the energy requirements for the reaction are satisfied by the absorption of light. This 

requires photocatalyst materials to fulfil certain electronic requirements, which are outlined in 

the following sections. The band theory of semiconductors, the materials used for 

photocatalysis, is described in order to lay foundations for further discussion of the 

requirements for a material to be a successful photocatalyst. 

1.3.1 Basic semiconductor Band Theory 

The general electronic structures of a conductor, semiconductor and insulator are shown in 

Figure 4. In contrast to a simplistic molecular model whereby distinct orbitals are occupied by 

single or paired electrons, a solid material with an extended crystal structure possesses ñbandsò 

of orbitals, contributed to by molecular orbitals of the atoms making up the structure that are 

very close in energy. These bands are termed the ñvalence bandò (VB), a lower energy band 

of orbitals containing the valence electrons of the structure and the ñconduction bandò (CB), 

a higher energy band of orbitals through which electrons can move more freely, allowing 

conduction to occur27. The energy difference between the valence band maximum (VBM) and 

the conduction band minimum (CBM) is termed the band gap (Eg) and is of primary 

importance in both classification of materials and when choosing a semiconductor for 

photocatalysis. 
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Figure 4: Band structure schematic for conductors, semiconductors and insulators 

In a conductor, substantial overlap between the CB and VB means that the CB is partially 

occupied and thus a proportion of electrons can move freely throughout the solid. In contrast, 

an insulator has a large band gap meaning that electrons cannot be excited into the CB, which 

remains empty. Semiconductors can be defined as having a band gap of between 0.5-4 eV28. 

In a semiconductor the size of the band gap is such that electrons can be excited from the VB 

to the CB upon absorption of energy. The excitation of a negative electron leaves a net loss of 

charge from the VB which is then described as having a positively charged ñholeò (h+). The 

electron and hole are termed ñcharge carriersò; their generation, mobility and lifetimes are of 

the highest importance in semiconductor catalysis. 

Defects in semiconductors 

A semiconductor with a perfect crystal structure is termed ñintrinsicò where the number of e- 

and h+ are equal. Semiconductors that differ from their pure form are ñextrinsicò, where either 

the e- > h+ (n-type) or e- < h+ (p-type). Semiconductors can be doped to form n-type or p-type 

materials by introducing donor or acceptor impurities, respectively. The introduction of donor 

states just below the CB means that small amounts of thermal energy (i.e. room temperature) 

can cause an electron to move into the CB, leaving behind an oxidised donor ion. For example, 

the introduction of Ti3+ into a TiO2 lattice has this effect. The singly occupied Ti3+ 3d orbitals 

lie just below the CB minimum (CBM)  in TiO2, injecting electrons into the CB and resulting 

in the formation of Ti4+, which is then stable in TiO2. In p-type doping an acceptor state is 

introduced close to the VB maximum (VBM) such that electrons from the VB can be thermally 

excited at room temperature into these acceptor states and thus leave a hole behind. 

In practice, most materials are extrinsic semiconductors due to inherent defects that cause 

them to be n- or p-type. The Fermi level can be considered to be a hypothetical energy level 

that, at thermodynamic equilibrium, has a 50% probability of being occupied by an electron 

at any given time 27. In an intrinsic semiconductor this would lie exactly ion the middle of the 
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band gap, since there are equal number of electrons and holes. However, in extrinsic 

semiconductors the position of the Fermi level, EF, is dependent on the nature of the 

semiconductor. An n-type semiconductor will have an EF close to the CBM, due to the donor 

states which are able to inject electrons into the CB and a p-type semiconductor will have an 

EF close to the VBM, due to the acceptor states present there.  

The band diagrams for p- and n-type semiconductors are shown in Figure 5 below.  

 

Figure 5: Schematic band diagrams for p-type and n-type semiconductors 

Band bending and Fermi level equilibration 

Combining two semiconductors via a physical interface (a heterojunction) results in 

equilibration of the Fermi levels across the junction; the EF must be the same throughout the 

material. Equilibration of the Fermi level occurs by ñband-bendingò at the interface. A p-type 

semiconductor, placed in contact with an n-type semiconductor forms a p-n junction, which is 

a simple example of when band bending may occur.  

In a heterojunction the alignment of the CBM and VBM of the two materials is important. In 

order to know the relative positions, these values are measured with respect to the vacuum 

level, that is, the energy of a free electron (outside of the semiconductor) at rest, with respect 

to the semiconductor. Thus the alignment of semiconductor band edges is dictated by the 

electron affinity. When combining materials in a heterojunction, different alignments of VBM 

and CBM are of course possible. These can be classified into three types: type I (straddling 

gap), type II (staggered gap) and type III (broken gap), which are illustrated in Figure 6. 

 

Figure 6: The three types of heterojunction interface type I (straddling gap), type II (staggered gap) and type III 

(broken gap) 
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When p-type and n-type materials are combined, electrons move across the junction from n-

type to p-type material, combining with positive ions (holes). Thus a layer depleted of charge 

carriers forms around the junction, called the depletion region denoted between -xp and xn on 

Figure 729. The ionised donors and acceptors in the depletion zone have charge, causing an 

intrinsic electrical field and thus a drift of charge carriers in the opposite direction. This 

diffusion of carriers continues until the drift current balances the diffusion current, thereby 

reaching thermal equilibrium as indicated by a constant Fermi level29.  

 

Figure 7: Band-bending diagram for a p-n junction, showing the depletion zone between -xp and xn. 

Heterojunctions are of importance in photocatalysis due to the intrinsic field they produce and 

its effect on charge migration, an essential factor in photocatalytic activity. In-depth 

understanding of the electronic structure of photocatalytic materials, in order to maximise their 

effectivity is therefore an essential part of photocatalysis research. 

1.3.2 Principles of photocatalytic water splitting 

Photocatalysis involves the absorption of light to reduce the energy requirement of a reaction. 

A photon of light, hɜ, is absorbed by an electron in the VB of a material, resulting in 

photoexcitation of the electron into the CB and formation of a positively charged hole in the 

VB. This photoexcitation process is shown schematically in Figure 8. Once generated, the 

electron and associated hole can go on to catalyse redox reactions for molecules adsorbed to 

the surface of the semiconductor material 30.  
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Figure 8: Photoexcitation of an electron and consequential formation of a photogenerated hole in a semiconductor 

An excited electron and hole proceed via any of the following pathways: 

i. Recombination 

ii. Migration to surface where they can: 

a. Recombine 

b. React with adsorbates (which can potentially back-react with the semiconductor) 

Charge carrier migration is therefore a very important factor within photocatalysis. Charge 

carriers must be able to reach the surface of the material in order to have the opportunity to 

react with any adsorbed molecules. Once at the surface, the e- and h+ must have enough 

potential to partake in the water splitting redox reactions. This translates to the band edge 

requirement that the CBM must be more negative than the potential for H+ reduction (0.00 eV 

vs NHE) and the VBM must lie more positive than the oxidation potential of H2O to O2 (+1.23 

eV vs NHE). That is, the band edges of the photocatalyst must straddle the redox potentials 

(see Figure 9)31. The band edges of WO3, shown in Figure 9, only straddle the water oxidation 

potential and therefore cannot be used for overall water splitting alone but can be combined 

with another material capable of H+ reduction. The combination of materials in this way will 

be discussed in section 1.3.2.1.  

In order to achieve excitation of an e- from VB to CB, the energy of an incident photon must 

be equal to or greater than the band gap of the semiconductor. Therefore, the size of the band 

gap is equal to the minimum energy necessary for photoexcitation to occur using that material. 

This energy requirement is related to light wavelength by the following: 

Ὁ
Ὤὧ

‗
 

Equation 8 

where Eg = band gap energy, h = Planckôs constant, c = speed of light (and thus the constant 

hc = 1239.8417 eVnm) and ɚ = wavelength of incident light. Using the known potentials of 

H+ reduction and water oxidation, it can be determined that the minimum energy required to 

split water can be satisfied by light of wavelength ~1008 nm (if Eg = 1.23 eV), which correlates 
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to the infrared (IR) region of the electromagnetic (EM) spectrum. However, since some 

activation energy is still required for the reaction to initiate32, the ideal band gap for a single 

material to be able to achieve overall water splitting is usually cited as ~1.5 eV, with band 

edges slightly outside of the redox potentials of water splitting, as shown by the óideal 

positionô marker in Figure 933. 

 

Figure 9: Band edge positions and band gap values for some key semiconductors alongside the ideal position for 

semiconductor band edges for water splitting 

The band gaps of stable semiconductors tend to be wider than this ideal energy; many 

photocatalysts are only effective under ultraviolet (UV) light which lies at the higher energy 

end of the electromagnetic spectrum. UV light accounts for only 4-5 % of solar radiation that 

reaches the earthôs surface, whereas visible light accounts for around 40 % of solar photons 

34; hence there is a drive in current photocatalytic research to find stable narrower band gap 

semiconductors that can utilise visible light (ɚ = 400-700nm). Such materials could increase 

the efficiency of the photocatalytic processes since a greater range of wavelengths of incident 

light would be effective in photogeneration of charge carriers. Many semiconductor 

conduction band edges lie close to the reduction potential for H+, though the valence band 

edges are far from the oxidation potential for H2O; a common approach to band gap reduction 

is therefore to alter the valence band in some way to bring the VBM to a less positive potential, 

whilst maintaining its position as positive with respect to the water oxidation potential. 

As mentioned, recombination of electrons and holes in the bulk of the catalyst is an alternative 

mechanism available to compete with the desirable redox reactions. Whilst a certain 

proportion of photogenerated electrons and holes are expected to recombine, a high 

recombination rate (often described as short charge carrier lifetime) negatively affects the 

efficiency of a photocatalyst. Prevention of recombination involves promoting charge 

separation, which can be achieved by introducing electron or hole scavengers (other species 
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that react with e- or h+
 and can then go on to react with the desired oxidant or reductant) or by 

improving charge carrier separation to prevent recombination. If the concentration of charge 

carriers is too high with poor charge separation, recombination is facile; if the concentration 

of charge carriers is too low, catalysis is slow35. Therefore, charge carrier generation alone 

cannot ensure an effective photocatalyst.  

Long term stability of materials must be a consideration when designing photocatalysts. 

Photocorrosion is an issue most associated with cadmium sulfide (CdS), though other 

promising semiconductors (for example ZnO36, AgNO3
37) can also be prone to it. Using CdS 

as an example, the catalyst is degraded by photogenerated holes by the following pathway: 

ςÈ ὅὨὛ  ὅὨ Ὓ 

Equation 9 

In the case of CdS it is believed that this mechanism is promoted by traces of cadmium oxide, 

which can be minimised if the synthesis is carried out in the absence of air38. As well as 

photocorrosion, other catalyst degradation pathways can be problematic, for example Cu2O 

possesses an ideal band gap for proton reduction, but is susceptible to oxidation and thus its 

efficiency diminishes over time. 

Stability in water and under light, charge carrier lifetime and band edge alignment are some 

of the difficulties that must be overcome when designing a photocatalyst system. Synthesis of 

functioning photocatalysts requires thoughtful design and comprehensive knowledge of the 

properties of the materials being used. 

1.3.2.1 Z-schemes 

An alternative to the search for a single material for overall water splitting is the Z-scheme. 

This involves a combination of two semiconductor photocatalysts, one able to catalyse 

oxidation of water and the other proton reduction. This two-step photoexcitation mimics the 

photosynthesis pathway found in plants, in that there are two redox centres at which each 

process occurs upon the absorption of a photon39.  

In photosynthesis, upon the absorption of a photon of solar light (hɜ) photosystem II (PS II ) 

oxidises water, receiving the resultant two electrons and promoting them to a higher energy 

state. Charge transfer occurs between the elevated PS II electrons into the lowest photosystem 

I (PS I) state. Absorption of a secondary photon occurs and the electrons are elevated to the 

PS I high energy state, at which they have enough energy to facilitate the production of ATP 

and NADPH- the energy carriers in green plants40. 
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Figure 10: Electron pathway in photosynthesis of green plants using photosystems I and II 

The Z-scheme works in much the same manner, the O2 evolution photocatalyst being 

equivalent to PSII and the H2 evolution catalyst being equivalent to PSI. In a Z-scheme the 

charge transfer process, which in photosynthesis happens across a complex pathway of 

proteins41, can be mediated by a redox couple such as IO3
-/I-. These redox couples can be 

generalised as an electron donor (Y) and an electron acceptor (X), as in Figure 11. At the 

hydrogen evolving catalyst, Y can be oxidised to X (ñY+ò), while H+ is reduced to H2, 

conversely at the oxygen evolving catalyst, X is reduced to Y (ñX-ò) while H2O is oxidised to 

O2 and H+. 

 

Figure 11: Schematic representation of Z-scheme photocatalysis showing A: single material photocatalysis, B: 

water oxidation catalyst, C: hydrogen reduction catalyst (where B+C together are mediated by two different ion 

pairs X/X- and Y/Y+) D: where B+C together are mediated by one ion pair 

Back reactions of interconversion between A and D can serve to inhibit the forwards water 

splitting reactions and so it is important to regulate the reactions that will occur by careful 

design of the z-scheme. The redox mediator must be preferentially reduced on the water 

oxidation catalyst and preferentially oxidised over the proton reduction catalyst for the system 

to proceed successfully. Redox potentials of all components must therefore be carefully tuned 

in order to complement each other. 
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Z-schemes can be formed by simply combining both the reduction and oxidation catalyst 

together in solution and using a redox mediator to shuttle electrons between the two, or by 

forming a direct contact between the two materials42. This second option forms a 

heterojunction, described previously in section 1.3.1. Due to the field created at the junction 

interface, heterojunction Z-schemes can offer enhanced charge separation, lengthening charge 

carrier lifetimes and thus improving the efficiency of the photocatalysts. Another advantage 

of Z-schemes over single material photocatalysts is the wide range of materials that are 

available to be used. When both the redox potentials of water must be straddled, the band 

edges of potential photocatalysts must be very specific, however, when only one or other 

potential needs to be straddled, many more materials, in different combinations can be 

combined. Additionally, because of the separation of the two parts of the reaction, materials 

with band gaps < 1.23 eV can be experimented with. A disadvantage of Z-scheme systems is 

that the quantum efficiency is immediately halved with respect to a single-step photocatalyst, 

since two photons are required to do the job of one photon in the single-step system. However, 

due to the low efficiencies experienced by single- material photocatalysts Z-schemes offer an 

interesting alternative solution. 

Initially, research naturally focussed on the combination of two TiO2 materials (one anatase, 

one rutile) assisted by Pt co-catalysts as a z-scheme system 43, though visible light active 

systems are of higher interest since both anatase and rutile are only active in the UV region of 

the EM spectrum. Strontium titanate is another wide band gap semiconductor that has been 

observed to exhibit visible light activity when doped and can be used for H2 evolution44.  A 

number of co-catalysts have been tested alongside doped STO; for example rhodium doped 

SrTiO3 with a ruthenium cocatalyst (Ru/SrTiO3:Rh) found to be an effective system for H2 

production (with WO3 as the O2 catalyst throughout comparisons)45. In this investigation by 

Sasaki et al. the difference between photodeposited Ru metal and impregnated RuO2 was 

examined due to a large discrepancy between the activities of the two systems. It was found 

that impregnated RuO2 is not an effective co-catalyst and that, since metallic Ru is oxidised 

once deposited, is most likely due to the poor dispersion of RuO2 throughout the SrTiO3.  

For many z-schemes the I-/IO3
- redox couple has been used as a mediating pair to shuttle 

electrons between catalysts. An alternative mediatory couple is Fe2+/Fe3+, which can be 

included in solution as FeCl2
46. Some investigations report that the reduction of the mediator 

can proceed preferentially to water reduction at high concentrations47. In order to prevent this 

and other undesirable side effects of mediators (i.e. shielding the catalysts from incident light) 

investigation into systems that can split water under visible light using only the catalysts has 

been undertaken. Sasaki et al. determined that it is possible to split water stoichiometrically 
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across Ru/SrTiO3:Rh and two different O2 evolution catalysts (BiVO4, WO3) as long as the 

materials were in contact with each other as well as the reaction solution48.  

1.4 Titanium Dioxide  

Titanium dioxide (TiO2) has been investigated heavily for its light harvesting properties. The 

low cost, low toxicity and stability- both chemically and thermally- make it an ideal material 

in many applications. 

1.4.1 Crystal Structure 

Three polymorphs exist: rutile, anatase and brookite. Rutile is the most thermodynamically 

stable and brookite has not been as actively investigated as the other polymorphs due to its 

relative thermodynamic instability49-51. The Gibbs free energy change between rutile and 

anatase is small (< 15 kJmol-1) and rutile beings to form at 400 ï 600 ęC52. All three 

polymorphs consist of octahedra containing a Ti4+ cation coordinated to six O2- anions. Chains 

of octahedra are connected via edges in rutile, vertices in anatase and both edges and vertices 

in brookite- shown in Figure 1253. 

 

Figure 12: Structures of anatase54, rutile55 and brookite56 TiO2  

TiO2 is easily reduced, with bulk reduction causing a characteristic colour change in thin films, 

from transparent to blue57. Diffusion of defects from the bulk to the surface can greatly affect 

the surface structure; the diffusion pathways for different defects vary; O defects generally 

migrate by vacancy diffusion and Ti defects interstitially. Relaxations of a lattice change the 

structure of the surface, affecting adsorption and catalysis rates; adsorbates can have the 

corresponding effect of ñre-relaxingò the surface58. 
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Anatase and rutile surfaces differ in a number of ways. Their most thermodynamically stable 

faces are (101) and (110), respectively. Scanning Tunnelling Microscopic (STM) images of 

the (110) rutile face, revealed alternating rows of titanium and oxygen ions59. The following 

atoms exist at the surface: five-fold coordinated titanium with a dangling bond, in-plane three-

fold coordinated oxygen, six-fold coordinated titanium connected to bridging oxygen. The 

coordinative unsaturation of bridging oxygen atoms makes their removal facile58. By 

comparison, the anatase (101) surface has pm symmetry, which gives rise to preferential 

orientation of step-edges. Here there are five and six-fold coordinated titanium atoms in the 

terraces, with four-fold titanium and two-fold oxygen atoms at the step edge60. 

Oxygen vacancies- a common defect in TiO2- leave an accumulation of electrons in the TiO2 

lattice making it an n-type semiconductor. These vacancies can be created by electron 

bombardment, followed by interatomic Auger process or by thermal annealing. Resultant 

defects differ depending on their formation method, the former process tending to give rise to 

ejection of bridging oxygen, whereas the latter removes two-fold coordinated oxygen atoms61. 

This is an accessible method of tuning the lattice since these vacancies can easily be refilled 

by thermal treatment under oxygen. 

Studies have determined that oxygen defects in the anatase (101) surface are energetically 

unfavourable in comparison to vacancies in the bulk62. This suggests that, since atoms can 

only leave a material via a surface, oxygen dissociates from the surface and the vacancy 

subsequently migrates into the lattice. This phenomenon is linked to the stability of the 

remaining Ti atoms; an oxygen defect leaves one five-fold coordinated and a second, highly 

unstable, four-fold coordinated Ti3+ at the surface, whereas in the bulk all Ti3+ are five-fold 

coordinated and thus stable 

1.4.2 Electronic Structure 

There is widespread agreement that the electronic structure of bulk TiO2 and surface TiO2 is 

similar63. The valence band of TiO2 is constructed mainly of O 2p orbitals, with a significant 

amount of Ti-O covalence63. Ti 3d orbitals dominate the conduction band though there is some 

contribution from Ti4s and Ti4p orbitals at higher energy levels.  

Crystal-field splitting of the conduction band d-orbitals occurs due to the octahedral 

coordination around Ti4+. The direct interaction of oxygen ligands with eg orbitals causes these 

to exist at a higher energy and form ů-type bonds. At lower energy, due to orbitals pointing 

between ligands, the t2g levels form ˊ-type bonds with the remaining oxygen atoms.  
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Clearly the electronic structure is influenced by the positions of individual atoms in the lattice 

and so variations in crystal structure can affect the band positions. 

1.4.3 Modifying TiO2 to improve its photocatalytic activity 

Although there are examples of photocatalytic TiO2 in commercial applications (for example 

self-cleaning surfaces64) in order to extend their activity to the visible light region, 

modifications must be made to the electronic structure. One of the most active fields of 

research with respect to TiO2 modification has been doping. Both anions and cations can be 

incorporated into TiO2, in either a substitutional or interstitial manner. If the size of anion or 

cation is similar to that of Ti4+ or O2-, respectively, then a substitutional mechanism will 

predominate. Conversely, if the dopant ion is much smaller then they will lie in the interstitial 

space between the main lattice ions65. The addition of different elements into the crystal 

structure incorporates their accessible electronic states; the VBM position can change to red 

shift the band gap (i.e. make it smaller narrower and thus able to usefully absorb lower energy 

light). Alternatively, isolated but accessible intra-band energy levels can be created. 

Transition metals have been successfully doped into TiO2, iron 66, cobalt 67, copper 68 and 

manganese 69 being some examples. The main function of transition metal doping is to 

increase the light absorbance into the visible range by inserting donor/acceptor states into the 

band gap. The dopant d-electrons can inject into the conduction band by absorbing lower 

energy light than required for the VB Ÿ CB transition70. However, the transition metal dopant 

ions can act as electron or hole traps (by the mechanisms shown in equations 10, 11 and 12, 

for example), which promote recombination and decrease photocatalytic activity70. 

ὅὶ Ὤ  O ὅὶ  

Equation 10 

ὓὲ  Ὡ  O  ὓὲ 

Equation 11 

ὓὲ  Ὤ  O ὓὲ  

Equation 12 

Rare earth metals including Yttrium 71, Praseodymium, Lanthanum, Cerium, Neodymium, 

Europium, Dysprosium, Gadolinium 72 and Holmium 73 have been incorporated into TiO2 and 

analysed for their photocatalytic properties. Improved photocatalytic activity is observed and 

attributed to the 4f orbitals of the rare earth dopants, which are partially occupied70. This 

results in a red shift of the band gap, increasing the visible light activity. Additionally, with 

the incorporation of lanthanum, for example, a decreased particle size and increase in particle 
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uniformity is observed74. A resultant increase in photocatalytic activity can be ascribed here 

to increased adsorption due to larger specific surface area. 

Of all non-metals that have been investigated as dopants, nitrogen is by far the most prolific 

in literature, though carbon 75 and sulfur 76 have also received attention. Nitrogen doping, 

originally investigated by Asahi et al.77 has the effect of increasing visible light absorption and 

thus increasing photocatalytic activity by improving quantum efficiency. The original 

researchers suggested that doping results in mixing of oxygen and nitrogen 2p valence states 

and that since N2p states lie more positive than O2p the absorption edge is red-shifted. 

However, following this study there has been much debate in the literature as to the source of 

this increase in activity. An alternative explanation is that intra-band states are created by the 

nitrogen dopant ions and that oxygen defects in the lattice (doped or otherwise) give rise to 

colour centres (also intra band states) that photoactivate TiO2. 65 Both experimental analysis 

and computational calculation appear to point toward the latter explanation 78; defect tailoring 

could become an important area of future research. 

Usually there is an optimum doping concentration, below which the effects of the dopant are 

minimal and above which degradation of the catalyst or higher rates of recombination can 

occur79, 80.  However, as noted by Daghrir et al.81, variances between synthesis techniques 

make it difficult to directly compare different TiO2 dopants.  

1.5 Strontium Titanate 

1.5.1 Crystal structure 

Strontium titanate crystallises in the cubic perovskite structure, ABO3 (space group Pm3m) 

with Sr2+ and Ti4+ ions on the A and B site respectively. A central Ti4+ ion is coordinated 

octahedrally to 6 O2- ions (on each face of the unit cell), with Sr2+ ions situated at the vertices 

of the cubic unit cell. Each Sr2+ ion is thus 12 coordinated to O2- ions.  

 

Figure 13: SrTiO3 cubic perovskite crystal structure with a central Ti4+ ion (blue) octahedrally coordinated to 6 O2- 

ions (red) and Sr2+ ions (green) situated on the unit cell vertices 
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At low temperatures or when doped, the structure of SrTiO3 can become distorted due to the 

size of a dopant ion, non-stoichiometry or the Jahn-Teller effect. 

1.5.2 Electronic structure 

The valence band of SrTiO3 is made up mainly of O 2p states82, 83, which overlap considerably 

with Ti 3d orbitals and therefore there is a high degree of covalence between Ti and O ions in 

the structure. By contrast Sr 2+ and O2- exhibit more ionic character84. The conduction band is 

made up mainly of Ti 3d-orbitals82; the bulk electronic structure is highly comparable to that 

of TiO2. 

Eglitis et al. determined that the surface electronic structure of ABO3 perovskites could differ 

from that of the bulk. Building on work by Erdman et al.85, they determined from ab initio 

calculations of the SrO-terminated (001) surface that O 2p electronic states did not contribute 

to the VBM, with VBM consisting mainly of central oxygen orbitals in this case, whereas the 

TiO2 terminated surface retained its O 2p contribution83. This surface termination of SrTiO3 

is an important factor in design of photocatalysts based on this structure. Work by Kawasaki 

et al. has shown that surface preparation to selectively etch the SrO layer can be undertaken 

and may enhance adsorption of reactants molecules86.  

The predominant intrinsic defects in SrTiO3 are Sr and O vacancies; Ti vacancy formation has 

a high energy barrier and therefore are seldom found in this material87. Dopant ions can alter 

the electronic structure of SrTiO3 by introducing additional states or by increasing the number 

of intrinsic defects for the purpose of charge compensation. 

1.5.3 Modifying SrTiO3 to improve its photocatalytic activity 

Strontium titanate has been less intensely investigated for its photocatalytic properties than 

TiO2, despite their similar physical and electronic properties. However, these similarities mean 

that research into band gap modification has followed a similar path to those used with TiO2 

and doping has been an effective strategy for extending the photocatalytic activity of SrTiO3 

into the visible light region.  

B-site doping with Cr, Ru, Rh, Mn and Ir has been shown to introduce in-gap states to 

effectively reduce the energy requirement for photoexcitation. Doping SrTiO3 can make it 

effective for O2 evolution or for H2 evolution and has shown reasonable activities with a 

number of metals including Cr, Mn, Rh, Ir and Ru88-92. Thus SrTiO3 can be used as the basis 

material for both sides of a Z-scheme. This has been achieved by Hara et al. who doped SrTiO3 

with V/Na and Rh to evolve O2 and H2 respectively.  This system achieved stoichiometric gas 

evolution (2:1 ratio of H2:O2) under visible light using IO3
-/I- as a redox mediator93. 
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Rh-doping in SrTiO3 has been of particular interest to enhance its activity for use as a H2 

evolution catalyst in a Z-scheme. In a number of studies it has been paired with BiVO4, WO3, 

AgNbO3, Bi2MoO6 as O2 evolving catalysts; its combination with BiVO4 has been shown to 

be particularly effective for overall water splitting, achieving quantum yield of .6 % under 420 

nm light. Synthesis method has been shown to be particularly important when making Rh 

doped SrTiO3 catalysts and the use of excess Sr for hydrothermal synthesis allowed improved 

apparent yield with respect to stoichiometric reactant amounts.  

Lanthanum doping, where La substitutes the A-site, has also been investigated. A study 

combining La-Cr doped SrTiO3 and La-Cr doped Sr2TiO4 also showed visible light activity 

for H2 evolution. Codoping Rh:SrTiO3 with La has been determined by density functional 

theory to passivate localised mid-gap states and supress formation of oxygen vacancies 

thought to inhibit photoactivity in Rh doped SrTiO3
94.  

1.8 Principles of Solid State Synthesis 

Solid state synthesis is a widely used technique for the fabrication of solid polycrystalline 

materials; powders are ground together and heated to high temperatures in order to produce a 

different phase product, which is a combination of the elements from the starting materials. 

This is a simple route to making new structures and can also be used to introduce dopant ions 

into a structure, as completed in this work. 

Ions in a solid are normally regarded as thermodynamically trapped on lattice sites and are 

therefore only able to move when at high temperature. Even at the elevated temperatures 

utilised for these reactions (> 1000 °C) the reaction is slow and long heating times are 

necessary to ensure reaction completion. These long reaction times are the major disadvantage 

of the technique as they make it highly energy intensive and inhibit the reaction from being 

easily monitored. Thus homogenous products can be difficult to synthesise and it can take 

much trial and error to produce the desired material.95 

A schematic representation of what happens in a solid state reaction is shown in Figure 14. 

Here MgO and Al2O3 are reacting to form the new phase MgAl2O4. The original interface 

between MgO and Al2O3 is the site of reaction, where Mg2+ ions are diffusing from left to 

right and Al3+ ions are diffusing from right to left. The product layer begins to grow according 

to the following reactions: 

At the MgO/MgAl2O4 interface   ςὃὰ σὓὫ τὓὫὕO ὓὫὃὰὕ 

At the MgAl2O4/Al 2O3 interface  σὓὫ ςὃὰ τὃὰὕ ᴼσὓὫὃὰὕ 



44 

 

These equations illustrate the reason behind the Kirkendall Effect, the observation that a phase 

boundary will move as a consequence of the difference in rates of diffusion of the ions 

involved. Since the reaction at the MgAl2O4/Al 2O3 interface produces three times as many 

product units than the reaction at the MgO/MgAl2O4 interface, the reaction is faster at this 

interface and thus the product grows faster into the Al2O3 layer96. 

 

Figure 14: Schematic representation of two materials before solid state reaction (top) and during solid state reaction 

(bottom) showing a product layer that forms at the interface 

Although the Kirkendall Effect will not be pronounced in semiconductor doping, due to the 

low amount of dopant material with respect to bulk material, it can still be concluded that the 

contact between the two (or more) materials is of high importance to maximise the likelihood 

of successful solid state reaction. In practise this translates as ensuring that the starting material 

particles are small, in order to increase their surface area and that they are well-ground prior 

to heating. As well as ensuring a good contact between dopant precursor and bulk material, 

care taken over the grinding step of a solid state reaction will also ensure the homogeneity of 

dopant distribution throughout the sample. Often, multiple grinding steps are included in 

syntheses since a homogenous product may not be formed after one calcination. Usually, 

PXRD is utilised to confirm if any starting materials remain after synthesis, this data is used 

to inform if any further grinding and heating steps are required to complete the reaction. 

In the laboratory, powders can be ground by hand, using a pestle and mortar or by mechanical 

methods, such as ball milling. Hand grinding is effective for powders that already have small 

particulate size, whereas ball milling is useful for reducing the particulate size of agglomerated 

powders. On a small scale, ball-milling can result in the loss of a large proportion of powder 

and is therefore considered an inappropriate method for preparation of small scale samples. 

However, the human element to hand-grinding can lead to lack of continuity between samples. 

It is therefore important when producing multiple, comparable samples by hand grinding, that 

a methodical approach is taken; the total volume of powder should be kept constant, as well 

as grinding time.  

MgO Al 2O3

MgO Al 2O3

Product Layer
Original interface
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Chapter 2: Experimental 

Methodology  

This chapter describes the methods used to synthesise various samples made, their preparation 

for analysis and the techniques used to characterise them. The theoretical background for each 

analysis technique is also discussed.  

2.1 Syntheses 

2.1.1 Synthesis of Doped Semiconductor Powders 

Rh-doped TiO2 and SrTiO3 samples were synthesised by solid state reaction (SSR) of the 

titania/strontium titanate powder (Aldrich 99.99%) with the appropriate molar amount of the 

Rh2O3 (Sigma Aldrich 99.8 %). The reactant powders were ground together using an agate 

pestle and mortar for 5 continuous minutes and calcined in a ceramic combustion boat for 10 

hours at 1100 ęC.  All syntheses were carried out in air, at a ramp rate of 10 ęC min-1and 

reaction mixtures left to cool passively, overnight. Co-doped samples were produced by 

grinding 5 mol. % Rh-doped powders with the appropriate molar amount of Sb2O3 followed 

by calcination for 10 hours at 900 ęC. Table 1 outlines the samples made, dopant oxide used 

in each instance and calcination temperature. Where codoped samples were made both the 

single dopant and the codopant oxides are listed, separated by a backslash.  

2.1.2 Single Crystal Dopant Diffusion 

Single crystals (TiO2 <110> and SrTiO3 <100>) were doped by solid state diffusion of dopants 

from the appropriate doped powder. Crystals (10 x 10 x 0.5 mm, purchased from Alineason) 

were pressed, by hand, between the doped powder, to ensure dopant diffusion into both sides. 

The crystals were calcined at 1100 °C for 10 hours. 
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Dopant  Sample Dopant oxide(s) used 
Calcination Temperature 

(°C) 

Rh 

TiO2:Rh[1%] Rh2O3 1100 

TiO2:Rh[3%] Rh2O3 1100 

TiO2:Rh[5%] Rh2O3 1100 

TiO2:Rh[7%] Rh2O3 1100 

TiO2:Rh[9%] Rh2O3 1100 

    

Rh/Sb 

TiO2:Rh[5%]Sb[1%] Rh2O3/Sb2O3 1100 

TiO2:Rh[5%]Sb[3%] Rh2O3/Sb2O3 1100 

TiO2:Rh[5%]Sb[5%] Rh2O3/Sb2O3 1100 

TiO2:Rh[5%]Sb[7%] Rh2O3/Sb2O3 1100 

TiO2:Rh[5%]Sb[9%] Rh2O3/Sb2O3 1100 

    

Rh/Sb 

SrTiO3:Rh[5%]Sb[1%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[5%]Sb[3%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[5%]Sb[5%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[5%]Sb[7%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[5%]Sb[9%] Rh2O3/Sb2O3 1100 

    

Rh/Sb 

SrTiO3:Rh[0.5%] Rh2O3 1100 

SrTiO3:Rh[0.5%]Sb[0.1%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[0.5%]Sb[0.5%] Rh2O3/Sb2O3 1100 

SrTiO3:Rh[0.5%]Sb[0.9%] Rh2O3/Sb2O3 1100 

Table 1: list of samples made, the dopant oxide powders used and the calcination temperature  

2.2 Physical Analysis Techniques 

2.2.1 Powder X-ray Diffraction (PXRD) 

X-ray diffraction is based upon the interaction of X-ray radiation with regions of electron 

density surrounding the atomic nuclei in a crystal. The periodic arrangement of atoms in a 

crystalline solid causes the formation of Miller planes, effective layers made up of repeating 

patterns of atoms and ions that can be ñobservedò by the X-rays due to the ordered packing 

that occurs. Since the interatomic and interplanar distances between atoms and layers in a 

crystal structure are on the order of 0.1 nm, X-rays (0.01-10 nm) are of the appropriate 

wavelength to interact with the atoms in solid materials. If a Miller plane is present in a crystal 

structure, X-rays will diffract at a specific angle, ɗ, with respect to the sample surface. If the 

path difference between X-rays diffracted by layers of differing depths is an integer multiple 

of the X-ray wavelength, ɚ, constructive interference of the diffracted X-rays occurs and the 

detector receives a signal. Alternatively if the path difference is not an integer multiple of ɚ, 

destructive interference will occur and no signal will be detected. This is the basis from which 

Braggôs law is derived. Braggôs law relates wavelength of an incident X-ray, ɚ, the interplanar 

spacing, d, and the angle of diffraction, ɗ. Figure 15 illustrates its derivation, which is outlined 

below97. 
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Figure 15: Schematic representation of X-ray diffraction 

Simple trigonometry of the triangle ABX tells us that, 
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For constructive interference to occur 2AB must be an integer multiple of the incident X-ray 

wavelength and therefore Braggôs law is stated as, 

ὲ‗ ςὨίὭὲ—From 

PXRD is primarily used for phase identification since analysis over a range of angles results 

in a pattern of peaks of varying relative intensities which can be used to classify a material as 
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having a certain structure. This is useful for distinction between different structures of the 

same material i.e. anatase and rutile TiO2, or for detection of impurities in the product of a 

reaction. 

PXRD data were collected on a Bruker D4 diffractometer using Cu KŬ radiation (ɚ = 1.54 ¡) 

or a Bruker STOE diffractometer in foil mode using Mo KŬ radiation (ɚ = 0.71 ¡). On the 

Bruker D4 patterns were collected between 10 and 70ę 2ɗ, at a step size of 0.05ę and with a 

sampling time of 2 s step-1. On the STOE, patterns were collected between 2 and 40ę 2ɗ, at a 

step size of 0.5 ę step-1 and a dwell time of 10 s step-1. All STOE data were transformed to 

correlate to angles collected with Cu KŬ radiation using Braggôs law: 
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Equation 22 

Once collected, the data were compared with Inorganic Crystal Structure Database (ICSD) 

standard patterns to determine phase purity and to index observed peaks. Using the indexed 

pattern least squares refinement was performed and the lattice parameters determined.  

2.2.2 Ultraviolet-Visible (UV-Vis) Spectroscopy 

UV-Vis spectroscopy provides information regarding the interaction of a substance with light 

of wavelengths 10 nm < ɚ <2500 nm. For photocatalysts and photoelectrodes, the range of 

wavelengths of light that a material absorbs is vital information that will greatly impact the 

effectivity of the catalysis that can occur.  

Most UV-Vis spectrometers utilise a deuterium/tungsten dual lamp setup, whereby the 

tungsten lamp provides light of visible and near-IR wavelengths and the deuterium lamp 

provides UV-light. The light passes through a scanning monochromator, filtering out all but a 

very narrow range of wavelengths of light, which then interact with the sample. UV-Vis 
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spectroscopy can be completed in one of three modes: absorbance, transmittance or 

reflectance. The sample is placed between the monochromator and a photodiode detector in 

both absorbance and transmittance modes; the data are reported as either the amount of light 

at a given wavelength that did not pass through the sample (absorbance), or the percentage of 

light at a given wavelength that did pass through the sample (transmittance).  

When a sample is not transparent to any of the incident light, reflectance spectroscopy can be 

used. Reflectance of incident light off a powder sample is diffuse, where the light is reflected 

in multiple directions. Therefore, when recording reflectance spectra an integrating sphere is 

used to collect and direct the reflected light towards the photodiode detector as shown 

schematically in Figure 16. All UV -Vis spectra in this work were taken in diffuse reflectance 

(DR) mode. These data were subsequently transformed into absorbance units using the 

relation shown below (Equation 23).98 
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Where A = absorbance and R= reflectance In order to determine the position of the band edge 

and thus the band gap energy for the materials, DR spectra were also converted using the 

Kubelka-Munk transformation (Equation 24) in order to produce a Tauc plot and extrapolate 

the band gap energy.99, 100 
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Figure 16: Schematic diagram of diffuse reflectance UV-Vis experiment. Monochromatic incident light is 

reflected diffusely by the sample and collected by an integrating sphere, which directs the light to the photodiode 

detector to intensify what would otherwise be a weak signal. 

From this, f(R) is plotted against photon energy (eV) and the function of the linear portion of 

the plot is determined according to the general function ώ άὧ ὧ. Thus the x-intercept can 

be defined; this is the band gap energy of the material. 

2.2.3 X-ray Photoelectron Spectroscopy (XPS) 

X-ray photoelectron spectroscopy (XPS) is a technique based upon the photoelectric effect, 

which states that an electron can be excited and ejected from an atomic orbital upon absorption 

of a photon of sufficient energy. XPS utilises X-rays to photoexcite electrons from the atoms 

in a material, in order to measure their kinetic energy, which can be related to their binding 

energy by Equation 25: 

ὑȢὉȢ Ὁ ὄȢὉȢ   

Equation 25 

Where E = energy of incident photon, K.E. = measured kinetic energy of the photoelectron, 

B.E. = binding energy of the electron before ionisation and ū = work function of the 

instrument, the small amount of energy lost by the photoelectron to the detector. The photons 

used in XPS possess enough energy to excite core electrons, which are bound in orbitals of 

specific energies characteristic to each element. Thus the core electron binding energies 

determined can be used to identify the chemical entities that are present in a given sample. 

Since XPS relies on the detection of electrons of specific energies, the entire experiment must 

be completed under Ultra High Vacuum (UHV) conditions in order to ensure that these 

electrons do not interact with any other matter and are allowed to reach the detector. While 
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the kinetic energy of the electron is measured, it is usual for an XP spectrum to be plotted on 

a binding energy scale, though conventionally the binding energy x-axis is reverse-labelled 

with low energies to the right and high energies to the left. 

2.2.3.1 How XPS works (in Fixed Analyser Transmission, or FAT, mode) 

Figure 17 shows a schematic representation of the excitation and detection process in an XPS 

experiment. Points 1-5 labelled on the figure are explained below.101 

1. An X-ray source (metal anode) is bombarded with electrons, causing the emission of 

X-rays, which are then monochromated through an optic to ensure that the photons 

used in the experiment are of quantised energy.  

2. Upon irradiation the core electrons in a sample, as long as their binding energy is less 

than that of the energy of the incident photon, are excited and photoejected from the 

sample, according to the photoelectric effect.  

3. The Hemispherical Analyser (HSA) has a fixed potential applied across it (negative 

on the outside and positive on the inside) thus only allowing photoejected electrons 

of a certain energy to pass through it. This energy requirement of the electrons is 

called the ñpass energyò.  

4. The photoejected electrons are directed to the entrance of the HSA by transfer lenses. 

These transfer lenses use a voltage to retard the velocity of the electrons such that they 

are at the pass energy and thus able to pass through the HSA to the detector. The 

transfer lenses scan through voltages to allow detection of electrons over a range of 

energies. 

5. The detector records the number of electrons of the corresponding energy and a 

spectrum is produced.  

Analysis of semiconducting or insulating samples will result in accumulation of positive 

charge in the analysis area, due to the ejection of electrons from the sample. Without correction 

this inevitably leads to an apparent increase in the binding energy of the photoelectrons. This 

charging can be compensated by use of a low-energy electron flood gun. 
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Figure 17: Schematic diagram of XPS setup correlating to 5 steps outlined above. The electron path is 

represented by a purple line, which is dashed as it becomes attenuated by the transfer lenses and hemispherical 

analyser. 

2.2.3.2 XPS Spectra- Peak shape, quantification and analysis 

An XP experiment usually starts with collection of a survey spectrum. This is a wide range, 

low resolution, spectrum that gives an indication of the elements present. Typically this will 

be taken over an energy range from around -5 eV binding energy to just below the energy of 

the X-ray source photon energy. High resolution spectra can be taken over much smaller 

ranges, detecting only the photoelectrons from specific elemental core levels. From these high 

resolution core line spectra much information regarding the abundance and environment of 

the corresponding element can be determined.  

Several factors contribute to the intensity of the peak generated for each core level electron. 

The photoionisation cross section, a measure of how likely an electron from a specific core 

level of a specific element is to be produced by the incident radiation, combined with the 

inelastic mean free path (IMFP) of the photoexcited electron and the abundance of the element 

from which the electron is emitted generates the intensity of the peak. Instrumental factors 

also play a part in the generation of peak intensity, for example detection probability (the 

likelihood that the instrumentôs detector will detect the photoelectron) and angular asymmetry 

factor (the variations in photoelectron intensities on the unpolarised X-ray and angle). Thus, 

peak intensities must be normalised in order to determine relative abundances of the elements 

present. This normalisation is encompassed in the relative sensitivity factor (R.S.F.) for an 
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element, determined by the instrument software, to allow comparison of data across different 

instrument geometries.102 

For core electrons photogenerated from s orbitals a single peak will be observed. However, 

for those originating from p, d, or f orbitals a doublet peak is observed. This is due to the spin 

orbit coupling effect on these electrons. According to the j-j coupling rules defining the 

splitting and intensities of the effect (Equation 26 and Equation 27) the observable peaks and 

their relative intensities to each other are outlined in Table 2 below. 

Ὦ ὰ ί 
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Type of orbital l value j value(s) Relative Intensity 

s 0 0 0 

p 1 ρ
ς 

σ
ς 

1 

2 

d 2 σ
ς 

υ
ς 

2 

3 

f 3 υ
ς 

χ
ς 

3 

4 

Table 2: Orbital types, their associated l and j values and the relative intensities 

Spectral resolution is dependent upon three parameters: 

(a) The full-width half maximum (FWHM) of the photon source 

(b) The line width of the photoelectron emission 

(c) The energy resolution of the analyser 

Monochromation of the photon source reduces the line width of incident X-rays, usually Al-

KŬ radiation (as used in all experiments presented in this work) is capable of providing X-rays 

with FWHM of between 0.2 and 0.3 eV. The emitted photoelectron line widths vary, 

dependent on sample. This results in a Gaussian-Lorentzian peak shape, due to the irreducible 

linewidth (ũ) and phonon line broadening, respectively. 

The energy resolution of the detector can be fine-tuned by altering the pass energy of the HSA. 

The detector has a resolution of Ὁ
 Ὁ and so electrons with a low kinetic energy will result in
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high resolution. A low pass energy will therefore result in well-resolved peaks, though this 

comes at the expense of sensitivity, as fewer photoelectrons will satisfy the low energy 

requirement. It is important to determine optimum pass energy when analysing different 

energies; a valence band spectrum, which is often poorly resolved at higher pass energies and 

not used for quantification purposes, benefits from a lower pass energy whereas core lines 

used for quantification would benefit from a higher pass energy.101, 103 

As well as information regarding the amount of an element present in a material, XPS can 

elucidate the oxidation state(s) and environmental information of the element in question. 

These initial state effects can be inferred from the position of the peak maximum for a 

photoelectron signal. The position of the peak maximum is determined by the binding energy 

of the photoelectron represented, which will be greater or less than that of the ground state 

atom if it has been oxidised or reduced, respectively. Combining knowledge of the material 

being analysed- for example which species are likely to be present due to the synthesis 

conditions- with data produced by XPS can produce a complete picture of the composition of 

the surface of a material. Sometimes, when multiple oxidation states of an element are present 

or if the binding energies of core electrons for different elements are very similar, peak fitting 

must be employed. Typically, a Gaussian-Lorentzian (G-L) function is used in order to 

account for both the instrumental factors causing peak broadening such as X-ray line shape 

and thermal broadening (Gaussian) and the natural peak broadening determined by the lifetime 

of an excited energy level (Lorentzian). Photoelectrons from an s- core level (angular 

momentum quantum number l=0) can be easily fitted by a G-L function since they produce a 

singlet, while those arising from p, d or f orbitals, with l > 0, produce doublets due to spin-

orbit coupling, and must be fitted with multiple G-L functions in the appropriate ratio. XPS 

analysis software therefore allows the mathematical fitting of collected data with functions 

that can be constrained to each other via different variables (full -width half-maximum, peak 

area, peak position etc.) in order to deconvolute the spectrum. Fitting XPS data is often a 

compromise between the ñperfectò mathematical fit and a ñsensibleò representation of what is 

known to exist in the sample.102 

Binding energy values and photoelectron spectra can also be affected by so-called ñfinal state 

effectsò. These effects arise from photoelectron-induced rearrangement and polarisation due 

to perturbation of the electronic structure that results from photoemission of an electron. 

Koopmansô theorem, which states that ñthe negative of the eigenvalue of an occupied orbital 

from a Hartree Fock calculation is equal to the vertical ionisation energy to the ion state 

formed by removal of an electron rom that orbital, provided the distributions of the remaining 

electrons do not change104ò, assumes that rearrangement doesnôt take place after 
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photoemission of an electron, however the observance of final state effects in XPS provides 

evidence that it does. 

Rearrangement occurs when a core-hole is created by photoemission. The core-hole is rapidly 

filled by an electron from a higher energy orbital, the transfer of which can result in 

fluorescence or emission of a secondary (Auger) electron, depending on the energy levels 

involved. These excitations and de-excitations can affect the kinetic energy, and thus derived 

binding energy value, of a photoemitted electron. As well as Auger emission, final state effects 

include excitation of valence band electrons, termed óshake-upô processes, removal of valence 

band electrons, termed óshake-offô processes and excitation of conduction band electrons or 

óplasmon generationô. Whereas Auger peaks are found in different energy regions to the core 

line with which they are associated, shake-up, shake off and plasmon effects, when intense 

enough to be measureable, often appear as satellite peaks alongside their core line, since they 

perturb photoelectrons by a relatively small amount of energy. These satellites can assist in 

the assignment of oxidation state and local environment of an atom/ion. 

Although X-rays are highly penetrating, XPS is a surface sensitive technique, due to the IMFP 

of the photoelectron. This is the average distance that a photoelectron can travel before it 

interacts and loses energy to its surroundings. Since IMFP depends not only on the kinetic 

energy of the photoelectron, but also the structure of the material from which the electron is 

being excited, the exact sensitivity depth of each experiment is different. An upper detection 

limit of 10 nm is often quoted, though for some materials the limit will be lower than this. In 

order to probe below the surface of a material, depth profiling can be completed using an Ar+ 

ion beam to etch surface matter. However, the process of etching can alter the oxidation state 

of the atoms and ions below the surface, making species identification difficult. Usually 

elemental quantification is the only information that can be reliably inferred from depth 

profiled XP spectra. 

For this work XP data were collected on a Thermo K-alpha instrument utilising a 72 W 

monochromated Al-KŬ X-ray source (with photon energy of 1486.6 eV). A dual beam flood 

gun was used to compensate for sample charging, instrument specific relative sensitivity 

factors were used to normalise the data and the binding energy scale was referenced by setting 

the C 1s peak from adventitious carbon to 284.8 eV. Depth profiles were completed using an 

Ar+ ion gun at 3000 kV. 

Typically a set of XP spectra were taken using pass energy of 200.00 eV over the range -5.00 

to 1350.00 eV for the survey spectrum (x 3 scans at this energy and range). High resolution 

core line spectra were taken at a pass energy of 50.00 eV and the appropriate number of scans 
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altered for each element. Valence band spectra were collected over the range -5.00 to 15.00 

eV, pass energy 50.00 eV and at least 100 scans recorded to ensure high quality data. 

2.2.4 Transient Absorption Spectroscopy (TAS) 

Transient Absorption Spectroscopy (TAS) is a pulsed laser spectroscopic technique utilising 

a pump-probe setup to observe the dynamics of transient changes in absorption after an 

excitation pulse. The presence (or absence) of photogenerated electrons or hole carriers in a 

sample cause an increase in the sampleôs absorbance at particular wavelengths and thus their 

dynamics can be studied by tracking these changes.  It has been shown that mobile carriers in 

anatase TiO2 absorb in the visible region (500 - 900 nm) but trapped holes and electrons absorb 

in the near UV (ɚ < 500 nm) and near IR (ɚ > 800 nm), respectively.105  

A typical TAS experiment involves a laser pulse to excite the sample (termed the ñpumpò 

pulse), followed by a weaker ñprobeò pulse after a time delay, Ű. This is represented 

schematically in Figure 18. The absorbance dynamics are tracked and as photoexcited charges 

recombine, the absorbance decreases. This process is recorded multiple times and the signal 

averaged in order to achieve a representative spectrum.  

By varying the probe pulse spectra over different wavelengths can be collected. Subtraction 

of the ground state spectrum from the photoexcited spectrum leaves a ȹAbs spectrum, which 

can be plotted as a function of Ű and ɚ if the time delay is varied. Thus the kinetics of charge 

carriers in the photoexcited material can be determined.106 

 

Figure 18: Schematic representation of the TAS experiment. A pump pulse generates charges followed by a 

probe pulse whose absorption changes dependent on the concentration of photoexcited charges. It is this 

absorption which is tracked for the remainder of the time after ȹt, up to complete recombination (i.e. the ground 

state absorption prior to excitation) 
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The TAS experiments completed in this piece of work were taken in collaborations with the 

Durrant Group at Imperial College London, with the assistance of Dr Andreas Kafizas. They 

were completed in reflectance mode to allow the analysis of powders, which were pressed 

between two glass microscope slides and analysed in air at ambient temperature and pressure. 

A 355 nm excitation pulse (6 nm pulse width, 0.4 mJ.cm-2.pulse-1, pulse every 1.1 s) was used. 

2.2.5 X-ray Absorption Spectroscopy (XAS) 

2.2.5.1 XAS background 

X-ray Absorption Spectroscopy (XAS) involves irradiation of a material with X-rays and 

measurement of the absorption coefficient, ɛ, as a function of X-ray energy. These two 

properties are linked by the function outlined in Figure 19 and Equation 28 and Equation 

below, which illustrate a basic schematic of the XAS experiment.  

By using synchrotron radiation to vary the incident X-ray energy, a range of absorption 

coefficients can be determined. However, at a given value the incident X-ray energy will 

match the energy required to photoexcite an electron from an atomic core level in the material. 

At this energy, the amount of radiation transmitted, It, sharply decreases. This abrupt change 

in transmittance is called the absorption edge and corresponds to the core electron of a specific 

element. Absorption edges are named according to the principle quantum number of the 

excited electron (K-edge for n=1, L-edge for n=2, M-edge for n=3).  

 

 

Figure 19: Schematic representation of a simple X-ray absorption experiment 

Ὅ ὍὩ  
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The spectrum produced by an XAS experiment can be split into two sections, the near edge 

and the extended X-ray structures. These are termed X-ray Absorption Near Edge Structure 



58 

 

(XANES) and Extended X-ray Absorption Fine Structure (EXAFS) and are distinguished in 

Figure 20 below. Each can give information regarding the oxidation state and coordination 

environment of an atom in the material. Unlike XPS, which is dependent on the IMFP of a 

photoelectron, XAS is a bulk technique as it relies on the detection of X-rays, which are highly 

penetrating. 

 

Figure 20: An example X-ray absorption spectrum, outline the XANES and EXAFS sections of the spectrum 

2.2.5.2 X-ray Absorption Near Edge Structure (XANES) Analysis 

Interpretation of the absorption edge of an XA spectrum involves three segments: the pre-edge 

section, which occurs before the sharp increase, the absorption edge itself and the XANES 

section just after the absorption edge. The pre-edge and XANES sections can both provide 

information regarding geometry around the element being probed, whereas the absorption 

edge mainly provides information regarding oxidation state. As expected, an increase in 

oxidation state results in an increase in absorption edge.107, 108 

Extended X-ray Absorption Fine Structure (EXAFS) Analysis 

Extended X-ray Absorption Fine Structure (EXAFS) corresponds to the region of an XAS 

spectrum approximately 50 eV after the absorption edge and extending out to around 1000 

eV.  

Once an electron is photoexcited it interacts with the other electrons in the atom from which 

it originated. These interactions generate waves, which are backscattered by the surrounding 

atoms and can either constructively or destructively interfere. In the EXAFS region, after the 

absorption edge, a series of decreasing oscillations are observed corresponding to constructive 
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(peak maxima) or destructive (peak minima) interference. Hence these oscillations can be 

related to the distances between atoms.109, 110 

Sb and Rh k-edge XAS data of TiO2 samples were taken at beamline (B18), Diamond Light 

Source, UK. The beamline is equipped with Si (111) double crystal monochromator, ion 

chambers for measuring incident and transmitted beam intensity and operates at 3 GeV and 

300 mA. All measurements were carried out in absorption mode and typically 12 scans were 

averaged to produce the data. Sb k-edge XAS data of SrTiO3 samples were taken at beamline 

BM23, European Synchrotron Radiation Facility, France. The beamline is equipped with Si 

(111) double crystal monochromator, ion chambers for measuring incident and transmitted 

beam intensity and operates at 3 GeV and 300 mA. All measurements were carried out in 

absorption mode and typically 2 scans were averaged to produce the data. All spectra from 

both facilities were processed using Athena software. 

2.2.6 Scanning Electron Microscopy (SEM) 

Scanning Electron Microscopy (SEM) is an imaging technique allowing much higher 

resolution at high magnification than optical microscopy. Under ultra-high vacuum (UHV) 

conditions, a focussed beam of high-energy electrons is fired at the sample and interacts with 

the sample surface. A variety of signals can be generated from these electron-sample 

interactions, which can be collected by detectors inside the instrument and used to produce an 

image of the sample. The detectors have a positive bias to attract electrons, including those 

from the sample sides, which can greatly reduce the amount of shadowing in images. 

Two main detection modes can be employed in SEM utilising two of the different signals 

generated by the electron-sample interaction. Secondary electrons are those electrons that are 

knocked out of the atoms in the sample by incident electrons from the electron gun. Detection 

of these helps to produce an image showing the topography of a sample, since a greater number 

will be detected from atoms closer to the detector and fewer will be detected from atoms 

further away from the detector. This results in bright spots indicating projections from the 

sample surface and dark spots indicating depressions in the sample surface.111, 112 

Alternatively, backscattered electrons can be detected. These are electrons from the electron 

gun that interact with the atomic nucleus and are scattered from the sample. They are used to 

generate an indication of sample density since the likelihood of an electron being 

backscattered is dependent on the amount of matter (i.e. number of nuclei present to scatter). 

Images of samples were taken on a Jeol JSM-6700F. Samples were coated with gold and 

mounted on carbon tape in order to minimise electrical charging.  
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2.2.7 Wavelength Dispersive Spectroscopy (WDS) 

Elemental characterisation of the sample bulk can be completed using Wavelength Dispersive 

Spectroscopy (WDS). This technique utilises the X-rays emitted when a valence electron 

drops down into the hole created by emission of a secondary electron in SEM. Since these 

transitions are quantised, series of them are characteristic to each element and can thus be used 

to identify the elements present in a sample. The X-rays produced can penetrate through a 

sample (unlike photoexcited electrons in XPS) and therefore WDS signals represent an 

average composition over the entire depth of the sample. 

 

Figure 21: Explanation of X-ray nomenclature and schematic energy level diagram using X-ray notation, which 

is more commonly used for X-ray techniques, rather than standard spectroscopic notation. 

X-rays generated by downward transitions of electrons are characterised by the element from 

which they are emitted, the energy level the electron comes from and the energy level of the 

hole it goes to replace. For example in Figure 21 and element óEô has three orbitals, K 

(principle quantum number, n=1), L (n=2) and M (n=3). Three possible transitions are 

described and named in Figure 21, these would provide the characteristic fingerprint of this 

element and indicate its presence in a sample. 113 

The geometry of the sample stage is aligned to ensure that emitted X-rays hit an analytical 

diffracting crystal, or bank of analytical crystals. These crystals have specific lattice spacings 

allowing only certain wavelengths to be successfully diffracted at a specific angle, ɗ. Although 

the take-off angle from sample is constant due to the geometry of the machine, the crystal or 

crystals can be moved in order to vary the wavelengths of radiation successfully diffracted. If 

a bank of crystals is being used, each will have a different lattice spacing to allow diffraction 

of a wide-range of wavelengths, thus providing a wide-range of detectable elements.114 

Since WDS is taken in a SEM, the analysis area is the area being imaged. This allows for a 

general composition to be determined by low magnification images, but also for high 

selectivity when working at high magnifications. 
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Chapter 3: An XPS investigation into 

the differences between antimony 

(III) oxide and antimony (V) oxide 

3.1 Introduction 

Chapter 3 describes an investigation into the differences between orthorhombic antimony (III) 

oxide (Sb2O3) and antimony (V) oxide (Sb2O5). Literature surrounding the analysis of Sb 

oxidation state by XPS shows differing approaches to the analysis of the Sb core lines. The 

primary Sb core line is the 3d doublet pair, though due to the high degree of overlap between 

the Sb 3d5/2 and O 1s peaks, both of which reside around 530 eV, the Sb 3d3/2 core line is 

primarily used for analysis. The Sb 3d3/2 core line has been shown to exhibit a small, variable 

peak shift and broadening upon oxidation from Sb (III) to Sb (V). This has led to some 

researchers fitting the Sb 3d core lines with two distinct components, the chemical shift values 

for which range from 0.5 eV to 2.0 eV between the (III) and (V) states (see Table 3 later). In 

contrast, other researchers have used a one component model when fitting their Sb XPS 

positing that the two states are not resolvable and that peak positions are highly variable and 

not reliably attributed to formal oxidation state.115-119 These conflicting reports in the literature 

regarding the observation of a chemical shift in Sb 3d peak binding energy due to oxidation 

of antimony (III) to antimony (V) have led to debate of whether or not the effects of oxidation 

can be observed in XP spectra.  

When identifying only one species of Sb, most accounts attribute a 3d3/2 photoelectron binding 

energy of between 539 and 540 eV to Sb (III) 120-128 and those above 540 eV to Sb (V).129, 130 

Nilsson et al.130 investigated vanadium doped Sb2O5, reporting a slight decrease in Sb 3d3/2 

binding energy when Sb/V > 1; 540.1 eV when Sb/V = 1 to 539.7 eV when Sb/V = 6. For 

their sample Sb1V1 (equimolar SbxVyO4) they assign the Sb 3d3/2 peak at 540.1 eV as being 

ñintermediate between those for Sb2O4 and Sb2O5ò and therefore conclude that both Sb (III) 

and (V) are present in the sample. Wang et al.131 assign two distinct regions in their Sb 3d3/2 

core line spectrum of an Sb2O5 standard compound. In this analysis, they have modelled the 

Sb 3d3/2 peak to contain an Sb (III)  component at 540.4 eV, the binding energy at which the 

Sb 3d3/2 signal was assigned for their standard Sb (III) oxide, and an Sb (V) component, which 

makes up the majority of the signal (94.8 %) at 540.9 eV. The region at around 530 eV 

containing both O 1s and Sb 3d5/2 peaks has been modelled to account for Sb (V) 3d5/2, Sb (III)  
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3d5/2 and O 1s components for the Sb2O5 standard. This model generated binding energy 

assignments of 532.7 eV and 530.7 eV for Sb 3d5/2 (V) and (III) respectively, which 

corresponds a (III)/(V) peak shift of 2.0 eV, whereas the peak shift of the Sb 3d3/2 (III) and 

(V) peaks for the same sample is 0.5 eV, which indicates that the peaks have not been modelled 

correctly. This difference in peak shift could arise from not utilising the Sb 3d3/2 peak as a way 

of constraining the Sb 3d5/2 models by position and therefore binding energies for the Sb 3d 

5/2 and O 1s  in this analysis are unreliable. Both the Sb (III) and (V) 3d doublet pairs would 

be expected to have the same (or very similar) doublet separation; the values extracted here 

are Sb (V) DS = 8.6 eV and Sb (III) DS = 9.7 eV. In addition, the O 1s contribution has been 

assigned one broad peak, where it may have been more appropriate to assign an O 1s, with an 

M-OH peak to the higher binding energy side of it. Both these amendments could alter the 

values for photoelectron binding energy considerably. This study serves to highlight the 

importance of complete and correct fitting in Sb oxides, since the only information available 

is from Sb and O peaks, the primary core lines for which are easily misinterpreted due to their 

overlap. 

A compilation of Sb 3d3/2 literature data assigned to Sb (III) and Sb (V) cations from XP 

spectra of the relevant antimony oxides is shown in Table 3. The peak shifts between the 

reported values for the (III) and (V) cations range from 0.5 eV to 2.0 eV, showing considerable 

disagreement between researchers as to the nature of these photoelectrons. In all cases the data 

reported are from mono-valent oxides Sb2O3 or Sb2O5. The FHWM values are also shown 

since many studies use this characteristic to infer that the peaks could be made up of multiple 

environments and therefore indicates that a sample is impure and therefore a mixture of Sb 

(III) and Sb (V) oxides. Some researchers acknowledge the difficulty in resolving Sb (III) and 

Sb (V) environments and donôt infer the oxidation states that could be present using XPS. 

Instead they use XPS simply to quantify the Sb in their samples, taking the sum of both 

environments. 116-119 Birchall et al.115 compared a large range of Sb containing compounds, not 

limited to the oxides. From this extensive comparison, they concluded that binding energy 

values for Sb 3d3/2 photoelectrons are highly variable but that correlation to formal oxidation 

state is poor.  

A 1972 study by Tricker 132 into the mixed valence compound Cs4Sb(III)Sb(V)Cl12, showed a 

broad Sb 3d3/2  peak of FWHM = 3.4 eV, which was modelled as two peaks with a 1:1 ratio 

and peak shift of 1.5 eV. Another study of Cs2SbCl6 by Burroughs et al. reported a Sb 3d 

spectrum containing two well-separated peaks, with a shift of 1.8 eV between the Sb(III) and 

Sb(V).133 By comparison, a study by Izquierdo et al.134, recorded values for mixed valence 

compound Sb2O4 intermediate between those for the Sb(III)  and Sb(V) oxide. 
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Author (Year) 3d3/2 Eb  Peak Shift FWHM  

 Sb 3d (III) 3/2 Sb 3d (V) 3/2  Sb 3d (III) 3/2 Sb 3d (V) 3/2 

Birchall (1975)115 538.6 540.6 2.0 -  

      

Delobel (1983)135 539.8 540.4 0.6 1.8 1.7 

      

Wang (1991)131 540.4 540.9 0.5 -  

      

Benvenutti (1991)136 539.5 540.5 1.0 2.0 2.0 

      

Izquierdo (1989)134 539.7 540.6 0.9 1.6 1.9 

      

Nilsson (1994)130 - 540.3 - -  

      

Sundarsan (2001)137 537.29 538.11 0.8 -  

      

Zhang (2006)138 539.7 540.7 1.0 -  

Table 3: Binding energy, reported peak shift and FWHM values for Sb 3d 3/2 peaks from various sources 

The FWHM for the Sb 3d3/2 of this mixed valence Sb oxide was recorded as 1.8 eV and binding 

energy was 540.3 eV. Comparison of these values with their recorded data for Sb2O3 and 

Sb2O5 (reported in Table 3) led them to draw the conclusion that the Sb2O4 3d3/2 peak was not 

a combination of two peaks representing Sb (III)  and Sb (V) components, since a combined 

peak composed of Sb (III)  and Sb (V) with chemical shift 0.9 eV should result in a FWHM 

much larger than the observed 1.8 eV.  

Orchard et al. also observed a difference in Sb 3d3/2 FWHM dependent on the treatment of 

their mixed valence Sb2O4.139 Their modelling of the data produced Sb (III)  and Sb (V) 

components with a peak shift of 0.6 eV and FWHM 1.7 and 1.9 eV respectively. Using a point 

charge model to estimate expected chemical shift, they concluded however that in order to 

achieve the observed chemical shift of 0.6 eV it was necessary to assume the ionic charges 

were half their formal value. Thus the conclusion, again, is that the mixed valence oxide Sb 

3d peaks cannot be resolved into Sb (III) and Sb (V) components. 

Further work in chapters 4 and 5 of this thesis relied heavily on the XPS analysis of oxides 

containing Sb dopant ions and so it was important to investigate this issue, in order to 

determine the most appropriate hypothesis regarding Sb oxidation state analysis from XPS. 

This chapter outlines the analysis of one and two component Sb-component models in order 

to appropriately analyse further results. As well as analysing as-received Sb2O3 and Sb2O5, 

antimony (III) oxide was reacted with hydrogen peroxide (H2O2) to partially oxidise its surface 

creating mixed oxide materials. These materials were then used to test two analytical models 
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to determine if peak shift is resolvable between Sb (III) and Sb (V) components or if a one-

component model, where oxidation state is not determinable, is more appropriate for mixed 

valence Sb-containing compounds. 

Experimental 

As-received Sb2O3 (0.1 g) was dispersed in 30 wt. % H2O2 (15 ml) and stirred in a sealed 

vessel, for varied lengths of time (5 minutes, 60 minutes, 24 hours and 130 hours) before being 

filtered by gravity, washed with water (5 x 10 ml) and left to dry in air. The samples, along 

with as-received Sb2O3 and Sb2O5 were analysed by PXRD and XPS. PXRD patterns were 

taken on STOE diffractometer using Molybdenum K-Ŭ radiation, recorded between 2 and 40 

ę 2ɗ but converted to values for Cu K-Ŭ radiation for ease of comparison between chapters in 

this thesis. 
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3.1 Results and Discussion 

3.1.1 Powder X-ray Diffraction (PXRD) 

Powder X-ray diffraction of as-received Sb2O3 revealed that it was highly crystalline, as can 

be seen by the sharp peaks of the pattern shown in Figure 22a. This pattern was indexed in the 

orthorhombic Pccn space group and through least squares refinement of peak positions the 

lattice parameters and cell volume were determined. The cell volume was found to be within 

0.4 % of that of the standard structure. 

 

 

Figure 22a: (top) PXRD pattern of as-received Sb2O3 and b (bottom) as-received Sb2O5 both by comparison with 

standard patterns from literature140, 141 
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As- received Sb2O5, by contrast, was found to be lacking in crystallinity, as evidenced by the 

broader peaks and higher signal to noise ratio for the pattern shown in Figure 22b. Inspection 

of this pattern by comparison with the standard pattern also shown in Figure 22b, shows that 

there are distinct differences that indicate possible additional phases in the as-received sample. 

Figure 23a shows that the most intense peak ((11-1 ) at 25 °) in the Sb2O5 standard pattern for 

example, whilst present in the as-received sample is shifted to 26 ° and is much less intense 

than the (400) peak found at 27 ° in the as-received pattern. Differences in peak intensity could 

indicate a different growth orientation between the as-received sample and the sample used as 

a standard. However, in this case there are further discrepancies between the patterns. Figure 

23a shows a different intensity ratio between the (400) and (31-1) peaks between the two  

 

Figure 23a: close up views of a) (top) the 9- 19 ° region and b) (bottom) the 19-29 ° region of as-received Sb2O5 
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patterns and the (311) is so diminished in as-received Sb2O5 it is questionable if the peak is 

present, due to the high noise in this region. Figure 23b shows that the (420) and (022) peaks 

in as-received Sb2O5 are shifted in different directions from the standard pattern and therefore 

it is unlikely that they correlate at all. These discrepancies show that the as-received Sb2O5 is 

of a much poorer quality than the as-received Sb2O3. 

Given the uncertain quality of commercial Sb2O5, it could not be used as a standard for XPS 

analysis. In order to study samples with mixed Sb (III) and Sb (V) in a well-defined ratio, 

Sb2O3 was oxidised using 30% H2O2 solution at room temperature. Powder X-ray diffraction 

patterns (Figure 24) show that when treated with hydrogen peroxide for varying amounts of 

time (5 minutes, 1 hour, 4 hours and 24 hours) antimony (III) oxide ostensibly retains its 

orthorhombic structure as compared with a standard pattern obtained from the ICSD 140. 

Minimal peak shift is observed; the most intense (121) peaks found at ~ 13 Á 2ɗ all lie within 

±0.065 ° of the position of the (121) peak in the standard pattern. The patterns were indexed 

in the Pccn space group and through least squares refinement the lattice parameters and cell 

volumes determined. All lattice parameter and cell volume values for oxidised samples lie 

within 0.7 % of those calculated for the standard pattern. It can therefore be concluded that 

there is no detectable crystallographic change to the materials and no indication of the 

formation of a secondary phase after 24 hours of treatment with hydrogen peroxide.  

 

Figure 24: X-ray diffraction patterns of Sb2O3 powders treated for varying times in H2O2 for oxidation. These 

data were collected on a STOE diffractometer, in foil mode, using Mo radiation (ɚ = 0.7107 nm) 
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The penetrative nature of X-rays results in the detection of a diffraction signal that represents 

an average of the entire sample. While we can conclude that there has been no substantial 

oxidation of Sb2O3 particles to Sb2O5 in these samples, conclusions cannot necessarily be 

drawn from these PXRD data regarding the extent to which the surface of the materials may 

have been oxidised.  

3.1.2 X-ray photoelectron spectroscopy 

XPS was utilised in order to determine the extent of oxidation at the surface. This analysis 

typically has a sampling depth of between 2 and 10 nm and can therefore detect surface 

characteristics that have not shown up in PXRD. Survey spectra were recorded, detailing all 

elements present in the sample within the detection limit of the instrument used, as well as 

high-resolution core line spectra of Sb (3d and 4d) and O (1s). The O 1s and Sb 3d5/2 core lines 

(the principal core lines for these elements) directly overlap at a binding energy of around 530 

eV such that one signal is indistinguishable from the other. For this analysis, the Sb 3d3/2 peak, 

which is well separated from the Sb 3d5/2 and O 1s peaks as it appears 9.4 eV higher, was used 

as the main source of information regarding antimony. In order to quantify the amount of 

oxygen present a constrained model was generated using CASAXPS software; an example 

spectrum can be seen in Figure 25.  

The XP spectrum of the Sb 3d/O 1s core line region showed a peak at 540 eV (Sb 3d5/2) and 

at 530 eV (Sb 3d5/2, O 1s and surface hydroxyls). The peak at 530 eV was fitted with a Sb 

 

Figure 25: O 1s / Sb 3d core line region of Sb2O3 after 4 hours of exposure to H2O2. Sb 3d components can be 

seen modelled in blue, with O 1s and M-OH components modelled in orange. 
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3d5/2 component, which was constrained in position, area and FWHM relative to the Sb 3d3/2 

peak. All Sb peaks were generated with a 40 % Gaussian, 60 % Lorentzian contribution to 

their line shape since this provided best fit  for the Sb 3d3/2 component. The remainder of the 

peak at 530 eV was fitted with components representing the lattice oxygen and surface 

hydroxyls which manifest as a broad shoulder to the high binding energy side of the O 1s. 

Both O 1s and M-OH models were generated with 70 % Gaussian contribution and 30 % 

Lorentzian contribution, which has been used previously to fit these components in the 

absence of Sb. The OH peak was constrained such that its FWHM value did not exceed 2.5 

eV and itôs position relative to the O 1s peak was + 2 eV (±0.1 eV). 

Relative atomic percentages and a Sb/O ratio were determined by integration of the fitted 

spectra to determine the peak area of each component, followed by normalisation using the 

appropriate R.S.F., obtained from the instrument used. Sb/O ratio was determined using the 

combined atomic percentages of Sb 3d5/2 and Sb 3d3/2 peaks and the atomic percentages of 

lattice oxygen and surface hydroxyls. These ratios are plotted in Figure 26. As expected, the 

Sb/O ratio decreases as the reaction progresses, eventually reaching that of Sb2O5, 0.4. The 

Sb/O ratio calculated for as-received Sb2O3 and samples exposed to H2O2 for 5 minutes gave 

higher values than the theoretical Sb/O for Sb2O3, 0.667, which is shown as a horizontal bar 

on the graph. This can be partially attributed to oxygen vacancies at the surface of Sb2O3 and 

has been observed by other researchers.122, 128 However, the ratio is so high that this 

explanation alone would indicate an implausibly large number of oxygen vacancies. For 

example a Sb/O of ~0.77, such as found in as-purchased Sb2O3 corresponds to 13 % of its 

oxygen sites being vacant.  

 

Figure 26: XPS calculated Sb/O ratio of Sb2O3 as-purchased powders exposed to hydrogen peroxide for 5 

minutes, 1 hour, 4 hours and 24 hours. Reference lines for Sb2O3 and Sb2O5 Sb/O theoretical ratios have been 

included for clarity. 
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A second contributing factor to consider is a possible difference in detection of Sb and O 

photoelectrons. XPS sampling depth is dependent on the IMFP of the photoelectron, thus it 

follows that if the IMFP values are different for the elements being analysed then the sample 

volume and consequent relative concentrations would be different for the elements; other 

researchers have attributed high Sb/O ratios in their studies of Sb2O3 to this.142 The IMFP of 

an electron can be determined using Equation 30 143  below (K.E. = photoelectron kinetic 

energy and ɚIMFP = IMFP in Å) and for a Sb 3d 5/2 electron is approximately 1.67 Å.  

‗  
ρτσ

ὑȢὉȢ
πȢπυτȢЍὑȢὉȢ 

Equation 30 

This value can be used to determine the probability of an electron being photoemitted from 

the material by the relation shown in Equation 31 below: 

ὖ Ὡ
Ȣ

 

Equation 31 

Where P = probability of photoemission and demission. = distance photoelectron must travel to 

be ejected.  

Since Sb 3d5/2 and O 1s photoelectrons have the same kinetic energy (~956 eV) they must also 

have the same IMFP (1.67 nm). Therefore, in order to explain the high Sb/O ratio observed in 

terms of differences in photoelectron detection, it can be concluded that the distance the 

respective photoelectrons must travel is different.  

Sb2O3 is effectively Sb-O-Sb layered in the c-direction as shown schematically in Figure 27. 

Assuming emission along the c-axis, which is perpendicular to these Sb-O-Sb layers, the high 

Sb/O ratio for Sb2O3 and samples with a high proportion of Sb2O3 could be accounted for by 

the termination of the surface by a layer of Sb ions. Fewer photoelectrons would be detected 

from the O-layers since these photoelectrons would have further to travel and therefore fewer 

of them would be emitted from the material.  

Wyckoff positions of the Pccn space group have been used to calculate the probability of 

photoemission of an electron from each position. The distance an electron would have to travel 

to be emitted, demission, can be determined by relating its position, W, along the c-axis to the 

length of the c-axis, c, by Equation 32: 

Ὠ ὡὧ 

Equation 32 
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Thus from Equation 31, the probability of electron photoemission from each position can be 

determined using their known IMFP values. Table 4 lists the calculated c-axis positions for 

orthorhombic Sb2O3, the calculated demission values and therefore the probability of 

photoemission for these electrons. 

 

Figure 27: Layered structure of orthorhombic Sb2O3, where O atoms are shown in red and Sb atoms shown in 

blue. 

Atom 
Position along 

c-axis, W 

Distance e- travels, 

demission (Å) 

Probability of 

photoemission, P 

    

Sb (x2) 

0.178 0.96 0.56 

0.678 3.67 0.11 

0.822 4.45 0.07 

0.322 1.74 0.35 

    

O1 (x1) 

0.023 0.12 0.12 

0.523 2.83 2.83 

0.977 5.29 5.29 

0.477 2.58 2.58 

    

O2 (x2) 

0.855 0.063 0.06 

0.355 0.32 0.32 

0.145 0.63 0.63 

0.645 0.12 0.12 

Table 4: Positions of Sb and O atoms in orthorhombic Sb2O3 along the c-axis and thus the calculated demission and 

probability of photoemission values 

Using these calculated probabilities it is possible to determine a theoretical Sb/O, which takes 

into account the higher likelihood of Sb ion detection if the exposed surfaces are Sb rich. The 














































































































































































































