Asymptotic scaling properties and estimation of the generalized Hurst exponents in financial data
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We propose a method to measure the Hurst exponents of financial time series. The scaling of the absolute moments against the aggregation horizon of real financial processes and of both uniscaling and multiscaling synthetic processes converges asymptotically towards linearity in log-log scale. In light of this we found appropriate a modification of the usual scaling equation via the introduction of a filter function. We devised a measurement procedure which takes into account the presence of the filter function without the need of directly estimating it. We verified that the method is unbiased within the errors by applying it to synthetic time series with known scaling properties. Finally we show an application to empirical financial time series where we fit the measured scaling exponents via a second or a fourth degree polynomial, which, because of theoretical constraints, have respectively only one and two degrees of freedom. We found that on our data set there is not clear preference between the second or fourth degree polynomial. Moreover the study of the filter functions of each time series shows common patterns of convergence depending on the momentum degree.
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I. INTRODUCTION

The multifractal behavior of the financial time series is one of the acknowledged stylized facts in the literature (see Refs. [1–5]). Many works have been dedicated to its empirical characterization [6–23], reporting strong evidence of its presence in financial markets. Several models have been proposed [24–33] to reproduce these empirical facts.

Multifractality proved to be a very valuable tool. From a theoretical point of view models with a multifractal nature display also power law tails and volatility clustering, leading to consider these well-known stylized facts as consequences of the multifractal nature of financial time series. From a practical point of view multifractal models proved also to have forecasting power [26,34–36].

Many estimation methods are present in the literature; in particular the most popular are Multifractal Detrended Fluctuation Analysis (MFDFA) [37], the Generalized Hurst Exponent Method (GHE) [4,38–40], and Wavelet Transform Modulus Maxima (WTMM) [41]. All of them have advantages and drawbacks: MFDFA, which measures the scaling of the so-called fluctuation function, is applicable to nonstationary time series but the degree of the detrending method is arbitrary; GHE computes directly the scaling of the moments with known scaling properties. Finally we show an application to empirical financial time series where we fit the measured scaling exponents via a second or a fourth degree polynomial, which, because of theoretical constraints, have respectively only one and two degrees of freedom. We found that on our data set there is not clear preference between the second or fourth degree polynomial. Moreover the study of the filter functions of each time series shows common patterns of convergence depending on the momentum degree.

The aim of this paper is to propose a method for the estimation of the scaling behavior of the moments of real financial time series with respect to the aggregation horizon, without the need of free parameters, and which gives a precise prescription of the scaling region which has to be considered. In a previous paper [42], solving an ongoing debate in the literature (see, for example, Refs. [43–45]), it has been clarified that the true source of the multifractal behavior found in empirical financial time series is their causal structure. However, it was also shown that the measure of multifractality performed via the scaling of the moments in log-log scale is aggregation horizon dependent and that the true multifractal scaling should be measured in the limit of an infinite aggregation horizon. In particular, already for processes with i.i.d. increments but with power law tails in their distribution with exponents between two and five, which is the range empirically observed [46], due to the slow convergence of the Central Limit Theorem, the small aggregation horizon is affected by strong biases [42]. In light of this, we now face the problem of building up an estimation procedure able to address these issues and to reduce as much as possible these biases by proposing a reliable proxy of the asymptotic multifractal behavior of real financial time series. For reasons that are detailed later in the paper the method is well suited for intraday high-frequency data; in particular in this paper we focus on tick-by-tick data.

The structure of the paper is as follows: in Sec. II we recall the geometrical and statistical definitions of multifractality, in Sec. III we discuss the main features of the models we use in the paper to validate the proposed method, in Sec. IV we discuss the effect of the discreteness of processes on scaling measures, in Sec. V we introduce the method, in Sec. VI we show a step-by-step application of the method on a synthetic process with known multifractal properties, in Sec. VII we perform first a step-by-step application of the method to one real financial time series and then we apply it to different real time series, and in Sec. VIII we draw conclusions.
II. MULTIFRACTALITY

In this section we give an overview on what is multifractal from a mathematical point of view and give its geometrical and statistical characterization.

A. Geometrical characterization

Let $X(t)$ be a process continuous in time with stationary increments. The notion of local Hölder exponent $h(t)$ can be introduced via the following expression [47]:

$$|X(t + dt) - X(t)| \sim C(t)dt^{h(t)},$$

(1)

where $C(t)$ is a function of $t$ and $dt$ is an infinitesimal quantity which tends to zero. Also, in order to ensure that stationarity holds almost surely, the set on which $C(t)$ and $h(t)$ vary has zero Lebesgue measure. Intuitively the local Hölder exponent quantifies the local degree of singularity of a time series [47]. The set of all local Hölder exponents thus expresses the degree of singularity of the whole process $X(t)$ associating a number at every point in time. In order to characterize the distribution of the local Hölder exponents, the notion of a singularity spectrum $D(h)$ was introduced (cf. Refs. [47–49]). It is defined, for a given value $h$, as

$$D(h) = D_H\{ t : h(t) = h \},$$

(2)

where $D_H$ means the Hausdorff (or fractal) dimension of the set in curly brackets. So the singularity spectrum codifies the fractal dimension of the points sharing the same degree of singularity (Hölder exponent) [47–49].

1If only one Hölder exponent, say, $h_0$, characterizes the process, then the process is said to be mono- or unifractal, and the singularity spectrum reads as [50]

$$D(h) = \left\{ \begin{array}{ll} 1 & h = h_0 \\ -\infty & \text{otherwise}, \end{array} \right.$$

(3)

so the spectrum reduces to a single point. A process is said to be multifractal if it has a range of values of $h$ over which $D(h) \geq 0$ [47,50].

B. Statistical characterization

It turned out that the geometrical properties of a process can be linked to its statistical ones. In particular so-called Multifractal Formalism was introduced [48,49] and can be applied in the context of the stochastic processes [47]. Taking again the stationary, continuous in time, process $X(t)$ and computing its increments over a time horizon $\tau$, it can be shown that, if the following scaling relation holds [51]:

$$E[|X(t + \tau) - X(t)|^q] = K(q)\tau^{\zeta(q)},$$

(4)

where both $K(q)$ and $\zeta(q)$ are functions of $q$ and $\zeta(q)$ is concave [24], then $D(h)$ and $\zeta(q)$ are simply linked via a Legendre transform (see, for example, Refs. [5,47]),

$$\zeta(q) = 1 + \inf_h \{qh - D(h)\},$$

(5)

$$D(h) = 1 + \inf_q \{hq - \zeta(q)\}.$$  

(6)

The request of concavity is crucial for this result since otherwise the Legendre transform would not be well defined.

In practical situation one does not deal with processes in time. As a consequence, it was shown [5,48] that the straightforward estimation of $D(h)$ cannot be practically achieved. In light of this, the importance of relations (5) and (6) relies on the fact that they allow us to estimate a geometrical quantity (the singularity spectrum) via statistical measurements. In particular one assumes that a real process (for example a log-price) is a discretized version of an underlying unobservable process continuous in time, which are sharing the same statistical properties. Thus, while geometrical arguments cannot be applied to the discrete version, statistical ones are. Usually the function $\zeta(q)$ is rewritten as $\zeta(q) = qH(q)$, with $H(q)$ called the Generalized Hurst Exponent [4,38,39]. In particular, from Eq. (6) (in order to find the minimum) we obtain the following chain of equalities:

$$h = \frac{d\zeta(q)}{dq} = H(q) + q\frac{dH(q)}{dq},$$

(7)

which shows that the Hölder exponent is equal to the Hurst exponent only when the latter does not depend on $q$, which is the case of unifractal time series where $\zeta(q)$ reduces to a straight line. The two most notable unifractal processes are Brownian motion (BM) and fractional Brownian motion (fBM), which satisfy respectively $\zeta(q) = q/2$, thus $H(q) = 0.5$, and $\zeta(q) = qH$, thus $H(q) = H$ (see, for example, Ref. [4]).

III. MODELS

In this section we summarize the main properties of the synthetic processes we use throughout the paper in order to validate the method we introduce in Sec. V.

A. Brownian motion with Student’s $t$ innovations (tBM)

We here introduce a uniscaling process with i.i.d. increments drawn from a Student’s $t$ distribution. Using the dummy variable $t$, we can write the probability density of a Student’s $t$ distribution as (see, for example, Ref. [52])

$$p(t) = \frac{\Gamma\left(\frac{n+1}{2}\right)}{\sqrt{n\pi}\Gamma\left(\frac{n}{2}\right)} \left(1 + \frac{t^2}{n}\right)^{-\frac{n+1}{2}},$$

(8)

where $\Gamma(\cdot)$ is the gamma function and $n$ is the number of degrees freedom which are allowed to be noninteger. According to Eq. (8) if $n > 1$, the variable $t$ has mean zero, otherwise it is infinite. The variance instead equals $\frac{n}{n-2}$ if $n > 2$ and infinite if $1 < n < 2$, and it is undefined otherwise. As for the spectrum of a tBM, it can be computed analytically in both cases, if either $n$ is bigger or smaller than two. When $n < 2$ the Student’s $t$ distribution of Eq. (8) becomes a stable distribution with skewness parameter equal to zero and stability parameter equal to $n$. So its scaling exponents can be readily written as

1We report that in Refs. [47,50] other two definitions can be found.
(see Refs. [37, 53, 54])

\[ \zeta(q) = qH(q) = \frac{q}{n} \quad \text{if} \quad q < n. \] (9)

For \( n > 2 \) and finite aggregation horizon \( \tau \) it can be shown, as a corollary of the Central Limit Theorem (CLT), that

\[ E[|X(t + \tau) - X(t)|^q] = f(q)\tau^\alpha, \] (10)

where \( f(q) \) is a function of \( q \). Thus

\[ \zeta(q) = qH(q) = \frac{q}{2}. \] (11)

For \( n > 2 \) the absolute moments of a tBM scale as those of a BM. For \( n = 2 \), it can be proved rigorously that the scaling exponents behave like Eq. (11) (cf. Ref. [55]).

Summarizing, a tBM is a unifractal process for both \( n < 2 \) and \( n \geq 2 \) with \( \zeta(q) \) behaving as a straight line with slopes respectively \( 1/n \) and \( 1/2 \).

**B. Multifractal random walk (MRW)**

Different multifractal models have been proposed in the literature; however, in the present paper we chose as our benchmark multifractal model the so-called Multifractal Random Walk introduced in Ref. [30] since it has exactly computable scaling exponents. Despite further development and alternative multifractal random walks models with different scaling exponents that have been proposed (see Refs. [32, 33]), for our purposes the statistical properties of this original model are sufficient. The process \( X(t) \) described by the model is defined as the limit \( \Delta t \to 0 \) of the discretization step \( \Delta t \) of (see Ref. [30])

\[ X(t) = \sum_{k=1}^{\infty} \epsilon_{\Delta t}(k)e^{\omega_{\Delta t}(k)}, \] (12)

with \( \epsilon_{\Delta t} \sim N(0, \sigma^2\Delta t) \), \( \omega_{\Delta t} \sim N(-\lambda \ln(L/\Delta t), \lambda^2 \ln(L/\Delta t)) \), where \( \lambda \) is called intermittency parameter, \( L \) is the autocorrelation length, and \( \sigma \) is the variance of the overall process [30].

The increments of this process can then be written as

\[ r_{\Delta t}(t) = X(t + \tau) - X(t) = \sum_{k=\Delta t+1}^{\infty} \epsilon_{\Delta t}(k)e^{\omega_{\Delta t}(k)}. \] (13)

What characterizes this model is the autocorrelation structure, in particular the \( \epsilon_{\Delta t}(k) \) are i.i.d. and the \( \omega_{\Delta t}(k) \) are not, having autocovariance (see Ref. [30]):

\[ \text{Cov}(\omega_{\Delta t}(k_1), \omega_{\Delta t}(k_2)) = \lambda^2 \ln \rho_{\Delta t}(k_1 - k_2), \] (14)

with

\[ \rho_{\Delta t}(k_1 - k_2) = \begin{cases} \frac{L}{|k_1 - k_2| + 1/\Delta t} & \text{if } |k_1 - k_2| < L/\Delta t, \\ 1 & \text{otherwise.} \end{cases} \] (15)

The scaling exponents of this model in the continuous time limit are (see Ref. [30])

\[ \zeta(q) = qH(q) = -\frac{\lambda^2}{2}q^2 + \left(\frac{\lambda^2 + 1}{2}\right)q. \] (16)

What makes this model very appealing for statistical testing is that it exhibits both power law tails and volatility clustering, keeping its plain innovations uncorrelated despite having only three parameters \((\lambda, L, \sigma)\) in its definition. In particular the intermittency parameter \( \lambda \) determines both the power law tails, which decay with an exponent proportional to \( \lambda^2 \) (see Ref. [56]), and the decay of the autocorrelation functions of the powers of the absolute returns, whose decaying exponents are again proportional to \( \lambda^2 \) (see Ref. [30]).

**IV. THE CURSE OF THE DISCRETIZATION**

As underlined in Sec. II B the introduction of the multifractal formalism allows us to study the geometrical fractal properties of a process by analyzing its discrete version. However, as shown in Ref. [42], the estimation of the scaling exponents turned out to be strongly biased. Convergence issues arise for both power law-tailed and autocorrelated discrete processes, for both synthetic and real data. In this section we discuss in more detail these two features in the case of synthetic processes, which in turn will justify our choice of introducing the filter function in Sec. V. The need of the filter function also for real financial process will become evident in Sec. VII where we apply our method to real data.

**A. Effect of the CLT**

In Ref. [42] it was pointed out that for processes with independent increments, power law tails, and finite variance, the asymptotic convergence is obviously ruled by the CLT. We want to show results showing the actual numerical behavior of this convergence. Let us then consider a discrete process with independent increments \( x_i \) i.i.d. distributed according to a certain pdf \( p(x_i) \) for all \( i \) such that

\[ E[x_i] = 0, \quad \text{Var}[x_i] = \sigma^2 \Delta t < \infty, \] (17)

for some constant \( \sigma \), where \( \Delta t \) is the time interval between two increments. Let us stress that we are not making any assumption on \( p(x_i) \), which can be skewed, power law-tailed, or both as long as the variance is finite. For example, it could be the density of a shuffled empirical time series. We now introduce the quantity

\[ S_N = \sum_{i=1}^{N} x_i, \] (18)

which is an the aggregated sum of \( N \) returns, thus

\[ E[S_N] = 0, \quad \text{Var}[S_N] = \sum_{i=1}^{N} \text{Var}[x_i] = \sigma^2 N \Delta t, \] (19)

so the variance grows linearly with time as expected. We stress now that the quantity we use to measure the scaling of empirical time series is exactly \( E[|S_N|^q] \). In this case we are considering it for a shuffled or independent process. The scaling properties of \( S_N \) are a straightforward consequence

\[ \text{Ref. [37]:} \text{the shape of the scaling exponent for } q > n \text{ is reported to be equal to one. However, as underlined in Refs. [53] and [54], this so-called bifractal behavior is a pure finite size sample effect.} \]
MRW. We set the parameters to $\lambda = 0.3, L = 5000$, and $\sigma = 1$ (because of the shuffling the choice of the values of $\lambda$ and $L$ may be arbitrary while $\sigma$ is simply a scale), and again we generated a time series made of $10^7$ steps to remove as much noise as possible. In Fig. 2 we superpose the theoretical behavior of Eq. (20) with the numerical one for $q = 1$.

As appears evident, the linearity is achieved again only asymptotically [cf. the effect of the productory in Eq. (A3)].

B. Effect of the autocorrelation

In Ref. [42] it is proven numerically that the autocorrelation is the true source of the empirical multifractality. In the same direction is the result of Sec. IV A, which proves that the shape of the distribution plays no role in the asymptotic scaling as long as the variance is finite. However, for small aggregation horizons scaling measures are strongly biased also when the effect of the tails is removed (see Ref. [42]). These observations lead to the puzzling conclusion that the causal structure is, from the theoretical point of view, the source of the multifractal nature of a process but, from a numerical point of view, also the source of a bias. In order to reconcile these results let us consider the case of the MRW. A first observation is that Eq. (16) holds in the continuous time limit, whereas synthetic and real processes are inherently discrete in time. A second observation is that the innovations of the discretized version of the MRW, shown in Eq. (13), are conditionally Gaussian, whereas the distribution of the innovations in the continuous time limit has power law tails (cr. Ref. [35]). It is worth noting that in this case a continuous time limit means aggregating an infinite number of conditionally Gaussian variables with a certain memory structure given by Eq. (14). Thus, for the MRW, the mismatch arises because the discrete process in Eq. (13) is not a multifractal process described by the scaling exponents in Eq. (16), but its infinite aggregation limit (continuous time limit) is.

We propose that the same feature also holds for real financial processes, by arguing that the distribution of the returns at their smallest considered scale (for example, tick-by-tick) lead to the puzzling conclusion that the causal structure is, from the theoretical point of view, the source of the empirical multifractality. In the same direction is the result of Sec. IV A, which proves that the shape of the distribution plays no role in the asymptotic scaling as long as the variance is finite. However, for small aggregation horizons scaling measures are strongly biased also when the effect of the tails is removed (see Ref. [42]). These observations lead to the puzzling conclusion that the causal structure is, from the theoretical point of view, the source of the multifractal nature of a process but, from a numerical point of view, also the source of a bias. In order to reconcile these results let us consider the case of the MRW. A first observation is that Eq. (16) holds in the continuous time limit, whereas synthetic and real processes are inherently discrete in time. A second observation is that the innovations of the discretized version of the MRW, shown in Eq. (13), are conditionally Gaussian, whereas the distribution of the innovations in the continuous time limit has power law tails (cr. Ref. [35]). It is worth noting that in this case a continuous time limit means aggregating an infinite number of conditionally Gaussian variables with a certain memory structure given by Eq. (14). Thus, for the MRW, the mismatch arises because the discrete process in Eq. (13) is not a multifractal process described by the scaling exponents in Eq. (16), but its infinite aggregation limit (continuous time limit) is.

We propose that the same feature also holds for real financial processes, by arguing that the distribution of the returns at their smallest considered scale (for example, tick-by-tick)
is different from their distribution at large aggregations. For instance, one evident difference between returns taken on a tick-by-tick basis and, say, daily returns is the role of the tick size [57]. In the first case the returns have discrete values, while in the second case they can be safely modeled as continuous.

As a corollary of these observations, we observe that for the BM and the fBM the convergence issues are not present because the distribution of the increments in the discrete version of the processes are Gaussian as the distribution of the increments in the continuous time limit; i.e., they are described by a distribution stable under aggregation.

V. BUILDING A SCALING EXPONENTS PROXY

In this section we provide a procedure to estimate the scaling exponent of a given time series. It is made up of two parts: the first consists in giving a reliable parameter-free estimate of the set of scaling exponents taking into account the convergence issues discussed above, and, in the second, a fit of the measured scaling exponents is performed, allowing then to smooth them according to the theoretical prescriptions of the multifractal picture.

A. Taking into account the convergence issues

As shown in the previous section, the scaling properties of a time series are completely uncovered only in the limit of infinite aggregation. In practical situations this condition is obviously unrealistic. In particular, for a process continuous in time, the condition of infinite aggregation of the increments is already satisfied at any finite aggregation horizon, while for a discrete time series the infinite aggregation request translates into an infinite aggregation horizon. It thus seems that the multifractal properties of a discrete time series are theoretically uncovered only asymptotically. Let us consider then the logarithm of Eq. (4):

\[ \ln[\mathbb{E}[(X(t+\tau) - X(t))^q]] = \zeta(q) \ln(\tau) + \ln[K(q)]. \] (23)

In Ref. [42] it was proven that the scaling measures are horizon dependent; in other words the results change with \( \tau \), reconciling with the theoretical expectations for large values of \( \tau \). It means in particular that the scaling is not exactly linear. In light of this we infer that a good proxy for the multifractal properties of a discrete time series is a proxy that takes into account the convergence issues discussed above. Let us define the following variables and functions:

\[ f(x) = m x + z, \] (24)

where \( m = \zeta(q) \) is the quantity we are interested in and \( z \) is the logarithm of the \( q \) moment for \( \tau = 1 \). We propose now to fit these variables in order to unveil the scaling structure of a time series as

\[ f(x) = g(x) + m x + z, \] (25)

where \( g(x) \) is a correction function which we call filter function, which models the convergence toward the asymptotic behavior. Coherently with the previous section, Eq. (25) has to satisfy the condition \( g(x) \xrightarrow{x \to \infty} 0 \). For real time series, determining the actual shape of \( g(x) \) is a hard task; however, we developed a data-driven method which allows us to take into account the presence of \( g(x) \) without computing it explicitly.

B. Taking advantage of the convergence issues

The first step is considering the integral of the signal. This implies that the scaling is now supposed to be given by the integral of Eq. (25),

\[ F(x) = \int_0^x [g(x') + m x' + z] dx' = \int_0^x g(x') dx' + m \frac{x^2}{2} + zx, \] (26)

which is a parabola plus the integral of the filter function. Let us now assume that \( g(x) \) has a finite integral over the positive real axis,

\[ \int_0^\infty g(x) dx = \text{const}, \] (27)

which we will prove numerically below during applications. So it follows that

\[ F(x) \xrightarrow{x \to \infty} \frac{m}{2} x^2 + zx + \text{const}. \] (28)

We fit then the integrated empirical scaling with a parabolic shape:

\[ p(x) = ax^2 + bx + c. \] (29)

Theoretically it should be in perfect agreement with the empirical scaling in the interval \( [\tau^*, \infty) \) with \( \tau^* \gg 1 \). Varying then \( \tau^* \) between 1 and \( \infty \), we expect the term of degree zero in Eq. (29), i.e., \( c(\tau^*) \), to reach asymptotically a plateau since it represents the area between the empirical scaling and the asymptotic linear scaling. Three scenarios are possible: if the empirical scaling tends to the asymptote from above, we expect \( c(\tau^*) \) to be positive since the integral of the filter function is a positive number; if the empirical scaling tends to the asymptote from below, we expect \( c(\tau^*) \) to be negative since the integral of the filter function is a negative number; and if the empirical scaling oscillates around the asymptote before converging on it, we expect \( c(\tau^*) \) to present maxima and minima.

C. Finding the maximum value of the aggregation

However, due to the finiteness of empirical samples a maximum value of aggregation, \( \tau_{\text{max}} \), has to be found. Moreover, from a theoretical point of view the multifractal scaling holds only as long as the causal structure plays a role (cf. Ref. [42]). In light of this we infer that a good proxy for the value of \( \tau_{\text{max}} \) is the autocorrelation length. It is known (cf. Refs. [58,59]) that, given an iid discrete process of length \( T \), say, \( |r(T)|^2 \), its autocorrelation function behaves asymptotically as

We recall that \( r(\tau) \xrightarrow{\tau \to \infty} 0 \) by definition, which is a necessary but not sufficient condition for the convergence of its integral.

We recall that \( x = \ln(\tau) \).

---

3 We recall that \( g(x) \xrightarrow{x \to \infty} 0 \) by definition, which is a necessary but not sufficient condition for the convergence of its integral.

4 We recall that \( x = \ln(\tau) \).
a normally distributed noise, \( N(0,1/T) \). In light of this, the most common choices for cutting its autocorrelation profile are the following:

1. The first lag when the autocorrelation function of \( |r_\tau(t)|^q \) reaches the 99th percentile of the noise distribution
2. The first lag when the autocorrelation function of \( |r_\tau(t)|^q \) reaches the 99th percentile of the noise distribution
3. The first lag when the autocorrelation function of \( |r_\tau(t)|^q \) reaches the 50% percentile (zero level) of the noise distribution.

Since fixing one of these criteria would be arbitrary, for empirical data we apply all three prescriptions running our algorithm for all of them, deciding afterwards the best of the three using a criterion we discuss in a following subsection based on the root-mean-square error. We report, however, that in general, given a certain value of \( \tau_{\text{max}} \), it is always a good habit to check the empirical scaling in loglog scale and, if linearity does not hold, reduce \( \tau_{\text{max}} \) accordingly.

### D. Finding the minimum value of the aggregation

Let us now describe how the value of \( \tau_{\text{min}} \) is fixed. Going back to the function \( c(\tau^*) \), fixing a maximum value means that now finite size effects occur. In particular we found that when \( \tau^* \) approaches \( \tau_{\text{max}} \), \( c(\tau^*) \) starts to wildly oscillate because the number of points over which the fit is performed becomes too small. Thus we need to understand which value of \( c(\tau^*) \) gives us a good approximation of its asymptotic behavior, which in turn would give us information about \( \tau_{\text{min}} \). In principle we do not know if the empirical scaling will settle on its asymptote from above or below (maybe oscillating before); however, we expect a good approximation of its asymptotic behavior to be given either by one of its maxima, if it finally settles from above, or by one of its minima, if it finally settles from below. In order to make a statistically meaningful decision, we prescribe to take, among the set of all maxima and minima of \( c(\tau^*) \), the one which attains the maximum value of the adjusted coefficient of determination \([60]\). We call the value of \( \tau^* \) where

---

**FIG. 3.** (a) Integrated measured scaling [cf. Eq. (26)]; (b) in blue solid line \( c(\tau^*) \) and the maximum where the best parabolic fit is attained marked with a red or shaded dot [cf. Eqs. (28) and (29)]; (c) zoom of the behavior of \( c(\tau^*) \) around the maximum where the best parabolic fit is attained (red or shaded dot) [cf. Eqs. (28) and (29)]; (d) plain scaling in blue solid line and the asymptotic inferred scaling in red dashed line [cf. Eqs. (23) and (25)]; (e) filter function \( g(x) \) in blue solid line and the zero level in red dashed line; (f) integrated filter function [cf. Eq. (27)].
this maximum or minimum occurs \( \tau_{\text{min}} \). In order to avoid the method to detect spurious maxima or minima) due to noise in the scaling we add the condition that the \( \tau_{\text{min}} \) have to be such that \( H(q) = 2\alpha(\tau_{\text{min}})/q > 0.5 \) to ensure the concavity of the function \( \zeta(q) \). Once both the values of \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) are fixed, the best linear fit of the scaling of the considered moment can be performed in the range \([\tau_{\text{min}}, \tau_{\text{max}}]\), where the slope gives the value of scaling exponent itself.

### E. Fitting the scaling exponents

The procedure described up to now is completely parameter-free and allows us to estimate single scaling exponents. In order to smooth the measured scaling exponents coherently with the multifractal picture requirement and to make a quantitative assessment about the overall shape of the empirical functions \( \zeta(q) \), we decided to perform a polynomial robust fit, using the least absolute residuals method (see Ref. [61]), with \( q \) between \([-0.9\) and 1 every 0.1 units, extending then the prescription given in Ref. [42]. In particular we used a second and a fourth degree polynomials.\(^5\) Let us first consider the latter:

\[
\zeta(q) = Dq^4 + Cq^3 + Bq^2 + Aq + \text{const.} \tag{30}
\]

In its most general form Eq. (30) has five degrees of freedom, however, the function \( \zeta(q) \) must satisfy few conditions, in particular

\[
\begin{align*}
\zeta(0) &= 0 \\
\zeta(2) &= 1 \\
\zeta''(q) &< 0.
\end{align*} \tag{31}
\]

The first condition follows directly from the definition of the scaling exponents (see Sec. II B); the second one, which implies \( H(2) = 0.5 \), follows from the absence of autocorrelation in the empirical financial returns (we give a simple proof of this in Appendix B); and the third one follows from the concavity condition (cf. Sec. II B and references). Applying these conditions to Eq. (30), they become respectively (we report the explicit computation of the third condition in Appendix C)

\[
\begin{align*}
\text{const} &= 0 \\
A &= \frac{1}{2} - 8D - 4C - 2B \tag{32} \\
B &= \frac{3C^2}{8D} \quad \text{with } D < 0,
\end{align*}
\]

so Eq. (30) can be rewritten as

\[
\zeta(q) = Dq^4 + Cq^3 + \frac{3C^2}{8D} q^2 + \left(\frac{1}{2} - 8D - 4C - \frac{3C^2}{4D}\right)q \tag{33}
\]

which has only two degrees of freedom, \( C \) and \( D \). As for the second degree polynomial fit, in its most general form it reads as

\[
\zeta(q) = Bq^2 + Aq + \text{const.} \tag{34}
\]

\(^5\)The third degree is ruled out by the concavity requirement.

![FIG. 4. Fitted measured scaling exponents for a realization of a MRW. Blue crosses: measured scaling exponents; red solid line: polynomial fit; black solid lines: 99% confidence intervals of the values of the fitted curve.](image)

which then, enforcing conditions in Eq. (31), becomes

\[
\zeta(q) = Bq^2 + \left(\frac{1}{2} - 2B\right)q \quad B < 0,
\]

having then only one degree of freedom. For each empirical time series we chose between the two fits checking the three proposed autocorrelation lengths given in Sec. V C. As a criterion to choose among them, we keep the fit which attains the least value of the root-mean-square error, in other words the one which leads to the least dispersion of the data around the fitted curve.

### F. Summary of the method

1. Given one prescription for the autocorrelation length (see Sec. V C), compute the value of \( \tau_{\text{max}} \) for every measured \( q \) fixing then its value to be the maximum among them

2. Integrate the empirical scaling of the chosen \( q \)th absolute moments computed in \( \tau \in [1, \tau_{\text{max}}] \)

| TABLE I. Results of the application of the method in order to compute \( H(-0.5), H(-0.3), H(-0.1), H(0.1), H(0.5), \) and \( H(1) \) of a MRW with parameters \( \lambda = 0.3, 0.4, 0.5 \) L = 5000, \( \sigma = 10^{-3} \). |
| --- | --- | --- | --- |
| MRW | \( \lambda = 0.3 \) | \( \lambda = 0.4 \) | \( \lambda = 0.5 \) |
| \( H(-0.5) \) | 0.612 ± 0.028 | 0.696 ± 0.033 | 0.795 ± 0.042 |
| \( (0.6125) \) | (0.67) | (0.8125) |
| \( H(-0.3) \) | 0.607 ± 0.035 | 0.680 ± 0.043 | 0.770 ± 0.047 |
| \( (0.6035) \) | (0.684) | (0.7875) |
| \( H(-0.1) \) | 0.597 ± 0.033 | 0.665 ± 0.038 | 0.748 ± 0.042 |
| \( (0.5945) \) | (0.668) | (0.7625) |
| \( H(0.1) \) | 0.589 ± 0.031 | 0.648 ± 0.033 | 0.725 ± 0.037 |
| \( (0.5855) \) | (0.652) | (0.7375) |
| \( H(0.5) \) | 0.569 ± 0.026 | 0.617 ± 0.023 | 0.679 ± 0.029 |
| \( (0.5675) \) | (0.62) | (0.6875) |
| \( H(1) \) | 0.545 ± 0.023 | 0.577 ± 0.022 | 0.618 ± 0.024 |
| \( (0.545) \) | (0.58) | (0.625) |
(3) For each moment fix the value of $\tau_{\text{min}}$ observing the behavior of the term of degree zero of the parabolic fit [cf. Eq. (29) and Sec. VD].

(4) Infer the value of the scaling exponents via the best linear fit in the scaling regions $[\tau_{\text{min}}, \tau_{\text{max}}]$. 

(5) Check that the filter function $g(x)$ converges to zero and that its integral converges to a constant.

(6) Perform a parabolic and a quartic fit, then decide the best among them checking the maximum adjusted coefficient of determination.

(7) Repeat steps 1 to 6 for all three prescriptions for choosing $\tau_{\text{max}}$ (see Sec. VC) and select the one which gives the overall fit with the least root-mean-square error.

What is left is to prove that in the range $[\tau_{\text{min}}, \tau_{\text{max}}]$ chosen via this method, the filter function reaches a plateau, thus proving that its effect has been completely filtered out. This will be proved numerically below. In particular we will show that this holds for the MRW, where the absolute moments scaling is computed for its increments [cf. Eq. (13)], and afterwards for empirical data, where the absolute moments scaling is computed for the log returns. We point out that for every $\tau$ we remove the mean from every return time series since a nonzero mean would end up in the detection of spurious autocorrelations also due to possible nonstationarities. We report that this operation is justified by the financial assumption of zero returns on average.

VI. APPLICATION TO SYNTHETIC DATA: VALIDATION OF THE METHOD

In this section we show the application of the method on a MRW, which has known multifractal properties, proving the capability of our method to capture, for example, the expected values of $H(-0.5)$, $H(-0.3)$, $H(-0.1)$, $H(0.1)$, $H(0.5)$, and...
FIG. 6. Step-by-step application of the method for the scaling of $H(1)$ for AXP. (a) Integrated measured scaling [cf. Eq. (26)]; (b) in blue solid line $c(\tau^*)$ and the maximum where the best parabolic fit is attained marked with a red or shaded dot [cf. Eqs. (28) and (29)]; (c) zoom of the behavior of $c(\tau^*)$ around the maximum where the best parabolic fit is attained (red or shaded dot) [cf. Eqs. (28) and (29)]; (d) plain scaling in blue solid line and the asymptotic inferred scaling in red dashed line [cf. Eqs. (23) and (25)]; (e) filter function $g(x)$ in blue solid line and the zero level in red dashed line; (f) integrated filter function [cf. Eq. (27)].

$H(1)$. As an example, in Fig. 3 are reported all the relevant steps of the application of the method for the computation of $H(1)$ to a MRW made of $N = 10^7$ steps, $\lambda = 0.3$, $L = 5000$, and $\sigma = 10^{-5}$. The length of the time series was chosen to reduce as much as possible the noise, the value of $\lambda$ to show clearly the convergence issues caused by the interplay between the power law tails and the volatility clustering, and $L$ and $\sigma$ to be comparable with their value measured on empirical tick-by-tick financial data. In particular we report, from left to right from top to bottom, the integrated measured scaling [cf. Eq. (26)], the whole shape of $c(\tau^*)$ and the maximum where the best parabolic fit is attained [cf. Eqs. (28) and (29)], a zoom of the behavior of $c(\tau^*)$ around the maximum where the best parabolic fit is attained [cf. Eqs. (28) and (29)], the plain scaling with the asymptotic inferred scaling [cf. Eqs. (23) and (25)], and the filter function $g(x)$ and the integrated filter function [cf. Eq. (27)]. In order to choose the value of $\tau_{\text{max}}$ we fix it independently for each value of $q$ using the cut of

FIG. 7. Blue crosses: empirical scaling exponents; red solid line: polynomial fit; black solid lines: 99% confidence intervals of the values of the fitted curve.
TABLE II. Numerical results of the application of the method to empirical data. For each time series we report the ticker, the value of $\hat{D}$ and $\hat{C}$ or $\hat{B}$, and whether we found more appropriate a second or a fourth degree polynomial fit, along with the 95% confidence interval, the value of $\tau_{\text{max}}$, and its length.

<table>
<thead>
<tr>
<th>Ticker</th>
<th>$\hat{D}$</th>
<th>$\hat{C}$</th>
<th>$\hat{B}$</th>
<th>$\tau_{\text{max}}$</th>
<th>No. of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABT</td>
<td>-0.0314</td>
<td>0.0049</td>
<td>-0.0125</td>
<td>4761</td>
<td>733 160</td>
</tr>
<tr>
<td>ACN</td>
<td>-0.0185</td>
<td>0.1424</td>
<td>-0.0515</td>
<td>2297</td>
<td>288 564</td>
</tr>
<tr>
<td>AMD</td>
<td></td>
<td></td>
<td></td>
<td>3254</td>
<td>361 922</td>
</tr>
<tr>
<td>AIG</td>
<td>-0.0149</td>
<td>0.1404</td>
<td></td>
<td>8323</td>
<td>979 380</td>
</tr>
<tr>
<td>AMD</td>
<td>-0.0135</td>
<td>0.1424</td>
<td>-0.0515</td>
<td>1831</td>
<td>283 456</td>
</tr>
<tr>
<td>AXP</td>
<td>-0.0524</td>
<td>0.0185</td>
<td>-0.0515</td>
<td>2798</td>
<td>626 710</td>
</tr>
<tr>
<td>GOOGL</td>
<td>-0.0524</td>
<td>0.1404</td>
<td>-0.0515</td>
<td>1904</td>
<td>237 276</td>
</tr>
<tr>
<td>HON</td>
<td></td>
<td></td>
<td></td>
<td>4692</td>
<td>444 198</td>
</tr>
<tr>
<td>MAR</td>
<td>-0.0055</td>
<td>-0.0185</td>
<td>-0.0515</td>
<td>3504</td>
<td>317 754</td>
</tr>
<tr>
<td>MMM</td>
<td>-0.0091</td>
<td>0.0065</td>
<td>-</td>
<td>2138</td>
<td>305 018</td>
</tr>
<tr>
<td>PG</td>
<td></td>
<td></td>
<td></td>
<td>4661</td>
<td>946 435</td>
</tr>
</tbody>
</table>

the autocorrelation at the 99% confidence level. As appears evident from the figures, $c(x^*)$ reaches a first maximum and then starts to oscillate. The left bottom figures prove that the filter function converges to zero for high values of $x = \ln \tau$, while the right bottom one that its integral actually converges, thus filling the gaps left opened in the previous section at least for this particular process. The numerically computed scaling (blue solid line in the middle right figure) appears to settle on the asymptotic inferred scaling from above (dashed red line). In Fig. 4 we report instead the whole spectrum.

In order to make a quantitative assessment we generated $10^4$ MRWs made of $10^6$ points and $\lambda = 0.3, 0.4, 0.5, L = 5000, \sigma = 10^{-5}$ as before. On each of them we applied our method in order to compute $H(-0.5), H(-0.3), H(-0.1), H(0.1), H(0.5)$, and $H(1)$ and, since we found the estimators distributions are skewed, we report their median and median absolute deviation. We report the results in Table I along with the theoretical values between parenthesis in boldface under the measured values. The notation of the hat means the estimator of the quantity under it.

The measured values are in perfect agreement with the expected ones. In the next section we turn our attention to empirical data.

VII. APPLICATION TO REAL FINANCIAL DATA

In this section we discuss the application to real financial data. In particular we make a few observations concerning the choice of the data set, we illustrate the method step by step on a specific data set while we show the final outcome of its application to various other data sets.

A. The choice of the data set

Nowadays trading takes place at high-frequency speed, which means that on a trading day on the order of hundreds of thousands transactions may occur. Moreover the number of transactions differs from day to day. As an example let us report the case of the trade log price of the American Express Company (AXP), taken tick-by-tick from 12 October 2015 to 11 November 2015 traded on working days between 9:30 and 16:30 at the New York Stock Exchange (NYSE) made of 626 710 points. The trading days in the given time span are 23, and we can check, for example, how many trades occurred in the day with the minimum amount of trades and how many trades occurred in the day with the maximum amount of

---

FIG. 8. Fitted empirical scaling exponents for ABT time series. Blue crosses: empirical scaling exponents; red solid line: polynomial fit; black solid lines: 99% confidence intervals of the values of the fitted curve.

FIG. 9. Fitted empirical scaling exponents for ACN time series. Blue crosses: empirical scaling exponents; red solid line: polynomial fit; black solid lines: 99% confidence intervals of the values of the fitted curve.
In general we can say that, within a day, the second, minute, hourly, etc., returns are the result of the aggregation of the tick-by-tick returns (relative to the trading price). Thus if we consider the log price taken at a fixed time rate, for example every second, it becomes a subordinated process which inherits the statistical properties of its subordinator (the trading time) (cf. Ref. [62]), which we are in general not granting to be stationary. Moreover intraday data taken at a fixed time interval have strong seasonalities (cf. Ref. [2]), which are instead almost absent in their tick-by-tick version. Seasonalities actually can also be avoided analyzing daily data; however, the subordination feature mentioned above still holds, and a long time span is required to properly measure the multifractal scaling (cf. Ref. [42]). For example, in order to obtain a time series of roughly 25 000 steps, around 100 years are needed, which heavily clashes with the assumption of stationarity. We add also that, according to our analyses, in order to reach a level of aggregation informative of the asymptotic behavior, time series made of at least 200 000 steps are needed with an autocorrelation length of at least 1500 lags. Since these requirements are easily met by tick-by-tick data, we found quite a natural choice to limit our analysis to them. One last word has to be given to the fact that in the tick-by-tick regime data are intrinsically discrete since in markets there is a lower bound to the fraction of the currency we trade with. We notice, however, that our analysis focuses on the high aggregation regime where the returns are supposed to take continuous values.

B. Numerical results: AXP

In this subsection we report the result of the application of our method for the computation of the scaling exponents of the AXP time series, focusing in particular on $H(0.1)$ and $H(1)$ as an example. Given the prescription in Sec. V C, the possible values of $\tau_{\text{max}}$ are

$$\tau_{\text{max}}^{99\%} = 2798, \quad \tau_{\text{max}}^{95\%} = 3507, \quad \tau_{\text{max}}^{50\%} = 4201. \quad (37)$$
According to the prescription of Sec. V E the one which minimizes the dispersion of the data around the fitted curve is the first one, i.e., $\tau_{\text{max}} = 2798$. In Figs. 5 and 6 we report all the relevant steps for the computation of $H(0.1)$ and $H(1)$ as described in Sec. V B with the figures arranged as in Fig. 3.

The empirical scaling appears to settle in both cases on the asymptotic straight line found by the algorithm (see Figs. 5 and 6), and the values of $\tau_{\text{min}}$ found are

$$\hat{\tau}_{H(0.1)} = 255, \quad \hat{\tau}_{H(1)} = 815.$$ \hspace{1cm} (38)

Again subfigures (e) and (f), in both cases, prove that, for this empirical dataset as well, for high values of $x = \ln \tau$ the filter function $g(x)$ oscillates around zero and that its integral converges. We notice also that in Fig. 6 the choice of the local maximum may seem puzzling, since other apparently better candidates appear on its right. However, we recall that the local maximum is chosen in order to achieve the best parabolic fit of the integrated scaling in the adjusted coefficient of determination sense. In order to complete our analysis of the scaling properties of the AXP time series we report in Fig. 7 the fit of all the scaling exponents we measured. In this case we found a second degree polynomial fit to be appropriate with the coefficients equal to

$$\hat{B} = -0.052 \quad (-0.058, -0.045),$$ \hspace{1cm} (39)

where we reported in parentheses the 95% confidence interval of the estimated coefficients.

C. Other data

In this section we report the application of the method to the following empirical time series: Abbott Laboratories (ABT), AECOM (ACM), Adobe Systems (ADBE), American International Group (AIG), Advanced Micro Devices Inc. (AMD), Google (GOOGL), Honeywell International Inc. (HON), Marriott International (MAR), 3M Company (MMM), and Procter & Gamble (PG). All time series are taken between 12 October 2015 and 11 November 2015 on a tick-by-tick basis and traded on the NYSE. Details concerning the length of each time series, the values of $\tau_{\text{max}}$ and the application of
the method are reported in Table II, along with the results of AXP discussed in the previous subsection. If we found a parabolic fit appropriate, the value of $\hat{B}$ is given, otherwise if we found a quartic fit appropriate, the values of $\hat{D}$ and $\hat{C}$ are given (see Sec. V E) in both cases along with the 95\% confidence interval. In Figs. 8–17 we report instead for each empirical time series the measured scaling exponents in blue crosses, the fitted polynomial in red solid line and the 99\% confidence interval of the fitted functions in black solid lines. From Table II it appears that there is no clear preference for the parabolic or the quartic polynomial fit, which is in turn linked to the complexity of the underlying generating process. For four time series out of six for which the fourth degree polynomial is more suitable, we notice that the value of $\hat{C}$ can be assumed to be zero, which reflects in a symmetric singularity spectrum (cf. Sec. II).

VIII. CONCLUSIONS

We proposed a method to measure the scaling exponents of financial time series, discussing how the discreteness of the available data sets, for both synthetic and real time series, affects the scaling measures. In particular we showed that the exact power law scaling of the moments holds for multi- and unscaling processes continuous in time, while it does not for their discrete counterparts, and it appears to be recovered only in the high aggregation limit. We argued then that the scaling of discrete processes, which corresponds to a multi- or unscaling process continuous in time, whether synthetic or real, should be corrected via a filter function. According to our interpretation of the results, the need of this filter function arises when a process is not stable under aggregation, which means that, for discrete processes, the distribution of the increments at the finest scale is different with respect to the one at gross scale, i.e., in the continuous time limit. In order to circumvent this problem we devised a numerical method to subtract the filter function from the underlying linear scaling, without the need of knowing its exact functional form. Finally we smoothed the measured scaling exponents by fitting them with either a second or a fourth degree polynomial, which, taking into account the theoretical requirement of the multifractal picture, reduce to have respectively one and two degrees of freedom. In general terms, a higher degree corresponds to a higher degree of complexity of the underlying generating process.

We found that there are few qualitative features common to all stocks concerning the behavior of the filter function. For positive moments, almost always the scaling clearly converges to the asymptotic behavior found by our algorithm from above. However, a different behavior of the overall shape of the convergence is found for values of $q$ near zero and values of $q$ near one, with a transient between the two regimes. In particular for values of $q$ near zero the empirical scaling crosses its asymptotic inferred behavior from below finally settling on it from above, while, for all but one time series (ABT), for $q$ near one the empirical scaling stays always above the asymptotic one before settling on it again from above. From another perspective it means that positive absolute moments near the first one tend to be always overestimated, whatever the aggregation, while small absolute moments tend to be underestimated for small aggregations while overestimated otherwise. As for the negative absolute moments the convergence pattern is stockwise: in some cases the scaling lies always above the asymptotic scaling converging from above, in others it starts above, then it crosses the asymptotic scaling and finally converges from below. We report that this change of behavior dependent on the order of the measured moment is absent for the MRW, where the convergence, for positive absolute moments, happens from above, while for negative ones it happens from below. We argue that this difference may arise from the fact that the innovations of a MRW, also at its finest scale, are (conditionally Gaussian) random variables continuous in value, whereas real financial tick-by-tick data are intrinsically discrete, due to the presence of a minimum tick size (cf., for example, Ref. [57]). It is worth noting that this feature of tick-by-tick data does not affect the coherence of our work since the goal of our method is to measure the scaling behavior in a high aggregation regime, where returns can be considered continuous in value. We stress that this convergence has been found in the so-called trading time, which is inhomogeneous. Different approaches have been developed to deal with time inhomogeneity of tick-by-tick data (see, for example, Refs. [2,63,64]); however, we decided to avoid to introduce such techniques both because we performed a univariate analysis and because we preferred to avoid to introduce a source of arbitrariness coming from the choice of a specific procedure. Finally we report that as for the overall shape of the function $\bar{\xi}(q)$, we found that in our data set there is no clear preference between the second or the fourth degree considered polynomials, despite in four cases out of six, where the fourth degree polynomial fit was found more suitable, the coefficient of the third degree term can be assumed to be zero within the error bounds.

For future developments we are planning to study the consequences of these considerations on the scaling in the physical time, which, making the time series synchronous, would give us a natural setting in order to extend our approach to the study of the multivariate multifractality [65,66].
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APPENDIX A: EXPLICIT COMPUTATION OF EQ. (20)

In order to understand the scaling properties of the moments of $S_N$ in the continuous time limit we need first to know its pdf $p_N$, namely, $p_N(S_N)$. From the probability theory we know that this pdf is given by the convolution of the single pdfs, for example,

$$p_N(S_2) = p(x_1) * p(x_2) = \int_{\mathbb{R}} dx_1 p(x_1)p(S_2 - x_1),$$

$$p_N(S_3) = p(x_1) * p(x_2) * p(x_3) = \int_{\mathbb{R}} dx_2 \int_{\mathbb{R}} dx_1 p(x_1)p(S_2 - x_1)p(S_3 - S_2).$$ (A1)
In general, defining $S_0 = 0$,
\[ p_s(S_N) = \prod_{i=1}^{N-1} \int dS_i p(S_i - S_{i-1}) p(S_N - S_{N-1}). \]  
(A2)

If we consider the discrete case what we usually compute after shuffling is
\[ E[|S_N|^q] = \int dS_N |S_N|^q p_s(S_N) \]
\[ = \int dS_N |S_N|^q \prod_{i=1}^{N-1} \int dS_i p(S_i - S_{i-1}) p(S_N - S_{N-1}). \]  
(A3)

It is evident that the dependence of $E[|S_N|^q]$ from the time horizon $\tau = N\Delta t$ is certainly far from being a simple power law as requested by the multifractal picture [see Eq. (4)]. Thus, this is why the numerical estimations are horizon-dependent. However, analytically, in order to infer something about the multi- or uniscaling nature of the process $x_i$, we are interested in the continuous time limit of Eq. (A3), in line with the underlying assumptions of multifractality.

In particular we want to compute the simultaneous limits $\Delta t \to 0$, $N \to \infty$, but keeping the product $N\Delta t = \tau$ fixed, in order to have finite time horizons. In formulas we want to compute
\[
\lim_{\Delta t \to 0, \ N \to \infty, \ N\Delta t = \tau} E[|S_N|^q] = \lim_{\Delta t \to 0, \ N \to \infty, \ N\Delta t = \tau} \int dS_N |S_N|^q p_s(S_N).
\]  
(A4)

Due to the CLT the following equality holds:
\[ E[|S_N|^q] = \lim_{\Delta t \to 0, \ N \to \infty, \ N\Delta t = \tau} \int dS_N |S_N|^q e^{-\frac{\varepsilon^2}{2\sigma^2\Delta t}} \frac{\varepsilon}{2\sqrt{2\pi}\sigma\sqrt{N\Delta t}}. \]  
(A5)

Using now the variable $z = \frac{S_N}{\sqrt{\sigma^2 N\Delta t}}$, Eq. (A5) becomes
\[ E[|S_N|^q] = \lim_{\Delta t \to 0, \ N \to \infty, \ N\Delta t = \tau} \int dz \varepsilon^q (N\Delta t)^{\frac{q}{2}} |z|^q e^{-\frac{z^2}{2}} \frac{z}{\sqrt{2\pi}}. \]  
(A6)

Performing then the limit, taking out the constants and solving the integral (which is known), the solution is finally
\[ E[|S_N|^q] = \sigma^2 \frac{2^q \Gamma(\frac{q+1}{2})}{\sqrt{\pi}} \tau^\frac{q}{2}. \]  
(A7)

**APPENDIX B: COMPUTATION OF THE VALUE OF $H(2)$ OF REAL FINANCIAL PROCESSES**

In this Appendix we show that for empirical financial time series $H(2) = 0.5$. As noted in Ref. [42], on empirical financial datasets the estimator of $H(2)$ cannot be reliably measured because the second moment of the empirical distributions is finite, but the fourth moment is often infinite (cf. Refs. [5,46]). Using empirical evidence, however, it is possible to infer its value in the limit of infinite aggregation. This simple result follows from the following properties of financial time series, calling $r_t(t)$ the log returns:
\[ E[r_t(t)] = 0 \]
\[ \text{Var}[r_t(t)] < \infty \]  
(B1)

where $\text{Corr}[r_t(t_1), r_t(t_2)] = 0$ if $t_1 \neq t_2$.

The following chain of equalities hold:
\[ E[|r_t|^2] = \text{Var}[r_t(t)] = \text{Var} \left[ \sum_{k=\frac{1}{\Delta t}+1}^{\frac{N}{\Delta t}} \varepsilon_{\Delta t}(k) \right] \]
\[ = \sum_{k=\frac{1}{\Delta t}+1}^{\frac{N}{\Delta t}} \text{Var}[\varepsilon_{\Delta t}(k)] \]
\[ + \sum_{k_1 < k_2 = \frac{1}{\Delta t}+1}^{\frac{N}{\Delta t}} 2\text{Cov}[\varepsilon_{\Delta t}(k_1), \varepsilon_{\Delta t}(k_2)] \]
\[ = \sigma^2 \tau, \]  
(B3)

where the first and fourth equalities follow from Eq. (B1). Thus, with the notation of Eq. (4), it can be written that
\[ E[|r_t|^2] = K(2)^{2H(2)} = \sigma^2 \tau; \]  
(B4)

which in turn implies that $H(2) = 0.5$.

**APPENDIX C: EFFECT OF THE CONCAVITY ON THE SCALING EXPONENTS FITTING FUNCTION**

In this Appendix we derive the third condition in Eq. (32). The second derivative of Eq. (30) reads as
\[ \zeta''(q) = 12Dq^2 + 6Cq + 2B. \]  
(C1)

To ensure that the condition $\zeta''(q) < 0$ holds for every $q$ the roots of (C1) must coincide and $D < 0$. In particular the roots of (C1) are
\[ \frac{q_{\pm}}{2} = \frac{-3C \pm \sqrt{9C^2 - 24BD}}{12D}, \]  
(C2)

which, in order to coincide, must satisfy
\[ B = \frac{3C^2}{8D}. \]  
(C3)


