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Abstract

The aim of this project was to optimize the design of a Single Photon Emission Computed Tomography (SPECT) insert based on high-resolution detectors and a high-sensitivity collimator, for a Magnetic Resonance Imaging (MRI) scanner, in order to perform simultaneous human brain SPECT/MRI and improve radionuclide-based therapies for glioma patients. The radionuclides of interest are $^{99m}$Tc, $^{111}$In and $^{123}$I.

Specific emphasis was given to the collimator and overall system design, data simulation and performance assessment, which would feed directly into the European-funded INSERT project. The SPECT insert was to consist of a stationary system with SiPM-based photodetectors, insensitive to magnetic fields. Regarding the design, a number of system and collimator geometries were evaluated considering the restricted space in the MRI bore and the limited angular sampling. High sensitivity was prioritised over high spatial resolution, because of the clinical application. Gamma shielding design was also addressed.

Analytical calculations of system sensitivity and resolution, in addition to Monte Carlo simulations, were performed to compare various slit-slat and pinhole collimator designs.

A new collimator design was proposed: multi-mini-slit slit-slat (MSS) collimator. The MSS has multiple mini-slits, some of which are shared between adjacent detectors, and they are embedded in the slat component, allowing for longer slats in comparison to a standard slit-slat collimator.

The MSS design demonstrated to have the best overall performance, and the final system design consisted of a partial ring with 20 detectors.

A framework for geometrical calibration of the system was developed and assessed, utilising a single prototype detector equipped with a prototype collimator. This framework takes advantage of the specific collimator design to estimate geometrical parameters from independent measurements of calibration phantoms.

Experimental evaluation with tomographic acquisition of phantoms demonstrated the applicability of the new collimation concept, confirming the superiority of the MSS design over equivalent pinhole collimation.
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Chapter 1

Introduction

1.1 Preamble

In recent years, there has been an increasing interest in the development of multi-modality medical imaging systems, especially those providing simultaneous acquisition. These systems have the potential to combine anatomical structure information, from imaging modalities such as Computed Tomography (CT) and Magnetic Resonance Imaging (MRI), with functional information, from Single Photon Emission Tomography (SPECT) and Positron Emission Tomography (PET). Moreover, when acquired simultaneously, images are intrinsically aligned, facilitating the image fusion process. Patient throughput and comfort are also key features of these types of systems, in which the total scan time can be reduced. This is especially important in the case of paediatric patients that might require anaesthesia.

At the end of the 1990s, the first clinical SPECT/CT (Blankespoor et al., 1996) and PET/CT (Beyer et al., 2000) scanners were introduced. The integration of CT with PET or SPECT instrumentation consisted of having both technologies side by side within the same gantry, and the patient moving through the system. Commercial systems were available soon after the prototype systems. The use of the CT image for attenuation correction of the emission data, in addition to having an anatomical reference, made the use of these systems common practice in Nuclear Medicine departments.

In the case of PET or SPECT integration with MRI, however, the design concept had to be totally reformulated, due to the incompatibility of detectors based on photomultiplier tubes (PMTs) with magnetic fields. After important technological advances, such as the development of magnetic-insensitive detectors, namely Avalanche Photodiodes (APDs) and silicon photomultipliers (SiPMs), the first clinical brain PET/MRI system was introduced (Schlemmer et al., 2008). Currently, there are two commercial systems for simultaneous whole-body PET/MRI, the Siemens Biograph mMR and the GE SIGNA PET/MRI. Regarding SPECT,
1.2 Objectives

The aim of this thesis is to design a stationary SPECT system based on high-resolution detectors and a high-sensitivity collimator to insert in a commercially available MRI scanner, in order to perform simultaneous SPECT/MRI of the human brain. The main focus is therefore to understand the constraints and challenges in building such a system and optimise the design, especially of the collimator, in terms of clinical performance. Analytical calculations of resolution and sensitivity, Monte Carlo simulations of different system designs and experimental tests with prototype collimators will form the basis for the evaluation of different collimator configurations.

The output of this project will feed directly to an associated European grant: the INSERT project, which aims to improve radionuclide-based therapies for brain tumour (glioma) patients (see Chapter 3).

1.3 Motivation and Challenges

Gliomas are a type of tumour that arise from glial cells in the brain or spine. They make up 80% of all brain and central nervous system tumours and 30% of all malignant brain tumours (Goodenberger and Jenkins, 2012). There is high incidence of recurrence which makes patient management difficult, with no widely agreed standard of care (Wang and Jiang, 2013). A combined approach of surgery, radiotherapy, chemotherapy and antiangiogenic therapy is used as treatment options for these patients (Wang and Jiang, 2013). However, the prognosis is usually poor due to the nature of these tumours. Depending on the position of the tumour in the brain, complete removal may not be possible and high doses of radiotherapy may cause too much damage. But even when patients can go through radiotherapy treatment, the standard follow-up is anatomical imaging with MRI only, which can lead to inappropriate clinical decisions due to the pseudo-progression and pseudo-response phenomena observed in these patients (Hygino da Cruz et al., 2011; Khan et al., 2016). Disease progression or treatment response are assessed based on enhancement changes of the lesion area in the conventional MR image; however, contrast enhancement can be induced by inflammation, post-surgical changes or radiation necrosis, indistinguishable from tumour processes. Therefore, the combined use of SPECT and MRI would enable a better characterization of the tumour biology and potentially help in the estimation of internal radiation dose, towards a personalized radionuclide-based therapy and improvement of the treatment efficacy.
In addition, the simultaneous acquisition of SPECT and MRI images reduces errors in the co-registration process. Even if the co-registration errors for the simultaneous SPECT/MRI images were significantly smaller than those obtained for SPECT and MRI independent acquisitions, the co-registration between the two modalities could be difficult to achieve. In the presence of highly-targeted radionuclides, there might be a lack of common structures between the two images; hence the need for a simultaneous multi-modality system.

Other potential applications of a SPECT/MR system include Parkinson’s disease and epilepsy, in which the additional anatomical and functional MR-based information to the already standard SPECT imaging can improve patient management.

The main challenges in developing a simultaneous SPECT/MRI system are the restricted space, MR-compatibility and the absence of rotation. The SPECT insert system has to fit inside the MR bore, and be able to accommodate the patient’s head and MR-coil. This has a direct effect not only in the collimator design, but also on the detector technology which needs to support a compact design. All materials should be compatible with the magnetic fields, and the electromagnetic interference between the two systems minimised: the effects of high power radio-frequency pulses and rapidly switching gradient magnetic fields in the SPECT operation, and the effects of electromagnetic waves radiated by the SPECT electronics in the MR system. Rotation of the SPECT should be avoided to minimise the bulk and complexity of the collimation system, and possible artefacts in the MR operation, resulting in a system with limited angular sampling. However, a stationary system allows dynamic imaging and the estimation of kinetic parameters that can improve the study of physiological function, an advantage compared to conventional SPECT. Finally, the weight of the collimator and radiation shielding, which are usually made of heavy metals, is also of concern when designing such a system.

1.4 Outline of Thesis

In order to address the aforementioned objectives, this thesis is structured in the following manner:

- Chapter 2 presents the general scientific background in terms of SPECT and MR instrumentation and operation, and the design and integration of multi-modality systems. As the main focus of this thesis is to design a SPECT collimator, this chapter also includes a relevant literature review on collimator and system design.

- Chapter 3 summarises the scope of the INSERT project, in which the output of this thesis had a major contribution.

- Chapter 4 discusses the main challenges of designing a collimator for a SPECT insert for an MRI scanner, and sets the scene for the design of a final collimator and system.
1.4. Outline of Thesis

geometry.

- Chapter 5 presents a novel collimator for the SPECT insert system, based on the findings of the previous chapter and the detector technology advances within the INSERT project. Collimator and system design are also refined in the context of prototype collimators and the final INSERT system.

- Chapter 6 presents a framework for Monte Carlo simulations of different collimator designs using GATE, and uses those simulations to further evaluate and refine the final INSERT system design.

- Chapter 7 introduces the development of a platform to perform tomographic acquisitions with a prototype SPECT system.

- Chapter 8 combines an analytical and experimental framework for the development of a practical calibration procedure for a prototype SPECT system, and establishes the calibration protocol for the final INSERT system.

- Chapter 9 presents the experimental evaluation of the proposed collimator design, using a prototype system.

- Chapter 10 summarises the main conclusions and contributions of this thesis for the development of an MR-compatible SPECT insert, and highlights future areas for investigation.
Chapter 2

Background

This chapter overviews the technical background behind this thesis project, in which the main topics are SPECT, MRI, multi-modality systems and their design issues.

2.1 SPECT Imaging

In a SPECT scan, the patient is administered with a radiopharmaceutical. This compound is a pharmaceutically-active molecule labelled with a single-photon emitter, which emits gamma rays during radioactive decay. The pharmaceutically-active molecule is chosen on the basis of its preferential localization in a given organ, or its participation in a physiological process. The distribution of the radiopharmaceutical within the body generates radiation that can be detected and reconstructed by the SPECT system, to create a 3D tomographic image. Therefore, this 3D image yields functional information about biological processes, important to assess the patient’s health state.

The main components of a conventional SPECT system, as first introduced by Anger (1958); Anger and Rosenthal (1959), included a collimator, a scintillation crystal coupled with an array of photomultiplier tubes (PMTs) and additional electronics for signal processing. But, in general, a SPECT system requires a converter of gamma-rays into electrical charge, readout electronics, and signal processing and estimation. The acquisition is focused on the field of view (FOV), which is the area to be imaged. In order to acquire sufficient information to reconstruct a tomographic image of the tracer activity distribution, different sets of 2D projection images are acquired at multiple angles, usually by rotation of the system around the patient.

Technological advances in detector materials, readout electronics and computing power originated new developments in the fields of radiation detection and collimation, with novel and dedicated SPECT systems for clinical and also pre-clinical use (Hutton, 2010; Peterson and Furenlid, 2011; Smith, 2013).
2.1.1 Photon Collimation

The first component that gamma-rays meet after being emitted by a phantom or patient is the collimator. The function of the collimator is to select preferentially gamma-rays travelling in a particular direction. Gamma-rays travelling in other directions will be absorbed or highly attenuated, due to the high density material of the collimator – usually lead or tungsten, 11.34 and 19.25 g.cm$^{-3}$, respectively. In addition, the more the gamma-rays deviate from the selected direction, the more they are attenuated by the collimator material, and the lower is the probability that those gamma-rays will reach the detector.

Properties such as distance from source position, and collimator thickness and hole size affect the efficiency of the collimator, and thus the overall sensitivity of the system. A detailed discussion on collimator design issues is given in Section 2.3.1 of this chapter.

Therefore the collimator design has an important role in the sensitivity of the system, which is defined by the fraction of emitted photons that are actually detected. In fact, the collimator is one of the most limiting factors in SPECT sensitivity, which is an underlying reason for poor quality images. Image quality is also governed by how well the system physically achieves the principle of correspondence between the direction of the gamma-ray emission and the point of detection.

Collimators may have different configurations, such as parallel-hole, convergent, divergent, pinhole, slit-slat, but they all exhibit a trade-off between efficiency, resolution and FOV. Therefore different collimator schemes may be advantageous depending on the application (Freed et al., 2008; Goorden et al., 2009; Metzler et al., 2010; van Audenhaege et al., 2011). Many developments in collimator design for small animal imaging are applied in small FOV imaging, such as cardiac SPECT, or even translated to clinical imaging.

2.1.1.1 Parallel-Hole Collimator

The parallel-hole collimator is the most commonly used collimator in SPECT imaging, and it is made of arrays of parallel holes and septa (Figure 2.1, left). These holes can have different shapes, lengths and diameters, according to the application of the collimator.

With parallel-hole collimation, only photons travelling nearly perpendicular to the detector surface can pass through the collimator. The longer the septa and the smaller the hole diameter, the smaller the acceptance angle of the emitted gamma-rays, i.e. only gamma-rays travelling closer to the detector’s normal will be accepted, improving resolution. However, more photons are attenuated, reducing sensitivity. On the other hand, for larger holes and shorter septa, sensitivity improves, but spatial resolution deteriorates. Equation 2.1 and Equation 2.2 also show this relationship between resolution $R$ and geometric efficiency $g$, respectively, and the hole diameter $d$ and length $l$, and septa thickness $t$. Spatial resolution also gets worse with increasing distance $h$ from the collimator to the source. In a conventional
2.1. SPECT Imaging

2.1.1.2 Converging and Diverging Collimators

Another type of collimation is obtained with arrays of non-parallel holes. Converging collimators (Jaszczak et al., 1979) have radially converging holes that focus on a point beyond the source plane (Figure 2.1, centre). The advantage of these collimators is that they offer magnification, improving resolution, specially for objects smaller than the detector.

In contrast, diverging collimators (Muehllehner, 1969) have radially diverging holes that focus on a point behind the detector plane (Figure 2.1, right). These collimators offer an extended FOV at the expense of minification of the object.

Equation 2.3 and Equation 2.4 give the resolution and sensitivity for converging and diverging collimators, where $R_i$ is the detector’s intrinsic resolution; $d$, $l$ and $t$ are the hole’s diameter, length and thickness; $k$ is a factor that accounts for the hole shape; $h$ is the distance from the source to the collimator; $f$ is the focal length, i.e. the distance from the focal point to the collimator; $m$ is the magnification factor ($m = f/h$). For diverging collimators, the
One drawback of both types of collimation is image distortion, because the magnification factor varies with the distance from the source to the collimator. Therefore different source planes correspond to different distances. However, this is normally accounted for during reconstruction.

2.1.1.3 Pinhole Collimator

The pinhole collimator (Anger, 1952) has the shape of a cone or trapezoid, usually with a knife-edge aperture placed at the end (Figure 2.2). The collimator’s geometric parameters are described in Table 2.1. As gamma-rays pass through the pinhole aperture which is smaller than the imaging object, the projected image is inverted in the detector plane.

One advantage of pinhole collimators is that the image is magnified when the distance from the source to the pinhole is smaller than the collimator’s focal length, i.e. the distance between the aperture and the detector (Beekman and van der Have, 2007). This is particularly useful to overcome constraints imposed on resolution by the detector’s intrinsic response in high-resolution applications. However, the image can also be minified, if the distance to
Table 2.1: Geometric parameters of the pinhole collimator.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w )</td>
<td>Pinhole aperture width</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Angle between the incident ray and the pinhole normal</td>
</tr>
<tr>
<td>( f )</td>
<td>Pinhole focal length (projected onto the pinhole normal)</td>
</tr>
<tr>
<td>( h )</td>
<td>Pinhole distance to the object (projected onto the pinhole normal)</td>
</tr>
<tr>
<td>( m )</td>
<td>Magnification factor ((m = f/h))</td>
</tr>
<tr>
<td>( N )</td>
<td>Total number of pinholes</td>
</tr>
<tr>
<td>( R_i )</td>
<td>Detector’s intrinsic resolution</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Full acceptance angle (pinhole opening angle)</td>
</tr>
</tbody>
</table>

The object is larger than the focal length, as expressed in Equation 2.5. Because of these magnification effects, pinhole collimators have a limited FOV and therefore they are usually used for imaging of small organs that can be positioned close to the collimator.

\[
I = \frac{f}{h} O \begin{cases} 
  f > h, & \text{magnification} \\
  f < h, & \text{minification}
\end{cases} 
\] (2.5)

The geometric efficiency of the pinhole collimator is given by Equation 2.6 (Mallard and Myers, 1963). Sensitivity increases for objects close to the pinhole, i.e. small distance \( h \). Another way to improve sensitivity is to have a multi-pinhole design (Vogel et al., 1978; Schramm et al., 2003), in which multiple apertures replace the single pinhole plane, since geometric efficiency is increased by a factor proportional to the number of pinholes \( N \) and their overlap in the object FOV (Barrett and Hunter, 2005). However the pinhole projections cannot overlap on the detector surface. Otherwise there will be uncertainties in the detection of the emission point, degrading the collimator’s resolution and introducing artefacts.

\[
g_{\text{PIN}} = k \frac{w^2}{4\pi h^2} \sin^3 \theta, \quad k = \begin{cases} 
  \pi/4 & \text{circular hole} \\
  1 & \text{square hole}
\end{cases} 
\] (2.6)

In addition, resolution is also good at close distances to the object (Equation 2.7).

\[
R_{\text{PIN}} = \sqrt{\left(\frac{w h + f}{f}\right)^2 + \left(\frac{R_i}{m}\right)^2} 
\] (2.7)

Equation 2.6 and Equation 2.7 assume an ideal pinhole aperture, having infinitely attenuating edges. But in reality, gamma-rays will penetrate through the knife-edge edges affecting the pinhole’s aperture, and subsequently resolution and sensitivity. In order to calculate an effective aperture size that accounts for penetration, there are two approaches. The first is obtained considering that the effective aperture size \( w_e \) is the aperture of an ideal pinhole \( w \) passing the same number of photons as the real pinhole (Smith and Jaszczyk, 1997; Metzler et al., 2001). The so called sensitivity-effective pinhole diameter is given by Equation 2.8 (Paix, 1967)). The second approach is obtained considering that the effective
aperture size is the aperture of an ideal pinhole \( w \) that has the same geometric resolution as the total resolution of the real pinhole, due to both geometry and septal penetration (Accorsi and Metzler, 2004; Metzler and Accorsi, 2005). As resolution depends on the direction of measurement, the resolution-effective pinhole diameter is given by two different expressions for the parallel and perpendicular directions, Equation 2.9 and Equation 2.10, respectively. Considering the centre of the aperture as the origin of \( XYZ \) axes, the parallel direction would be along the \( Y \) axis and the perpendicular, along the \( X \) axis. These resolution-effective diameters are more suitable for predicting the FWHM of the pinhole’s PSF than the sensitivity-effective diameter (Metzler and Accorsi, 2005). When considering the FWHM, the parameter \( \Delta L_k \) is calculated by Equation 2.11.

\[
we,S = \sqrt{w \left( w + \frac{2}{\mu} \tan \frac{\alpha}{2} \right) + \frac{2}{\mu^2} \tan^2 \frac{\alpha}{2}}
\] (2.8)

\[
we,R|| = w + \Delta L_k \left( \tan \frac{\alpha}{2} \cot \theta - \cot^2 \theta \right) \cot \frac{\alpha}{2} \sin \theta
\] (2.9)

\[
we,R\perp = \sqrt{\left( w + \Delta L_k \tan \frac{\alpha}{2} \sin \theta \right)^2 - \Delta L_k^2 \cos^2 \theta}
\] (2.10)

\[
\Delta L_k = \Delta L_{0.5} = -\frac{\ln 0.5}{\mu} = \frac{\ln 2}{\mu}
\] (2.11)

One disadvantage of pinhole collimation is the axial blurring and object truncation with a circular orbit due to incomplete sampling at the edges of the FOV (Metzler et al., 2003), as there is not sufficient information to unambiguously reconstruct the image without artefacts. This effect is reduced as the radius of rotation of the collimator is increased; however sensitivity and spatial resolution decrease – both are influenced by the increase of \( h \). A solution is then to acquire in a helical or spiral orbit, which allows for a decreased radius of rotation in addition to reduced axial blurring.

Many studies have been developed in the area of pinhole collimation in brain and small-animal SPECT. Rogulski et al. (1993) optimised multi-pinhole collimator geometry for an ultra-high resolution (2 mm) brain SPECT system, showing that improvements in detector resolution can lead to both improved spatial resolution and counting efficiency, when compared to parallel-hole imaging. Beekman and Vastenhouw (2004) evaluated a new design for a stationary small-animal SPECT system: highly focusing multi-pinhole collimator with gold apertures to reduce septal penetration, and focused columnar crystals and non-overlapping projection views to reduce parallax errors due to DOI variations. Freed
et al. (2008) presented an adaptive design for a small-animal SPECT system with single pinhole collimation. The idea was that design optimisation can be performed specifically for a given subject or task, evaluating parameters such as FOV, resolution and sensitivity for feedback adjustment. Although neat, the mechanical design behind it is more difficult to manage in a clinical setting. Goorden et al. (2009) proposed an analytical model for the design of a high-resolution and high-sensitivity full ring multi-pinhole brain SPECT system. They found that the trade-off between resolution and sensitivity has the form $S \propto R^2$ and that performance is improved for large detector-to-collimator distances or detectors with high intrinsic resolution ($R_i < 0.2$ mm). Nillius and Danielsson (2010) discussed the theoretical bounds for multi-pinhole SPECT design and showed that maximum sensitivity is obtained when the detector is orthogonal to the optical axis. van Audenhaege et al. (2011) designed a non-rotating brain SPECT system with a tungsten multi-pinhole collimator. The obtained sensitivity was four times lower than a dual-head system with LEHR parallel-hole collimator, but it was able to achieve a 4 mm-resolution instead of 6-8 mm. Parallax effects were reduced with truncating pinholes so that the opening angle is smaller, and a shutter mechanism was used to simulate the rotational movement in order to obtain sufficient angular views. In the context of small animal imaging, Branderhorst et al. (2011) designed a static system for targeted imaging with optical sliders, an automatic movable bed, and exchangeable collimators. The sequence of bed positions is automatically calculated after choosing the organ of interest from the optical images. Targeted imaging allows an increased count yield from the region of interest, which is important for dynamic imaging, increased throughput or decreased radiation dose. Metzler et al. (2012) designed a stationary pinhole system with rectangular apertures for cardiac animal imaging. The collimator cylinder contained two adjacent FOVs: a small one for high resolution imaging (0.4 mm and high magnification) and a large one for scout imaging. Regarding the issue of system compactness, Lin and Meikle (2011) designed a two-detector system based on asymmetric pinholes and truncated projections, allowing for system compactness. Complete sampling is achieved with circular rotation of the detector heads. Deprez et al. (2013) introduced the lofthole – a circular aperture with a rectangular entrance/exit, to avoid overlapping projections on the detector or the use of extra shielding. Finally, to tackle imaging with high-energy radionuclides, Goorden et al. (2013) designed a system with clusters of pinholes. Each cluster samples the whole FOV with several small opening angles, increasing the path length for the incident photon so that penetration is decreased. van der Have et al. (2016) optimized the previously mentioned system for in vivo $^{131}$I mouse SPECT imaging. They modelled edge penetration and DOI to compensate for the distance- and energy-dependent pinhole sensitivity.
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2.1.1.4 Slit-Slat Collimator

The slit-slat collimator (Rogers et al., 1982, 1984, 1988) combines two types of collimation: pinhole collimation in the transaxial direction ruled by the slit, and parallel-hole collimation defined in the axial direction ruled by the slats. The slit aperture extends along the axial direction of the detector and the parallel septa, called slats, extend in the opposite direction of the detector and until the slit plane (Figure 2.3).

Table 2.2 shows all the parameters that need to be defined in order to fully characterize a slit-slat collimator.

As for pinhole collimation, high sensitivity is obtained for points near the slit. In addition, multiple slits also provide increased sensitivity. Another advantage of having multi-slits
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In the slit plane is that multiple, non-overlapping transverse copies of the object can be obtained and sensitivity increases.

In contrast to multi-pinhole collimators, the use of axial slats provides independent axial slices, which achieve complete sampling with a circular orbit around the object being imaged. Also slit-slat collimation provides an enlarged axial FOV, at the expense of loss in axial resolution due to no axial magnification.

In the transaxial direction, slit magnification is given by the ratio between the focal length and the distance to the object (Table 2.2), improving system resolution. However as magnification increases, the FOV decreases because $\text{FOV} = \frac{D}{m}$, for the same detector size $D$. Therefore a compromise must be made between high resolution (high magnification) and large FOV (low magnification).

The geometric efficiency of the slit-slat collimator, a key point for the system’s sensitivity, is given by Equation 2.12 (Metzler et al., 2010), which can be seen as the combination of the geometric efficiency equation’s for parallel-hole (Equation 2.2) and pinhole (Equation 2.6) collimation. Similarly Equation 2.13 and Equation 2.14 give the resolution for the transaxial and axial directions (Metzler et al., 2006), respectively, due to the different type of collimation in each direction.

$$g_{SS} = N \frac{wd^2}{4\pi lh(d+l)} \sin^3 \theta$$ (2.12)

$$R_{tr_{SS}} = \sqrt{\left(\frac{w h + f}{f}\right)^2 + \left(\frac{R_t}{m}\right)^2}$$ (2.13)

$$R_{ax_{SS}} = \sqrt{\left(\frac{d h + l}{l}\right)^2 + R_t^2}$$ (2.14)

In practice, there will be penetration through the collimator (see Section 2.3.1.1), which affects the sensitivity and resolution of the system. This can be seen as having different slit apertures and septa thickness in the collimator, so that the amount of detected photons will be different. In order to account for penetration, slat length $l$ and slit aperture $w$ on resolution and sensitivity formulae have to be replaced by effective lengths and apertures (Accorsi and Metzler, 2004; Accorsi et al., 2008). Equation 2.15, Equation 2.16 and Equation 2.17 show expressions for effective slat length $l_{eff}$, sensitivity-effective slit-width $w_{eff}$ and resolution-effective slit-width $w_{effR}$, respectively.

$$l_{eff} = l - \frac{2}{\mu}$$ (2.15)
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\[ w_{e,S} = w + \frac{1}{\mu} \left( 1 - \cot^2 \frac{\alpha}{2} \cot^2 \theta \right) \sin \theta \tan \frac{\alpha}{2} \]  \hspace{1cm} (2.16)

\[ w_{e,R} = w - \frac{\ln k}{\mu} \sin \theta \cot \frac{\alpha}{2} \left( \tan^2 \frac{\alpha}{2} - \cot^2 \theta \right) \]  \hspace{1cm} (2.17)

In terms of applications, this type of collimation has been suggested for small FOV imaging, such as for human brain, cardiac and breast imaging, in which the use of multiple slits in the transaxial direction is advantageous. Mahmood et al. (2009) compared three multi-slit-slat system designs, Asymmetric Rotating Collimator, Asymmetric Rotating Detector and Symmetric Rotating Collimator, for human brain imaging. Both mixed multiplexing and non-multiplexing data can be acquired with these designs, which has potential to improve reconstructed image quality (Mahmood et al., 2008, 2010). The latter design had the best performance in terms of system sensitivity at an average resolution of 6 mm. Metzler et al. (2007) assessed multi-slit-slat collimation for cardiac SPECT, and concluded that it offers improved sensitivity at the same resolution of single slit-slat, ultra-high resolution parallel-beam and ultra-high resolution fan-beam collimation, over a large range of torso widths. Kau and Metzler (2012) optimized slit-slat and multi-slit-slat collimators for breast imaging and determined that optimising sensitivity is more important than angular range of the camera head, when aiming for improved image quality. Also, multiple slits improve contrast recovery for the chest-wall and centre lesions in comparison to a single slit-slat collimator. In general, all mentioned studies came to the same conclusion, that the slit aperture has to be placed as close to the object as possible for optimal utilization.

2.1.2 Photon Detection

After being collimated, the photons of interest have to be detected and collected for image formation. In that sense, it is important that detectors have a good performance in terms of efficiency, spatial resolution, energy resolution, uniformity, count rate, robustness/stability, and ultimately they should have a reasonable cost.

Efficiency relates to the detector’s capacity of actually detecting the photons of interest. The detector has to convert the emitted photons into useful electrical signals, so efficiency will be affected by the detector’s density, size, thickness and composition, its distance from the source, absorption, scatter and the energy of the photons. The better the efficiency, the better the count statistics. Energy resolution refers to the detector’s ability to correctly estimate the energy of the detected photons. A detector with good energy resolution provides better energy spectra and the possibility to better distinguish between different photopeaks. Therefore energy windowing can be applied to remove scatter and characteristic X-rays, improving image quality. Although the collimator and reconstruction algorithm also contribute for
the final image resolution, the detector’s spatial resolution has to be good to ensure that there is enough spatial information about the photon’s interactions. Similarly the detection of these interactions throughout the detector has to be uniform, independent of location and time. This means that a stable power and bias supply has to be provided during acquisition. Detectors should have a sufficient count rate such that data can be collected within a reasonable time. However the count rate is affected by the dead time of the detector – the time during which the detector is unable to respond to a new event that would normally produce a count. Detector’s dead time can follow a non-paralyzable or a paralyzable model. In the first, dead time is fixed and any events taking place during this time are lost. In the latter, the dead time is extendible and it depends on the actual count rate, i.e. any events taking place during this time are lost and they restart the dead time, prolonging the paralysis of the detector. The relation between the observed $m$ and the true $n$ count rates is given by Equation 2.18 for the non-paralyzable model and Equation 2.19 for the paralyzable model, where $\tau$ is the dead time.

$$m = \frac{n}{1 + n\tau} \quad (2.18)$$

$$m = ne^{-n\tau} \quad (2.19)$$

Generally the detection process can be divided into three steps: conversion, readout and estimation.

Conversion occurs when gamma-rays interact in a certain medium and can be subsequently converted into an electrical signal. Within the 30-250 keV energy range of most SPECT studies (Peterson and Furenlid, 2011), the two main possible interactions are photoelectric absorption and Compton scatter. The latter will contribute to image quality.

Figure 2.4: Effect of the true count rate on the observed count rate under the assumption of either a paralyzable or non-paralyzable detector for a dead time of 5 $\mu$s.
The scintillation crystal converts gamma photons into visible light, having a light output which is proportional to the absorbed energy. Scintillation properties, along with crystal thickness, size and shape contribute for a specific detection efficiency, energy resolution and spatial resolution.

The photodetector is responsible for converting visible light into an electrical signal, which is digitized by the readout electronics. These are also responsible for estimating the energy of the incident photons and the interaction location.

There are different types of detectors, which will be presented in the next sections.

2.1.2.1 Photomultiplier Tubes with Scintillation Detectors

In a conventional SPECT system, a large-area and continuous NaI(Tl) scintillator crystal is coupled to an array of photomultiplier tubes (PMTs).

PMTs convert light photons into a measurable electric signal. When the light photons generated in the scintillation crystal hit the photocathode, electrons are emitted to the vacuum space of the PMT. A focusing grid directs them to the first dynode, which absorbs those electrons and emits more electrons in the direction of the second dynode, amplifying the signal at each dynode until the signal reaches the anode. The pulse integration is then proportional to the crystal’s absorbed energy.

Information on the energy deposited by a photon interaction is obtained by summing the signal amplitudes of all PMTs, while spatial information is extracted based on linear combinations of the distribution of signals across the array of PMTs.

However, PMTs are sensitive to magnetic fields, which alter the trajectory of the electrons during the amplifying process. For MR-compatible alternatives, solid state readouts have been proposed.

2.1.2.2 Solid State Devices

In solid state photodetectors, when a photon travelling through silicon is absorbed, its energy is transferred to a bound electron, causing the electron to move from the valence band to the conductive band – an electron-hole pair is created. If subjected to a reverse bias, an electric field is generated, which causes holes to be accelerated to the anode and electrons to the cathode. When the electric field is very strong, the charge carriers kinetic energy is sufficient to create secondary charge pairs through a process called impact ionization. Therefore a single absorbed photon can trigger a self-perpetuating ionization cascade within the volume subjected to the electric field. This is the working principle of Avalanche Photodiodes (APDs), which operate with high reverse bias voltages (Renker, 2006). These devices are small and compact, and insensitive to magnetic fields. However, the output signal is always the same and independent of the number of absorbed photons, hence there is no information about the
Table 2.3: Summary of the main features of the different detector technologies [source: GmbH (2017)].

<table>
<thead>
<tr>
<th>Feature</th>
<th>PMT</th>
<th>APD</th>
<th>SiPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantum Efficiency</td>
<td>25-40%</td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>Single Photon Resolution</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Operating Voltage</td>
<td>1000-3000 V</td>
<td>100-500 V</td>
<td>20-40 V</td>
</tr>
<tr>
<td>Gain</td>
<td>$10^4$-$10^9$</td>
<td>30-300</td>
<td>$10^5$-$10^7$</td>
</tr>
<tr>
<td>Insensitivity to Magnetic Field</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Miniaturization</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Production Costs</td>
<td>medium</td>
<td>low</td>
<td>low</td>
</tr>
</tbody>
</table>

An alternative technology to overcome the proportionality issue is the Silicon Photomultiplier (SiPM) detector. SiPMs consist of an array of Geiger mode avalanche photodiodes (Herbert et al., 2006; Eckert et al., 2010). At reverse bias higher than the breakdown voltage, the silicon becomes conductive, amplifying the signal into a measurable electric current. The size of the output pulse depends on the number of microcells that fire, providing an output signal that is proportional to the number of incident photons, provided each microcell on average sees less than one photon. These devices combine the compactness and low bias voltages of APDs with the high gain and stability of PMTs. Table 2.3 summarizes the main differences of the aforementioned technologies.

Cadmium-Zinc-Telluride (CZT) solid state detectors convert gamma photons directly into an electric pulse at room temperature, without the need for scintillation crystals and Anger electronics. Due to the direct conversion, CZTs have better energy and spatial resolution in comparison to photodetectors. However, these devices exhibit a low-energy tail, which results in poorer detection efficiency within the energies of interest for radionuclides like $^{99m}$Tc and $^{57}$Co.

2.1.3 Image Reconstruction

The process of obtaining a SPECT image is based on the acquisition of 2D projections of a 3D volume to reconstruct a contiguous stack of 2D slices of the distribution of activity. The main problem with the reconstruction process is that an infinite number of tracer distributions can yield the same projection. Otherwise stated, photons emitted at different depths, but along the same direction, are detected by the same detector. Since the distance travelled by the photon is not known, the amount of information given by only one projection is insufficient to reconstruct an image. However, the number of possible solutions reduces and becomes more alike as the number of angular positions of the detector in relation to the object increases.

Assuming that the distribution of emitted counts $f$ in the FOV is known, as well as a projection operator or system matrix $H$, the distribution of the detected counts $g$ is given by Equation 2.20, with a term for noise:
\[ g = Hf + n \]  

In the reconstruction process, the system of equations described in Equation 2.20 must be solved to find \( f \), given the measured data \( g \), system matrix \( H \) and an unknown term for noise \( n \). Two main approaches can be used to solve this system of equations – analytic and iterative reconstruction algorithms.

Analytic methods typically attempt to find a direct mathematical solution for the inverse problem that is the reconstruction process, estimating the inverse of a formula that represents the image formation process. Thus, solutions can be computed very quickly and efficiently. However, the resulting images may contain some artefacts due to the fact that attenuation and noise are not suitably accounted for.

On the other hand, iterative reconstruction methods rely on a criterion that is used to select the best estimation of the true image and an algorithm that repetitively attempts to estimate this solution. Usually this is accomplished by statistical estimation methods and probabilistic models that include factors for noise, detector response characteristics, scatter and attenuation.

In the next sections, there is a brief description of one analytic reconstruction algorithm – Filtered Backprojection (FBP) –, and two iterative reconstruction algorithms – Maximum Likelihood Expectation Maximization (MLEM) and Ordered Subsets Expectation Maximization (OSEM).

### 2.1.3.1 Filtered Backprojection

The backprojection operator, obtained by the inversion of the Radon Transform, can be defined mathematically by:

\[
 f(x,y) = \int_{0}^{\pi} g(s,\theta) d\theta, \quad s = x\cos\theta + y\sin\theta 
\]  

where \( f \) is the activity distribution, \( g \) is the distribution of the detected counts along projection \( s \) taken at angle \( \theta \).

As Equation 2.21 suggests, the reconstructed image represents the accumulation (integral) of ray-sums of the object projections acquired over \( \pi \) radians. In the backprojection process, each measured \textit{bin} value is attributed to all pixels that project onto that \textit{bin}, and not only to pixels where the source is, because its location is not known. This process is repeated for as many angles as those acquired, to obtain the reconstructed image. However, the resultant image is blurred due to the fact that the backprojection operation is not the exact inverse of the projection operation. In order to solve this problem, usually a ramp filter is applied first, and then projection data are backprojected – Filtered Backprojection (FBP). The ramp
filter gives a weight proportional to the frequency of each sinogram's component, reducing the amplitude of the low frequency components. As a result, image noise increases due to the enhancement of high-frequency components. One way to correct for this effect is to combine the ramp filter with a low-pass filter, such as the Shep-Logan filter. Therefore, high frequencies are attenuated, while maintaining low frequencies, improving the image quality. However, the selection of the cutoff frequency for this filter is not trivial. A low cutoff value may smooth the reconstructed image, resulting in blurred details and a loss in spatial resolution, while a higher cutoff value may increase the amount of image noise. Thus, there is a trade-off between noise reduction and spatial resolution.

Usually the reconstruction process is performed in the frequency domain instead of the spatial domain, using the central section theorem. This theorem states that the 2D Fourier Transform (FT) of the activity distribution of a tomographic image can be seen as the 1D FT of a projection view of that image taken at a specific angle. Therefore the reconstruction process is easy to implement (Figure 2.5), and the algorithm is fast. First the 1D FT of each projection profile – acquired data – is calculated. Then, in the frequency domain, these data are multiplied by a ramp filter combined with a smoothing filter. The inverse FT is computed, hence filtered data return to the spatial domain. The next step is to backproject these data in order to obtain an estimate of the measured activity distribution.

Note that in a real SPECT system, the number of acquired projections is finite. This angular sampling influences the reconstruction process. When the number of angular projections is low, the reconstructed image will present streak artefacts (Figure 2.6). But, as more projection angles are added to the reconstruction process, the better is the resulting estimation of the real activity distribution (Figure 2.6). However the FBP method assumes angular symmetry of projections, a linear and shift-invariant system and it does not incorporate a noise model.

2.1.3.2 Maximum Likelihood Expectation Maximization

Proposed by Shepp and Vardi (1982) for Emission Tomography, MLEM is an iterative reconstruction method based upon the Poisson statistical nature of the radioactive decay.
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Unlike FBP, MLEM is more robust since it comprises models of the physics of SPECT imaging that account for system spatial resolution, attenuation and scatter effects, and collimator septa penetration.

The main goal of the method is to find the best estimate of the activity distribution given the measured projection data. Therefore, the algorithm is divided into two steps: the expectation step and the maximization step. In the first step, it estimates the mean number of detected counts $f$ given the mean number of projection counts $p$ using the likelihood function based on the Poisson distribution. Typically the logarithm function is applied to simplify calculations – log-likelihood function. Then, the second step is to find an estimate of the detected counts that makes the measured outcome most likely, given the projection data. Now, assuming that the detector $D$ is divided into $d$ units, and the object to reconstruct $B$ is divided into $b$ boxes or voxels, the current estimate of $f$, $\hat{f}^{[k+1]}$, is given as a function of the previous estimate $\hat{f}^{[k]}$ by Equation 2.22:

$$\hat{f}^{[k+1]}(b) = \hat{f}^{[k]}(b) \frac{1}{\sum_{d=1}^{D} p(b,d)} \sum_{d=1}^{D} \frac{n^*(d)}{\sum_{d'=1}^{D} \hat{f}^{[k]}(b')p(b',d)} p(b,d)$$  (2.22)

where $n^*(d)$ is the number of counts detected in each detector unit $d$ and $p(b,d)$ is the probability or system matrix, which describes the probability of each emission from voxel $b$ be detected in the detector unit $d$. This matrix can capture depth-dependent resolution, position-dependent scatter in the patient, and depth-dependent attenuation.

Evaluating Equation 2.22, it is possible to conclude that MLEM is a series of projection and backprojection operations. In each iteration $k$, the new image estimate $\hat{f}^{[k+1]}$ is obtained projecting the previous image $\hat{f}^{[k]}$ and comparing it with the measured projection by taking
the ratio between them; the resulting correction factor is then backprojected and used to update the current estimated image (Bruyant, 2002).

The selection of the Poisson distribution as the premise for the detection measurements ensures that convergence is achieved, even though several iterations are needed to reach it. Prior knowledge can be used to introduce constraints in the model capable of accelerating the convergence of the algorithm or to improve image quality. Moreover, the Poisson formula yields a statistically consistent estimate, with good noise properties, and imposes non-negative pixel values, which is in agreement with the assumption that activity cannot physically have a negative value.

A disadvantage of MLEM is the level of noise, which increases as the number of iterations increases. In the MLEM algorithm, noise is correlated with the signal, i.e. noise amplitude is lower in high count regions, typically leading to an improved image quality compared to FBP in those regions. In order to solve this, one of two approaches may be taken: regularization, which includes control of the difference between neighbouring pixels throughout the reconstruction process, and post-reconstruction filtering, for example with a Gaussian filter. Either one will reduce the noise level in the reconstructed image (Hutton et al., 1997).

2.1.3.3 Ordered Subsets Expectation Maximization

This iterative reconstruction method has the same concept of projecting and back-projecting as the MLEM. However, instead of using the whole set of projection data to update the reconstructed image, it uses subsets of projection data. These subsets have an equal number of non-contiguous projections. For example, considering a SPECT acquisition of 64 projections and a total number of 8 subsets, each subset would have 8 projections distributed accordingly: the first subset would be 1, 9, 17, 25, 33, 41, 49, 57, the second subset 5, 13, 21, 29, 37, 45, 53, 61, and so on, to obtain more information.

The fact that the OSEM algorithm uses subsets of the total projection data instead of all data makes it much faster than MLEM. For an $m$ number of subsets, OSEM needs only $n$ iterations to get close to the same point of convergence as MLEM at $m \times n$ iterations (King et al., 2004). This is the main benefit of OSEM: the degree of acceleration increases with the number of subsets. However, the disadvantage in relation to MLEM is that it is not guaranteed to converge to the maximum likelihood solution (Tong et al., 2010). In addition, for systems with limited angular sampling, there might be insufficient data per subset, making OSEM impossible to use.

Post-filtering needs to be applied as in the case of MLEM. Furthermore, attention must be provided to the degree of acceleration. Sometimes noisy images appear after a single iteration, since the algorithm has already reached a point of convergence equivalent to many
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2.1.4 System Calibration

In the previous section, SPECT image reconstruction was discussed. The presented methods rely on the knowledge of the system matrix, which models the photon transport in the patient and SPECT system. Each element of this matrix gives the expected amount of detected photons given the activity distribution. Therefore the system matrix is highly dependent on the 3D model of the detector-collimator geometry.

Manufacturing errors may lead to significant deviations from the theoretical system design, and therefore from the model. In the case where system modelling errors occur, artefacts will appear in the reconstructed images (Vunckx et al., 2008; Nuyts et al., 2009). Therefore precise geometric calibration of SPECT cameras is essential to obtain the real geometry of the system and a good reconstructed image.

One way of calibrating a SPECT system is to estimate the system matrix. The system matrix can be determined using direct methods or indirect methods.

Direct methods consist in the direct measurement of each element of the system matrix (Furenlid et al., 2004). This is a long procedure, as it requires scanning a point source through the whole FOV, with enough counts to obtain the PSF for each aperture of the collimator. Variations of this method include measuring the position-sensitive PSFs in a limited number of points that sample the FOV, and interpolate for the remaining positions (van der Have et al., 2008). Interpolation has also been suggested in cases where a higher spatial resolution is needed (Chen et al., 2005). These methods are highly accurate and well-suited for stationary systems, because the geometry is more stable. However, the duration of the scanning process can become too long in order to acquire high statistical data at all the necessary grid points of the FOV, making them impractical in a clinical setting. For example, in the geometrical calibration of FastSPECTII (Chen et al., 2005), it took 24 hours to scan a grid of 64,000 measuring points, 1 mm pitch, over the FOV. Using a similar procedure of PSF estimation from point source measurements, Miller et al. (2012) have suggested a method of generating the system matrix on the fly during reconstruction on graphics hardware, in order to tackle memory problems. In addition, these methods require sophisticated positioning tools, that might not be available or compatible with a magnetic field, in the case of hybrid systems. Finally, the actual SPECT system might be in a state of ongoing optimization, in which case the calibration procedure would have to be re-performed at each modification.

Indirect methods consist in the modelling of the system matrix as a function of geometric parameters. This can be achieved estimating a specific set of parameters by comparing
measured projection data from a set of point sources with some reference projection dataset.

For pinhole collimators, most indirect calibration methods are based on Bequé et al. (2003), which states that a pinhole aperture can be fully geometrically described by seven parameters: focal length $f$, electronic shifts $e_u$ and $e_v$ caused by drift of the detector hardware, mechanical offset $m$ between the detector central ray and the rotation axis, distance $d$ along the central ray between the focal point and the rotation axis, tilt $\phi$ and twist $\psi$ of the aperture place in relation to the detector plane. With this knowledge, projections from point sources can be analytically calculated and fitted to measured ones in order to estimate the actual geometry of the collimator. An optimization of the method suggested the use of three non-collinear point sources with know relative distances (Bequé et al., 2005). Examples of application of this calibration method include: calibration of a variable-radius SPECT system for small animal imaging (Pino et al., 2011); calculation of a pinhole camera’s system matrix with Monte Carlo simulations (Aguiar et al., 2014).

Several authors have suggested modifications to Bequé et al. (2003) method. For multi-pinhole cameras, Metzler and Patil (2005) proposed a definition of ROR that varies as a function of gantry angle and devised a method of measuring this parameter with a laser system. In addition, they proposed a new parameter – the axial offset of each aperture relative to the first one (Metzler and Jaszczak, 2006). Calibration was achieved by fitting of the point source projection centroids. For cameras with independent rotation of detectors and pinholes, DiFilippo (2008) proposed a method of full calibration with four point source projection data acquired over $360^\circ$, and a rapid calibration after collimator repositioning with two point source projection data acquired over $180^\circ$. For a hybrid system, a multi-pinhole SPECT-CT, Cao et al. (2009) showed how the use of a priori information from the CT can simplify the calibration procedure. El Bitar et al. (2013) proposed a description of the calibration parameters as a function of the SPECT detector viewing angle, in order to set up a flexible detector response function look-up table. Especially for MC simulations, this meant that the investigation of new designs did not require new MC runs. DiFilippo et al. (2006) suggested a real-time calibration of (multi-)pinhole systems using the method in Bequé et al. (2005), four point sources of a different radionuclide from the one administered to the animal, and energy windowing to separate point source data and emission data.

In the case of slit-slat collimators, calibration is similar to that of pinhole cameras. As evidenced by Ma et al. (2007), slit-slat calibration in the transaxial direction is a particular 2D case of the pinhole calibration. They were able to determine COR, slit position, and tilt and twist of the slats using projection data from one rotating point source. However, they later investigated the method for multiple slits and showed projections from one point source are insufficient for calibration, thus the use of more point sources and their relative positions, and a priori knowledge of the ROR greatly improves calibration accuracy (Ma et al., 2009).
Metzler et al. (2005, 2010) presented a method to estimate transverse mechanical shifts and axial electronic shifts, assuming tilt and twist are negligible, and focal length and RoR can be obtained separately. The study showed calibration is possible with a single point source, obtaining projection data at various viewing angles with a rotating camera. A recent study for slit-slat collimators and pixelated crystals showed the use of the full shape of the PSF instead of the centroid for the least squares fit provides improved slat calibration (Deng et al., 2011).

2.2 MR Imaging

Magnetic Resonance Imaging (MRI) is a non-invasive medical imaging technology that uses non-ionising radiation to provide structural images of the human body with high spatial resolution and high soft-tissue contrast, namely T<sub>1</sub> and T<sub>2</sub> weighted sequences. Physiological information can also be obtained with specific MRI sequences, such as diffusion weighted imaging, functional MRI, spectroscopy, arterial spin labelling, and others (Jackson et al., 1997; Bitar et al., 2006; Lu et al., 2005).

MRI is based on the magnetic effects of certain nuclei, especially that of hydrogen due to its abundance in water and fat, which makes up most of the human body. The hydrogen nucleus has a single proton (positively charged particle) that spins around its axis, resulting in a magnetic field. This spin will align with an external magnetic field \( B_0 \) and precess at a frequency given by the Larmor equation (Equation 2.23):

\[
\nu_0 = \frac{\gamma}{2\pi} B_0
\]  

(2.23)

where \( \gamma \) is the gyromagnetic ratio.

In equilibrium, all spins are precessing out of phase and aligned with \( B_0 \), resulting in a net magnetic moment in the \( z \) direction called longitudinal magnetization \( M_z \). When an excitation pulse is applied, the spins start precessing in phase in the transverse plane, moving the net magnetic moment to that plane: \( M_{xy} \). After the removal of the RF pulse, the spins will loose energy to the environment in a process called relaxation. With time, the spins dephase, returning to equilibrium. This results in a loss of \( M_{xy} \) and the generation of the Free Induction Decay signal (FID). The FID is what is measured as the MRI signal: the precessing signal in the transverse plane.

There are two types of relaxation: \( T_1 \) and \( T_2 \). The first refers to the recovery of the net magnetization into \( M_z \) through spin-lattice interactions. The latter refers the decay of the net magnetization in the transverse plane by spin-spin interactions. Different tissues experience \( T_1 \) relaxation at different rates, allowing for signal differentiation in the MR image.
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2.2.1 Instrumentation

The basic hardware components of MRI systems are the magnet, the gradient coils, the RF coil, shimming coils and a general purpose computer (Figure 2.7). In addition, magnetic shielding is provided by shielding coils, which reduce the magnetic field where it is not necessary, and a Faraday cage, which is incorporated in the scanning room to block RF interference from and to outside.

The magnet is a series of loops of superconducting material that is kept at a very low temperature, around 4 °K, using liquid helium or nitrogen. Its electric current generates a uniform and static magnetic field called $B_0$.

The gradient coils generate a linear variation in the magnetic field along the $x$, $y$ and $z$ directions, allowing for the frequency, phase and slice encoding of the MR signal.

The RF coil transmits the excitation pulse and/or receives the corresponding echo, i.e. the MR signal. There are different types of coils: body coils, head coils and surface coils (Figure 2.8). The latter are usually small and restricted to a specific area of the patient for
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Figure 2.8: Diagram of the different types of RF coils: head, body and surface (e.g. knee) coils.

Figure 2.9: Illustration of the effect of the amount of the $k$-space (left) that is filled and the corresponding reconstructed MR image (right).

improved SNR due to their increased magnetic sensitivity; whilst the others are big enough to provide a uniform RF field.

The shimming coils provide auxiliary magnetic fields to obtain good $B_0$ homogeneity.

Finally, the computer serves two main purposes: to control the data acquisition and pulse generator, and to process and display the image.

2.2.2 Image Reconstruction

The acquired frequency signal encodes spatial information, therefore image reconstruction is based on the Fourier transform. The centre of $k$-space corresponds to low spatial frequencies, i.e. image structure, whilst the outer part corresponds to high spatial frequency, i.e. details of the image. The Fourier transform is applied to the $k$-space to decode spatial information into an image.
Image quality depends on the amount of the $k$-space that is filled; more complete filling results however in longer acquisitions (Figure 2.9). Furthermore, the signal-to-noise ratio in MRI is given by Equation 2.24:

$$SNR = \frac{FOV_x FOV_y \delta z}{N_x N_y \Delta z} \sqrt{\frac{NEX}{N_y BW}}$$

(2.24)

where $FOV$ is the size of the field of view and $N$ is the size of the matrix, in the $x$ and $y$ directions; $\delta z$ is the slice thickness, $NEX$ is the number of excitations, and $BW$ is the bandwidth. Therefore, SNR increases with:

- bigger voxel sizes, but resolution decreases;
- a higher number of excitations, but the acquisition time also increases;
- a stronger and more homogeneous magnetic field.

### 2.2.3 Safety

Safety is a very important issue when referring to MRI systems. The main problems arise from the static magnetic field, the magnetic gradients and the RF pulses (Hartwig et al., 2009).

One of the major problems of the static magnetic field relates to ferromagnetic materials, which are strongly subjected to attractive and rotational forces that project those materials to the bore entrance and the magnet itself. This can result in a serious harm of both the patient and medical staff, in addition to damage of any hardware in the travelled path. Therefore, there is a 5 G line limit that defines the safe level of static magnetic field exposure in every room with an MRI system installed. To date no biological hazards to humans have been identified from exposure to high static magnetic fields, apart from fields higher than 2 T which in some cases can cause sensory effects like nausea, vertigo and metallic taste (Schenck, 2000; Kangarlu and Robitaille, 2000).

Magnetic gradients induce an electric field in the patient, which may result in peripheral nerve and muscle stimulation, causing discomfort to the patient (Vogt et al., 2004). Also, the patient should be correctly positioned and not form a loop at any time to reduce the risk of induced current burns (Lipton, 2013). Rapid switching of the gradients generates significant acoustic noise, that should not surpass 140 dB for adult patients.

Regarding the RF pulses, deposition of energy may lead to overheating of localised body tissue resulting in burns. Therefore the patient’s specific absorption rate should remain as low as possible.

Another concern is the effect of gradient fields and RF pulses on implanted devices, especially active ones such as pacemakers and cochlear implants, which can vary from movement or dislodgement, to dysfunction, and even damaging of the device.
In order to reduce the aforementioned risks, patients should undergo appropriate screening, with safety questionnaires, and equipment subjected to the magnetic field should be labelled according to their MR safety: safe, conditional or unsafe (Lipton, 2013).

Finally claustrophobia could be another source of patient discomfort, or even selection criteria, due to the closeness of the gantry and surface coil.

2.3 Multi-Modality Systems

SPECT is a functional imaging modality that uses radio-labelled pharmaceuticals to study biological processes. The emitted gamma-radiation is externally detected to generate a 3-dimensional (3D) image of the radioactive tracer distribution, which correlates with cellular function. However, limited anatomical information can be depicted, making it difficult to accurately localize disease.

The combination of functional (MRI, PET, SPECT) and anatomical imaging (MRI, CT) has potential for improved diagnostic value. Hence the development of multi-modality systems, specially with simultaneous acquisition, has been the focus of research in the field of medical imaging in recent years. Examples of such devices are PET/CT (Beyer et al., 2000), SPECT/CT (Schillaci, 2005), and more recently PET/MRI (Judenhofer et al., 2008). In the latter case, fully simultaneous acquisition is now commercially available (Drzezga et al., 2012; Levin et al., 2016).

Simultaneous acquisition of SPECT and MR images offers several advantages compared to just being able to combine functional and morphological information and have their correlation in space and time. Because both scans are acquired at the same time, the overall scanning time is reduced. Co-registration errors are smaller due to the intrinsic registration between the two modalities. The MRI scan can be used to facilitate compensation for motion and correction for partial volume effects in the SPECT image. Additionally, SPECT provides the possibility to target different biomarkers using multiple radionuclides simultaneously, and to label compounds with either diagnostic or therapeutic radionuclides. Therefore it has potential to estimate internal radiation dose, important for the treatment plan of personalised radionuclide-based therapies. Moreover there are several advantages of using MRI instead of CT: it provides improved soft tissue contrast, no additional ionizing radiation is given to the patient, and there is the possibility to use different MRI sequences to obtain functional information, which can be combined with that obtained with SPECT providing complementary information. However MRI does not give directly the information required for attenuation correction of the SPECT images. The main problems lie in the fact that MRI cannot distinguish well between bone and air, neither measure density variations within the lung (Cherry, 2009).

Some pre-clinical SPECT/MRI systems have been developed (Goetz et al., 2008; Breton
et al., 2007), although these are not truly integrated. They rely on a single pinhole SPECT camera adjacent to a low-field MR system, 0.1 T, such that the small animal can be imaged sequentially.

Meng et al. (2007) presented ultra-high resolution MR-compatible detectors, which were tested in a small animal system with pinhole collimation and point source phantoms. Preliminary experimental results were presented by Tan et al. (2009) and Hamamura et al. (2010) to show the feasibility of SPECT/MR, although they did not solve the problem of angular sampling. In the first, the SPECT system had to be moved in and out of the MR system and rotated around the object, and in the latter the object was rotated. For these systems, the importance of modelling the geometric response function of the pinhole in the reconstruction process has been shown by Xu et al. (2010).

More recently, studies addressing simultaneous SPECT/MRI have shown the feasibility of these multi-modality systems for preclinical use (Meier et al., 2009, 2011; Tsui et al., 2011b,a; Cai et al., 2012; Cai et al., 2014). These stationary SPECT inserts use cylindrical multi-pinhole collimation and two or more angularly offset detector rings. In contrast to Meier et al. (2011); Tsui et al. (2011a) , which use layers of tungsten, Cai et al. (2012); Cai et al. (2014) proposes a casted tungsten tube with platinum-iridium alloy pinhole inserts, with 300 $\mu$m and 500 $\mu$m diameters. When scanning a point source phantom with 37 MBq of $^{99m}$Tc for 30 minutes, they are able to resolve sources 350 $\mu$m apart.

Regarding clinical SPECT-MRI, van Audenhaege et al. (2013); van Audenhaege et al. (2015) have designed a stationary multi-pinhole collimator for a brain SPECT insert based on four rings of thirty-four 32\times32 mm digital SiPMs ($R_i = 0.5$ mm) coupled with a 2 mm-thick monolithic LYSO crystal. The tungsten powder collimator consisted in eight rings of twenty-four 0.62 mm pinholes. Pinhole rings are rotated relative to one another to improve angular sampling and separated with slats to avoid overlap of projections in the axial direction. Simulations showed a volume sensitivity of 395 cps.MBq$^{-1}$ for a target resolution of 7.2 mm at the centre of the cylindrical FOV (220 mm-diameter, 124 mm-height).

### 2.3.1 System Design Issues

The important parameters when designing a SPECT system are sensitivity, resolution, field of view and sampling completeness. However, it is not possible to optimise all of them at the same time.

Collimator efficiency is defined as the fraction of gamma-rays reaching the collimator that actually pass through it to project the object onto the detector. Collimator resolution refers to the sharpness or detail of the image projected onto the detector. The more gamma-rays that reach the detector, the less specific they are, because of the uncertainty associated to their emission origin. As a result, resolution gets worse. In contrast, to improve the photon's
direction of incidence and therefore resolution, a greater fraction of gamma-rays are absorbed in the collimator, decreasing sensitivity. This is referred to as the sensitivity-resolution trade-off and consequently it is not possible to optimise both simultaneously.

Regarding sampling completeness, usually rotation of the SPECT system is needed to acquire a sufficient number of angular views or projections. This allows a good reconstruction of the 3D volume images but requires accurate calibration of the system acquisition, which may be difficult due to motion. Stationary systems, on the other hand, are more stable over time, but angular sampling may be limited (Beekman and van der Have, 2007).

A great effort is also put in the development of pre-clinical or small-animal SPECT imaging systems. These allow the acquisition of *in vivo* high resolution SPECT images and the performance of quantitative biodistribution studies, important for example for the study of pharmacokinetics and development of new drugs. In addition, they play an important role in the development of animal models of human diseases and act as a testing ground for new collimator and detector technologies.

Although many system and collimator developments start at a pre-clinical level because of easy access for testing, some strategies may not be feasible to scale up to clinical systems. Small-animal systems need to achieve higher intrinsic spatial resolution, while maintaining or improving sensitivity. In addition, some pre-clinical systems have rotation of the animal instead of the system, which is difficult in clinical settings, with the exception of the Cardius camera, Digirad (Babla et al., 2006).

Regarding the design of hybrid systems, integration can be achieved via proximity of the two modalities, development of an insert, or full re-design of the new system (van Holen et al., 2013; van Holen and Vandenberghe, 2013). Especially in the case of simultaneous operation, further technological challenges arise, namely magnetic compatibility and MR safety (see Section 2.2.3). For example, when placed in a gradient magnetic field, the collimator may be conductive and generate eddy currents. These eddy currents distort the gradient field, introducing artefacts in the MRI images (Graf et al., 2005). Samoudi et al. (2015) proposed a numerical model to investigate eddy currents in tungsten collimators. These can be reduced to residual eddy currents using different ring arrangements of the collimator units and introducing gaps with electrical insulating material between each unit. On the other hand, MRI can interfere with SPECT electronics; hence the use of semiconductor detectors has been proposed (Wagenaar et al., 2006; Hamamura et al., 2010).

In conclusion, different design strategies are applied depending on the target application for the SPECT system, if the system is for clinical or pre-clinical use, and its integration with another imaging modality. Furthermore, septal penetration and parallax effects, which deteriorate image quality, can also be taken into account when designing the collimator and system.
2.3.1.1 Septal Penetration

One important issue in the collimator design is septal penetration. It refers to gamma-rays that are not absorbed and can penetrate the collimator. For a parallel-hole collimator, it means that gamma-rays can cross from one hole into another and be detected. Similarly, for the pinhole collimator, the effective aperture size may change due to penetration of high-energy gamma-rays. This affects the targeted resolution and sensitivity.

If the collimator septa is too thin, the collimator becomes transparent to high-energy gamma-rays and a background image is added to the desired image. This results in loss of image contrast, which may affect the diagnosis. So the higher the energy of the photons emitted by the radioisotopes, the thicker the collimator septa have to be to reduce penetration. On the other hand, as the collimator gets thicker, the detection efficiency gets smaller. For example, for parallel-hole collimation, thicker septa corresponds to smaller available detection area. Therefore the desirable septal thickness needs to be as small as possible so that the occupied detector surface is small, and such that the collimator efficiency is high. For pinhole collimation, the use of channel-edge apertures has been proposed, instead of knife-edge. van der Have and Beekman (2006) simulated both types of aperture edges using Geant 4 Monte Carlo (Agostinelli et al., 2003) and they determined the penetration contribution for $^{99m}$Tc, $^{123}$I and $^{125}$I. Channel-edge pinholes had a lower penetration fraction of perpendicularly-incident photons compared to knife-edge; however, this advantage was not true for higher angles of incidence. In addition, independent of the incident angle, sensitivity was lower for channel-edge in relation to knife-edge, resulting in lower imaging performance.

In practice, a level of 5% of septal penetration is usually chosen, because no thickness of any material is sufficient to stop all gamma-rays (Sorenson and Phelps, 1987). This is achieved by using materials with a large attenuation coefficient, i.e. materials of high atomic number and high density. However, the attenuation coefficient of the collimator material also depends strongly on the gamma-ray energy of the photons emitted by the radioisotopes used in the imaging process. Therefore it is the maximum gamma-ray energy that should be considered for the determination of an adequate septal thickness.

2.3.1.2 Multiplexing and Parallax

Multiplexing is a phenomenon related to the ambiguity in the origin of the projected gamma-rays. For example, when imaging with a multi-pinhole collimator, overlap between the projected gamma-rays through the pinholes onto the detector surface might occur. Consequently there will be uncertainty about which pinhole the detected gamma-rays came through. This means that the photons are less specific and carry less information about the object being imaged (Barrett and Hunter, 2005). As a result, the image quality deteriorates, although sensitivity might improve due to the multiple pinholes.
Parallax errors relate to the uncertainty of how deep gamma-rays penetrate the scintillation crystal or sensitive volume before causing ionization and being detected. The detector will attribute each gamma-ray to a different ray path and this information will be used later for image reconstruction. For gamma-rays hitting the crystal perpendicularly or in a near-to-perpendicular direction, the uncertainty associated with the detection point is very small. However for particularly acute incident angles of the gamma-rays onto the crystal, the interaction can take place in a large range of depths in the crystal, leading to an erroneous detection direction (Figure 2.10). Furthermore parallax can lead to multiplexing and consequently poor image quality. For a slit-slat collimator, parallax is worse for small distances from the slit plane to the object, leading to parallax blur which can severely affect the resolution (Metzler et al., 2006).

A solution to reduce parallax effects is to use a thin crystal, but then only a small fraction of gamma-rays can be detected, or use the information about the photon’s depth of interaction to reduce the error in the localisation of the photon’s path and improve resolution (Vandeghinste et al., 2011).
Chapter 3

The INSERT Project

Due to the close proximity of the topics discussed in this thesis and the European project INSERT, this chapter summarizes the achieved technical developments and the status of the INSERT system at the time of writing.

3.1 Introduction

The acronym INSERT stands for INtegrated SPECT/MRI for Enhanced stratification in Radiochemo Therapy. As the name suggests, the research project aims to develop, test, and validate a SPECT insert for commercially available MRI scanners, in order to acquire simultaneously SPECT and MR images of the brain and improve personalized treatment of glioma patients\(^1\).

The project is funded by the Seventh Framework Programme of the European Commission for 4 years, from March 2013 to February 2017. The consortium has the collaboration of several European institutions: University College London, Politecnico di Milano, Nuclear Fields, Mediso, Università Vita-Salute San Raffaele, Fondazione Bruno Kessler, Università degli Studi di Milano, CROmed, MRI.TOOLS GmbH and CF consulting.

3.2 System Design

The purpose of the grant is to manufacture a pre-clinical and a clinical system: the pre-clinical system will be installed and tested at Ospedale San Raffaele, Milan, Italy, and the clinical system at the Macmillan Cancer Centre, University College London Hospital, London, United Kingdom.

The animal system will allow the development of appropriate technical knowledge to overcome the challenges of producing such a simultaneous, multi-modality system, and to evaluate animal models of the disease. Once that is achieved, the technology will be translated to the clinical system, which aims to perform a pilot study involving glioma patients.

\(^1\)http://www.insert-project.eu/
### Table 3.1: Photopeak energies of the radionuclides of interest for the INSERT project.

<table>
<thead>
<tr>
<th>Radionuclide</th>
<th>Photopeak Energy [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{99m}$Tc</td>
<td>140</td>
</tr>
<tr>
<td>$^{111}$In</td>
<td>171</td>
</tr>
<tr>
<td>$^{177}$Lu</td>
<td>245</td>
</tr>
<tr>
<td>$^{113}$I</td>
<td>113</td>
</tr>
<tr>
<td>$^{208}$Tl</td>
<td>208</td>
</tr>
<tr>
<td>$^{123}$I</td>
<td>159</td>
</tr>
<tr>
<td>$^{131}$I</td>
<td>365</td>
</tr>
</tbody>
</table>

For the pre-clinical system, the FOV is set to 2 cm transaxially and 2 cm axially, imaged by a complete ring of ten $5 \times 5$ cm detection modules and a $3 \times 3$ multi-pinhole collimator. The full system should fit within a maximum diameter of 20 cm, which corresponds to the internal diameter of the MRI bore. A specific transmit/receiver coil will be designed for use in the 3 T Ingenia, Philips (Amsterdam, The Netherlands). The foreseen radionuclides of interest are $^{99m}$Tc, $^{123}$I, $^{111}$In, $^{177}$Lu and $^{131}$I. The photopeak energies of these radionuclides are indicated in Table 3.1.

Regarding the clinical system, the FOV is set to a cylindrical shape of diameter 20 cm and height 9 cm, and imaged by $5 \times 10$ cm detection modules. The full system will consist of a ring of detection and collimation modules that should fit within a maximum diameter of 59 cm, which corresponds to the internal diameter of the 3 T Biograph mMR, Siemens (Munich, Germany). The collimator design is based on multi-slanted holes to allow for compactness and sensitivity maximisation; details are given in the following chapters of this thesis. For the clinical system, the radionuclides of interest are $^{99m}$Tc, $^{111}$In and $^{123}$I.

Both systems have the same architecture design of a stationary system, in which the main MR-compatible components are the following:

- gamma-radiation detection modules based on the well-established Anger logic, with a single and continuous Caesium Iodide doped with Thallium (CsI:Tl) scintillation crystal and light readout;
- front-end electronics implemented in a dedicated ASIC and DAQ board to process and digitise the light readout;
- cooling strategy to lower the temperature of the photodetectors;
- tungsten collimator that maximises sensitivity;
- shielding for gamma energies higher than the highest photopeak of the radionuclides of interest;
- dedicated transmit/receiver RF coil to optimise the MR signal.
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Table 3.2: Specifications for the development of an MR-compatible clinical and pre-clinical SPECT system.

<table>
<thead>
<tr>
<th></th>
<th>Clinical System</th>
<th>Pre-clinical System</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPECT</td>
<td>same FOV for SPECT and MRI</td>
<td>same FOV for SPECT and MRI</td>
</tr>
<tr>
<td></td>
<td>simultaneous operation</td>
<td>simultaneous operation</td>
</tr>
<tr>
<td></td>
<td>cylindrical FOV: $\varphi=20$ cm, $h=9$ cm</td>
<td>cylindrical FOV: $\varphi=2$ cm, $h=2$ cm</td>
</tr>
<tr>
<td></td>
<td>stationary system</td>
<td>stationary system</td>
</tr>
<tr>
<td></td>
<td>MRI bore $\varphi=59$ cm</td>
<td>MRI bore $\varphi=70$ cm</td>
</tr>
<tr>
<td></td>
<td>minification at FOV centre</td>
<td>magnification at FOV centre</td>
</tr>
<tr>
<td></td>
<td>ring geometry</td>
<td>ring geometry</td>
</tr>
<tr>
<td>Collimator</td>
<td>based on multi-slant-hole</td>
<td>based on multi-pinhole</td>
</tr>
<tr>
<td></td>
<td>maximise sensitivity</td>
<td>maximise sensitivity</td>
</tr>
<tr>
<td></td>
<td>target $R=8$-10 mm at FOV centre</td>
<td>target $R=0.8$-1 mm at FOV centre</td>
</tr>
<tr>
<td></td>
<td>tungsten material or equivalent</td>
<td>tungsten material</td>
</tr>
<tr>
<td>Detector</td>
<td>max. 30 gamma detector modules</td>
<td>max. 10 gamma detector modules</td>
</tr>
<tr>
<td></td>
<td>CsI:Tl scintillators</td>
<td>CsI:Tl scintillators</td>
</tr>
<tr>
<td></td>
<td>$5\times10$ cm 72-channel readout</td>
<td>$5\times5$ cm 36-channel readout</td>
</tr>
<tr>
<td></td>
<td>125-270 keV energy range</td>
<td>100-400 keV energy range</td>
</tr>
<tr>
<td></td>
<td>intrinsic $R=1$ mm</td>
<td>intrinsic $R=1$ mm</td>
</tr>
<tr>
<td></td>
<td>target $E_{\text{res}}=10$ % at 140 keV</td>
<td>target $E_{\text{res}}=10$ % at 140 keV</td>
</tr>
<tr>
<td></td>
<td>target patient aperture: 28 cm</td>
<td>target animal aperture: 4 cm</td>
</tr>
<tr>
<td></td>
<td>match isocentre with SPECT</td>
<td>match isocentre with SPECT</td>
</tr>
<tr>
<td></td>
<td>resonance frequency=123 MHz</td>
<td>resonance frequency=123 MHz</td>
</tr>
</tbody>
</table>

In terms of performance, the aim is to maximise sensitivity for a target resolution of 0.8-1 mm and 8-10 mm, for the pre-clinical and clinical systems, respectively. Furthermore, the target energy resolution is 10 % at 140 keV, to allow dual-radiouclide acquisition. All the specifications and characteristics of both systems are summarised in Table 3.2.

3.2.1 Detection Module

The detection module consists of a scintillation crystal, light readout, heat sink and front-end electronics.

A monolithic slanted CsI:Tl crystal was chosen as the scintillation crystal for the INSERT. This crystal has a high light yield, contributing for improved spatial and energy resolution of the photodetector. Preliminary tests on CsI:Tl samples showed a good intrinsic resolution, 5-6 %, and an absorption efficiency of 95 % at 140 keV for a thickness of 8 mm. However, the decay time is long compared to other crystals, which can affect the count rate capability of the detector.

Regarding the light readout, SDDs were first considered for the INSERT, however these detectors require a working temperature of -20°C, which could be very difficult to implement in such a compact system. Furthermore, SiPMs were emerging as a feasible technology, requiring only moderate cooling for optimal performance. Therefore a SiPM-based readout was chosen for the INSERT systems. In this case, the CsI:Tl crystal is also a suitable option because of crystal’s emission spectrum agrees with the quantum efficiency of the silicon
detector. For the pre-clinical system, each module is read out by $12 \times 12$ SiPMs, i.e. 4 SiPM tiles with an array of $6 \times 6$ SiPMs (Figure 3.1), whereas, for the clinical system, each module is read out by $24 \times 12$ SiPMs – 8 SiPM tiles. Note that each SiPM contains 1600 APDs. Qualification of the produced tiles showed a photon detection efficiency of 40 %, an excess noise factor of 1.2, and dark count rate of 200 kHz.mm$^{-2}$ at 550 nm and 4 V of over-voltage.

The heat sink consists of a thermally conductive plastic block, that allows cooled fluid to circulate through a serpentine pathway (Figure 3.2). This design maintains a uniform temperature distribution in the area corresponding to the SiPM tiles, in order to lower their temperature. The cooling fluid is a mixture of water and glycol that is pumped by an external recirculating cooler.

Finally, the front-end electronics were designed specifically for the INSERT. A dedicated 36-channel ASIC was developed for low-energy gamma imaging. Each ASIC reads out 4 SiPM tiles. The electronics board that contains the ASICs also provides mechanical support for the other components of the detection module, namely SiPMs and cooling block. The analogue DAQ board was designed to minimise signal corruption from the MR RF pulses and switching gradients. Both boards have a compact design to compensate for the space restrictions inside the MR bore.

The final design of the detection module for both systems is shown in Figure 3.3.

In terms of performance, measurements were performed with a $^{57}$Co source at 0 °C
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Pre-clinical Module

Clinical Module

![Detection module: pre-clinical and clinical designs, that apply the same electronics technology. [Courtesy of POLIMI]](image)

Figure 3.3: Detection module: pre-clinical and clinical designs, that apply the same electronics technology. [Courtesy of POLIMI]

![Intrinsic resolution study. Lead plate with a hole grid used on top of the 5x5 cm detection module (a). Planar projection data from a $^{57}$Co source irradiation with the lead plate (b). FWHM resolution for the spots in the profile evidenced in the planar projection (c). [Courtesy of POLIMI]](image)

Figure 3.4: Intrinsic resolution study. Lead plate with a hole grid used on top of the 5x5 cm detection module (a). Planar projection data from a $^{57}$Co source irradiation with the lead plate (b). FWHM resolution for the spots in the profile evidenced in the planar projection (c). [Courtesy of POLIMI]

and the pre-clinical detection module. The energy spectrum was obtained for a uniform irradiation (Figure 3.5). Analysis of the photopoeak showed a 14% energy resolution at FWHM of the $^{57}$Co photopoeak. In addition, a planar projection was obtained with an irradiation through a lead plate positioned on top of the crystal. The 2 mm-thick lead plate consisted of a grid of 0.5 mm holes with a 2 mm pitch. Analysis of the FWHM of each hole projection showed an average intrinsic resolution of 1 mm, with slight degradation at the edges of the detection module (Figure 3.4).

3.2.2 Collimator

The collimator design has three main limitations: the restricted space inside the MR bore, the limited angular sampling due to the stationary constraint, and the manufacturing material that has to be MR-compatible. The performance target is to maximise sensitivity, to be able to better evaluate metabolic and functional information of a previously detected tumour.

For the pre-clinical system, the collimator is based on multi-pinhole design, with a moulded tungsten epoxy frame and 3D-printed tungsten inserts for the pinhole apertures
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Figure 3.5: Energy spectrum from a $^{57}$Co source irradiation. The highest peak corresponds to the photopeak. [Courtesy of POLIMI]

Figure 3.6: General design (left) and aperture detail (right) of the multi-pinhole collimator for the pre-clinical system. [Courtesy of MEDISO]

(Figure 3.6). For the clinical system, the design will rely on slit-slat collimation. In contrast to animal imaging, the imaging FOV is bigger than the detectors, therefore minification will occur. However this can be traded-off with the high intrinsic resolution of the detectors, in order to obtain a reasonable system resolution. Further details on the specific design of the collimator for the clinical system is given on Chapter 5.

3.2.3 RF Coil

Dedicated RF coils have to be designed and manufactured for both pre-clinical and clinical systems.

The main reasons for developing these coils are the restricted space inside the MR bore and the impossibility of using the body coil of the MR system. Standard RF coils would require a bigger space, which has to be compromised for the design of the SPECT system and better patient comfort. Considering that the SPECT electronics would be damaged by the RF pulses from the body coil, the designed RF coil has to be both a transmit/receive coil to compensate for that.

Other design considerations include the use of materials that do not highly attenuate gamma radiation, the tuning of the resonance frequency to 123 MHz for 3 T systems, and
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Figure 3.7: Final manufactured RF coil for the clinical INSERT system. [Courtesy of MRI.TOOLS]

The alignment of the isocentre of the SPECT and MR systems. Finally, in order to operate the coils in the respective MR systems, adequate interface and connectors will have to be produced. However, this might require proprietary information.

The final RF coil for the clinical INSERT system is shown in Figure 3.7. This coil is a result of compromised design and therefore does not cover the whole brain axially – 11 cm axial FOV. The patient aperture size is 26.5 cm.

3.3 MR Compatibility

The main issues related to MR-compatibility arise from the static magnetic field, the rapidly switching gradients and the high power RF transmit/receiver coils. Important compatibility considerations had to be taken into account in order to design a SPECT system that could be inserted inside the MRI bore, and operated simultaneously with the MRI.

Firstly, samples of materials were tested inside an MRI system, for components such as the collimator, fixation parts and wires. Additionally, special attention was given to the components shape that could generate eddy currents: looped structures were minimised and large surfaces slotted.

Secondly, the full system mechanics and geometry were constrained by the available space inside the MRI bore.

Finally, regarding the compatibility of the electronics, the process was an iterative one, with a loop of testing and compatible-design improvement. A detector box was developed (Figure 3.8) not only to be able to test a working detection module inside an MRI system, but also to perform planar SPECT experiments. The black plastic box provides stability, light shielding and an insulated environment for the detection module. Also, a bench device was developed to simulate the magnetic gradients in a controlled and localised manner (Figure 3.9). Hence magnetic-sensitive areas of the electronic boards could be mapped and their design improved (Montagnani et al., 2016).
3.4 Pre-clinical and Clinical Evaluation

As explained in Chapter 1, an effective response to treatment biomarker is an unmet need in glioma imaging and treatment.

In order to identify an early biomarker, a pre-clinical model of glioma was established, from a human-derived cell line that can be grown in mice. Non-invasive investigation on glioma models treated with temozolomide, before and after radio/chemo-therapy, showed the reduction of $^{99m}$Tc-MIBI uptake can be used as a treatment efficacy biomarker, whilst MR-based features can be used as a tumour growth marker. These results point out the utility of a multi-parametric system, such as the INSERT.

The ultimate goal is to evaluate these findings with simultaneous SPECT/MR acquisition of the murine models, using the pre-clinical SPECT insert.

Clinically, the aim is to set up a pilot study with glioma patients to assess the clinical value of the INSERT system. Therefore, a protocol will have to be designed to submit for ethical approval. However, pre-clinical and clinical evaluation of the identified biomarkers are highly dependent on the availability of the planned SPECT systems.

Figure 3.8: Detector box set-up for experimental tests: closed (a) and open (b) box. The ASIC and DAQ boards, cooling block and scintillation crystal with SiPM readout sit inside the box, which has holes that allow the passing through of pipes and wires for signal transmission, cooling and power supply.

Figure 3.9: Magnetic probe schematic design (a) and final device (b). [Courtesy of POLIMI]
3.5 Summary

The objective of the INSERT project was to develop and manufacture two SPECT insert systems: a pre-clinical system for mouse/rat brain imaging and a clinical system for human brain imaging. The approach was to develop production techniques, MR-compatible detector technology and system design for the pre-clinical system, that could be later extended for the design and manufacture of the clinical system. Similarly, in terms of biological application, the aim was to investigate glioma models in mice with the pre-clinical system, to guide the investigation of glioma treatment in humans with the clinical system.

However, this was quite a challenging project within the proposed time-frame. Due to unforeseen delays, the pre-clinical system only finished assembly in February 2016, one year before the official end date of the project. This system is depicted in Figure 3.10.

Figure 3.10: Final pre-clinical system fully assembled: with (right) and without (left) housing. Collimator is absent; it will fit between the detectors cover (grey) and the coil (white).

Figure 3.11: Diagram of the envisioned SPECT insert for simultaneous SPECT/MR imaging of the human brain. [Courtesy of MEDISO]
Regarding the clinical system (Figure 3.11), the housing and all individual components were produced by February 2017, but qualification and assembly as a full system had to be carried out afterwards. As a result, the clinical system will only be ready for testing and evaluation with phantoms, as a stand-alone SPECT, after the submission of this thesis.
Chapter 4

System Design for a Human Brain SPECT Insert

This chapter discusses design issues of a SPECT insert for an MR system, in order to perform simultaneous SPECT/MR imaging of the human brain.

4.1 Introduction

A simultaneous SPECT/MR system could provide combined functional (SPECT and MRI) and morphological information (MRI), correlated in space and time. SPECT provides the possibility to target different biomarkers using multiple radionuclides simultaneously, and to label compounds with either diagnostic or therapeutic radionuclides. Therefore it has the potential to estimate internal radiation dose, important for the treatment planning of personalised radionuclide-based therapies. On the other hand, MRI provides the spatial resolution for accurate localisation, but also functional information by applying various MRI pulse-sequences.

Some pre-clinical SPECT/MRI systems have already been developed (Breton et al., 2007; Goetz et al., 2008), although these systems are not truly integrated. More recently, studies addressing simultaneous SPECT/MRI have shown the feasibility of these multi-modality systems for preclinical use (Hamamura et al., 2010; Meier et al., 2011; Tsui et al., 2011a,b; Cai et al., 2014).

The objective of this chapter is to discuss a preliminary design of a SPECT insert for a clinical MRI system in order to perform simultaneous brain SPECT/MR imaging in humans. Regarding the starting point for the detector technology, it is assumed that each detector unit of the double-ring insert will consist of an 8 mm-thick CsI:Tl crystal and SiPM-based readout of size $50 \times 50 \times 13.69$ mm, insensitive to magnetic fields, with expected intrinsic resolution of 0.8 mm and a dead space of 5 mm around the edge (Busca et al., 2014b).
Compactness is needed due to the limited space inside the MR bore, whose internal diameter is 59 cm. The external diameter of the SPECT insert must be less than 44.5 cm because it will be positioned on top of the patient bed and the internal diameter should not be less than 33 cm to accommodate the patient head and the MRI receive/transmit coil (Figure 4.1). The system has to be stationary for practical reasons and to minimise interference with the MRI system. Stationary multi-pinhole systems have been investigated previously by several groups (Rowe et al., 1993; Furenlid et al., 2004; Beekman and Vastenhouw, 2004; Xu et al., 2010; van Audenhäge et al., 2013; Cai et al., 2014).

For what concerns the SPECT system, the main limitations in the development of the collimator are:

- the restricted space due to the fact that the SPECT has to fit inside the MRI bore and the patient aperture has to accommodate the patient’s head and coil;
- the limited angular sampling because the SPECT cameras are stationary;
- the trade-off between sensitivity and spatial resolution, the improvement of one results in the degradation of the other.

For the INSERT, the aim is to maximise sensitivity, while maintaining a spatial resolution close to 10 mm, figure similar to state of the art resolution for conventional SPECT. From a biological point of view and considering that the system main objective is not lesion detection, improving sensitivity is more important than resolution, specially for brain imaging, in which tracer uptake is restricted by the blood brain barrier. Given the target resolution, the design issues will be addressed in the following sections.
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The slit-slat collimator was included in the evaluation due to its suitability for brain imaging (Metzler et al., 2006; Mahmood et al., 2009). This collimator provides two different types of collimation in the transaxial and axial directions. In most applications of slit-slat collimators, there is magnification in the transaxial direction defined by the slit. In the INSERT system, the distance between the collimator and the detector is small so that the SPECT insert can fit inside the MRI system and the imaging FOV is large in comparison to the detector size. Hence minification will occur in the projections space; however the system can benefit from the detector’s high intrinsic resolution to compensate for this effect. In order to improve sensitivity, also multi-slit configurations of the slit-slat collimator were evaluated, and compared to analogous multi-pinhole collimator configurations.

In order to improve angular sampling with pinhole collimators, the two detector rings were rotated by half the detector-size. This mismatched configuration of the detector rings doubles the number of views as each detector ring can cover the entire axial FOV (Figure 4.2). For multi-slit slit-slat configurations with parallel slats, each ring covers only half of the imaging FOV, resulting in a small axial gap due to the 5 mm dead area at the edge of the detectors (Figure 4.3) and a smaller axial FOV compared to multi-pinhole systems.

Figure 4.2: Diagram of the angular sampling for matched (left) and mismatched (right) detector rings. Dashed lines correspond to the number of angular views. NB: Only six detectors are shown here for clarity.

Figure 4.3: Illustration of the detector’s dead area (shaded area). The dashed lines represent the axial projection in the object domain of the single-pinhole (right) and the slit-slat (left) collimators.
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Figure 4.4: Partial diagram of a detection ring. The outer circumference represents the MR bore opening, and the boxes represent the scintillation crystal, detector and cooling system, from inside to outside. $L_{\text{det}}$ and $L_{\text{cool}}$ are the heights of the detector and the cooling system, respectively; $r_{\text{MR}}$ is the maximum outer radius of the SPECT insert; $L_{\text{det}}$ is half of the detector width and $\theta$ is half the angle covered by one detector. Dimensions are given in mm (figure not to scale).

an ellipsoidal imaging FOV of size $20 \times 20 \times 15$ cm was assumed for the pinhole collimators due to the diverging geometry and a cylindrical FOV of size $20 \times 20 \times 10$ cm for the slit-slat collimators. Note that for multi-pinhole configurations, the axial gap is not a problem because the whole FOV is projected onto each detector. Additionally, the use of half-pinholes or half-slits to improve angular sampling is proposed. These half apertures have only half the projection area of a complete pinhole/slit and are shared between adjacent detectors in a ring. Therefore, in practice, the two halves form a complete pinhole/slit when the detectors are arranged in a ring configuration.

However, the use of pinholes and slits for collimation can introduce parallax errors due to photons incident at an oblique angle with respect to the crystal. These can be reduced using depth-of-interaction (DOI) information. This aspect was explored using minimal DOI information to assess its impact on system performance. For DOI, it is assumed that the crystal’s first and second half can be differentiated, i.e. there are two separate detector-layers based on the distribution of the scintillation light. In that case, the associated detection-position uncertainty can be reduced (see Figure 2.10 of Chapter 2, Section 2.3.1.2).

Geometrical optimisation was performed using the inequality in Equation 4.1 to obtain the maximum number of detectors $N$ in a ring that fits between the patient bed and MRI bore.

\[ \sqrt{L_{\text{det}1}^2 + \left( \frac{L_{\text{det}1}}{\tan \theta} + L_{\text{det}2} \right)^2} < r_{\text{MR}}, \quad N \in \mathbb{N} \]  

(4.1)

where $L_{\text{det}2} = 8$ mm is the height of the detector; $L_{\text{det}1} = 25$ mm is half of the detector width;
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Figure 4.5: Diagrams of the multi-pinhole collimator configurations with single (1st row), 2×2 (2nd row) and 3×3 (3rd row) pinholes per detector, for transaxial (left) and sagittal (right) views. The lines from the back of the crystal correspond to the projection of the pinholes FOV. The half circle/ellipse corresponds to the object FOV.

\( r_{\text{MR}} = \frac{445}{2} \) is the maximum outer radius of the SPECT insert in order for it to fit inside the MR bore; and \( \theta = \frac{\pi}{N} \) is half the angle covered by one detector (Figure 4.4). Solving for \( N \), a maximum of 25 detectors per ring is obtained.

Figures 4.5 and 4.6 show possible configurations of multi-pinhole and multi-slit slit-slat collimators, respectively, for the SPECT insert, with two rings of 25 detectors each. Figures 4.7 and 4.8 show the collimator configurations that apply the half pinhole/slit concept: the 5+2.5-pinhole and the 1+2.5-slit slit-slat, respectively. Because they have half-pinholes or half-slits, the 5+2.5-pinhole and 1+2.5-slit slit-slat configurations can be considered intermediate between the 2×2- and 3×3-pinhole and 2- and 3-slit slit-slat collimators, respectively. One advantage of these configurations in comparison to the 2×2-pinhole and 2-slit ones is that they make better use of the central part of the detectors. With the 2×2-pinhole and the 2-slit slit-slat collimators, the centre of the detectors, which is the best part, would be used to image the edges of the object FOV, where there is usually not much activity. In addition, the slit-slat configurations have extended slats - extending from the scintillation crystal to the RF
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Figure 4.6: Diagrams of the multi-slit slit-slat collimator configurations with 1 (1st row), 2 (2nd row) and 3 (3rd row) slits per detector, for transaxial (left) and sagittal (right) views. The lines from the back of the crystal correspond to the projection of the slits FOV. The collimator slats are parallel, hence they correspond to straight projections in the sagittal view. The half circle/ellipse corresponds to the object FOV.

coil. As the resolution is fixed in both directions, the slat spacing can be increased, improving sensitivity. When the slat spacing increases, the shielding effect of the slats decreases, leading to higher sensitivity for the same acceptance angle.

For all collimator configurations, the geometric efficiency for a given voxel $i$, pinhole/slit $j$ and detector $k$ was calculated using Equation 4.2 (Mallard and Myers, 1963; Metzler et al., 2010) for the pinhole and slit-slat collimators, respectively. The parameters are the following: $h$ is the distance to the collimator aperture; $\phi$ is the angle between the incident ray and the pinhole plane; $\theta$ is the angle between the incident ray and the aperture slit plane; $d$ is the slat spacing; $t$ is the slat thickness; and $l_{\text{Eff}}$ is the slat length corrected for septal penetration. The pinhole/slit aperture $w$ is calculated according to the target resolution with resolution-effective formulae and corrected for septal penetration with sensitivity-effective formulae (Accorsi and Metzler, 2004; Metzler and Accorsi, 2005; Accorsi et al., 2008), considering a tungsten collimator ($\mu = 3.3976 \text{ mm}^{-1}$ at 140.5 keV). Calculations were performed for an intrinsic resolution of the detector of $R_i = 0.8 \text{ mm}$ and different target resolutions $R_t = \{10, 11, 12\} \text{ mm}$. 
Figure 4.7: Diagram of the 5+2:½-pin hole collimator. The top row shows transaxial views through the 2-pin hole plane (left) and the 1+2:½-pin hole plane (right), the bottom left row, the top view, and the bottom right, the sagittal view. In the top view, each big rectangle corresponds to each aperture’s (small square) detector FOV. The half-pin holes are highlighted by the arrows. There is a gap between the projected FOVs of the square pin holes and the detector edges which corresponds to the dead space.

at the centre of the FOV, as well as a target resolution of $R_t = 10$ mm and different intrinsic resolutions $R_i = \{0.6, 0.8, 1.0\}$ mm, for a double ring of 25 detectors each. Note that for slit-slat configurations, transaxial and axial resolutions were matched to achieve the same target resolution in both directions. The efficiency was averaged over an ellipsoidal volume $\delta$ of size $13 \times 18 \times 13$ cm, as shown in Equation 4.2.

$$g = \frac{1}{\delta N} \sum_{i \in \delta} \sum_{k \in N} \sum_{j \in n} g_{i,j,k}, \text{ where}$$

$$g_{i,j,k} = \begin{cases} \frac{w^2 g_{\text{eff}}}{4\pi h} \sin^3 \phi, & \text{pinhole (square hole)} \\ \frac{d^2 w g_{\text{eff}}}{8\pi h_{\text{eff}} h(d+t)} \sin^3 \theta, & \text{slit-slat} \end{cases}$$

(4.2)

Noise-free data were simulated with 0.8 mm $R_i$ and 10 mm $R_t$ and projected using an angular blurring approach (Bousse et al., 2013a). It can be described as analytical blurring of the line integrals within a cone of response, based on an angular point spread function, allowing for the modelling of a range of collimators by simply changing a weighting function. Four different phantoms were simulated to evaluate uniformity, axial and transaxial...
Figure 4.8: Diagram of the $1+2\frac{1}{2}$-slit slit-slat collimator. The top row shows a transaxial view, the bottom left, the top view, and the bottom right, the sagittal view. In the top view, the shaded areas correspond to the slit or half-slit; the half-slits are highlighted by the arrows. The big rectangles are the aperture’s detector FOV.

sampling issues, and a realistic activity distribution: one phantom with a uniform distribution (Figure 4.9(a)); a Defrise phantom with alternating hot and cold transaxial slices of 6.25 mm thickness (Figure 4.9(b)); a Derenzo phantom with six segments with hot rod-sources of diameters 6, 7, 8, 9, 10, 11 mm (Figure 4.9(c)). All phantoms had an overall ellipsoidal shape with dimensions of $18 \times 18 \times 13.5$ cm. Data were simulated with and without DOI information, corresponding to whether the interaction took place in the first or second half of the crystal, so as to investigate how useful this information could be. Neither attenuation nor scatter was included in the simulations. Images were reconstructed using the OS-EM algorithm (Hudson and Larkin, 1994), based on the same projection algorithm. The reconstruction parameters for each phantom are shown in Table 4.1 and the specific collimator parameters in Tables 4.3 and 4.2. The reason for not including noise was to better illustrate sampling artefacts.

Simulations were also performed with a Zubal brain phantom (Zubal et al., 1994) (Figure 4.19 - top row), corresponding to a 30 min acquisition, with $5.5 \times 10^6$ counts for the $5+2\frac{1}{2}$-pinhole and $8.6 \times 10^6$ for the $1+2\frac{1}{2}$-slit slit-slat collimator. Attenuation was included, but no DOI information. Images were reconstructed with 400 iterations of ML-EM. For the noisy simulations, Poisson distributed data were generated based on the forward-projected mean values and smoothed post-reconstruction with a 6 mm 3D Gaussian filter.
4.2. Methods

(a) Uniform  
(b) Defrise  
(c) Derenzo

Figure 4.9: Geometric phantoms: transaxial section of the (a) uniform phantom, axial section of the (b) Defrise phantom with alternating hot-cold transaxial 6.25 mm-thick compartments, and transaxial section of the (c) Derenzo phantom with 6 to 11 mm hot rod sources.

Table 4.1: Reconstruction parameters for each type of phantom.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>Phantom matrix size</th>
<th>Phantom voxel size (mm)</th>
<th>Image matrix size</th>
<th>Image voxel size (mm)</th>
<th>Number of iterations</th>
<th>Number of subsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>64</td>
<td>3.125</td>
<td>64</td>
<td>3.125</td>
<td>200</td>
<td>5</td>
</tr>
<tr>
<td>Defrise</td>
<td>64</td>
<td>3.125</td>
<td>64</td>
<td>3.125</td>
<td>500</td>
<td>5</td>
</tr>
<tr>
<td>Derenzo</td>
<td>100</td>
<td>2</td>
<td>64</td>
<td>3.125</td>
<td>400</td>
<td>5</td>
</tr>
<tr>
<td>Zubal</td>
<td>90</td>
<td>2.2</td>
<td>64</td>
<td>3.125</td>
<td>400</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.2: Geometric parameters of the slit-slat collimator designs for $R_i=10$, $R_t=0.8$ mm. Parameters legend: $f$ is focal length, $d$ is slat spacing, $t$ is slat thickness, $l$ is slat length, $w$ is slit aperture, $p$ is slit position, $\alpha$ is slit opening angle, and $tr$ is transaxial direction.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>2-slit</th>
<th>1+2-½-slit</th>
<th>3-slit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$ [mm]</td>
<td>25.32</td>
<td>23.25</td>
<td>20.77</td>
</tr>
<tr>
<td>$d$ [mm]</td>
<td>1.29</td>
<td>1.29</td>
<td>1.29</td>
</tr>
<tr>
<td>$t$ [mm]</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$l$ [mm]</td>
<td>24.9</td>
<td>24.9</td>
<td>24.9</td>
</tr>
<tr>
<td>$w$ [mm]</td>
<td>0.68</td>
<td>0.55</td>
<td>0.28</td>
</tr>
<tr>
<td>$p_{tr}$ [mm]</td>
<td>-14.83</td>
<td>-22.06</td>
<td>-17.90</td>
</tr>
<tr>
<td>$\alpha_{tr}$ [°]</td>
<td>42</td>
<td>22</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>47</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>34</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4.3: Geometric parameters of the pinhole collimator designs for $R_t=10$ and $R_i=0.8$ mm.

Parameters legend: $f$ is focal length, $w$ is pinhole aperture, $p$ is pinhole position, $\alpha$ is pinhole opening angle, subscripts tr and ax refer to transaxial and axial directions, and subscript 1 and 2 refer to each detector ring.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$2\times2$</th>
<th>$5+2\ 1/2$</th>
<th>$3\times3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$ [mm]</td>
<td>25.32</td>
<td>23.25</td>
<td>20.77</td>
</tr>
<tr>
<td>$w$ [mm]</td>
<td>0.68</td>
<td>0.55</td>
<td>0.28</td>
</tr>
<tr>
<td>$p_{tr1}; p_{ax1}$ [mm]</td>
<td>$-14.83;-15.63$</td>
<td>$-13.62;-22.65$</td>
<td>$-17.90;-18.47$</td>
</tr>
<tr>
<td></td>
<td>14.83;-15.63</td>
<td>13.62;-22.65</td>
<td>0;-18.47</td>
</tr>
<tr>
<td></td>
<td>$-14.83; 7.03$</td>
<td>$-22.06;-02.94$</td>
<td>17.90;-18.47</td>
</tr>
<tr>
<td></td>
<td>14.83; 7.03</td>
<td>$0;-02.94$</td>
<td>$-17.90;-02.62$</td>
</tr>
<tr>
<td></td>
<td>22.06;-02.94</td>
<td>0;-02.62</td>
<td>17.90;-02.62</td>
</tr>
<tr>
<td></td>
<td>$-13.62; 15.06$</td>
<td>17.90; -02.62</td>
<td>13.62; 15.06</td>
</tr>
<tr>
<td></td>
<td>17.90; 11.6</td>
<td>0; 11.6</td>
<td>17.90; 11.6</td>
</tr>
<tr>
<td>$\alpha_{tr1}; \alpha_{ax1}$ [$^\circ$]</td>
<td>42;41</td>
<td>46;34</td>
<td>34;34</td>
</tr>
<tr>
<td></td>
<td>42;41</td>
<td>46;34</td>
<td>36;34</td>
</tr>
<tr>
<td></td>
<td>42;43</td>
<td>22;35</td>
<td>34;35</td>
</tr>
<tr>
<td></td>
<td>42;43</td>
<td>47;35</td>
<td>34;35</td>
</tr>
<tr>
<td></td>
<td>22;35</td>
<td>36;35</td>
<td>34;35</td>
</tr>
<tr>
<td></td>
<td>46;35</td>
<td>34;35</td>
<td>36;35</td>
</tr>
<tr>
<td></td>
<td>34;35</td>
<td>34;35</td>
<td>34;35</td>
</tr>
</tbody>
</table>

| $p_{tr2}; p_{ax2}$ [mm] | $-14.83;-07.03$ | $-13.62;-15.06$ | $-17.90;-11.60$ |
|                       | 14.83;-07.03 | 13.62;-15.06 | 0;-11.60 |
|                       | $-14.83; 15.63$ | $-22.06; 02.94$ | 17.90;-11.60 |
|                       | 14.83; 15.63 | $0; 02.94$ | $-17.90; 02.62$ |
|                       | 22.06; 02.94 | 0; 02.62 | 17.90; 02.62 |
|                       | $-13.62; 22.65$ | 17.90; 02.62 | 13.62; 22.65 |
|                       | 17.90; 18.47 | 0; 18.47 | 17.90; 18.47 |
| $\alpha_{tr2}; \alpha_{ax2}$ [$^\circ$] | 42;43 | 46;35 | 34;35 |
|                       | 42;43 | 46;35 | 36;35 |
|                       | 42;41 | 22;35 | 34;35 |
|                       | 42;41 | 47;35 | 34;35 |
|                       | 22;35 | 36;35 | 34;35 |
|                       | 46;34 | 34;35 | 36;34 |
|                       | 46;34 | 34;34 | 34;34 |
|                       | 34;34 | 34;34 | 34;34 |
4.3 Results

Figures 4.10 and 4.11 show the average geometric efficiency for different pinhole and slit-slat configurations, at different target resolutions and intrinsic resolutions of the detectors, respectively. The $2 \times 2$-pinhole and 2-slit slit-slat configurations achieve the highest efficiency, for the range of target and intrinsic resolutions shown. Comparing each pinhole configuration with the corresponding slit-slat, the latter achieves higher efficiency. For the $3 \times 3$-pinhole and 3-slit slit-slat configurations, there is no efficiency value for an intrinsic resolution of 1.0 mm and a target resolution of 10 mm because it is not possible to obtain a real aperture.

Figures 4.12 and 4.13 show the reconstructed images simulated with and without DOI.

**Figure 4.10:** Plot of the average geometric efficiency $G$ at a fixed intrinsic resolution $R_i = 0.8$ mm for different pinhole and slit-slat configurations and different target resolutions $R_t = \{10, 11, 12\}$ mm.

**Figure 4.11:** Plot of the average geometric efficiency $G$ at a fixed target resolution $R_t = 10$ mm for different pinhole and slit-slat configurations and different intrinsic resolutions of the detector $R_i = \{0.6, 0.8, 1\}$ mm.
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Figure 4.12: Reconstructed images for the uniform phantom simulated with different configurations of the pinhole collimator (each column), with (bottom row) and without (top row) DOI information.

Figure 4.13: Reconstructed images for the uniform phantom simulated with different configurations of the slit-slat collimator (each column), with (bottom row) and without (top row) DOI information.

information for the uniform phantom with the different multi-pinhole and multi-slit slit-slat collimator configurations, respectively. These images are averaged over 50 mm axially for display purposes. They show ring and streak artefacts, that are improved when including the DOI information. Ring artefacts near the edges of the phantom are due to the classic Gibbs-effect, related to resolution recovery during reconstruction. The results for the single-pinhole and single-slit slit-slat collimators are not shown due to lack of sampling information for the reconstruction. They also have the lowest efficiency of all the collimator configurations and are therefore excluded from all the phantom simulations.

In order to quantitatively compare the different reconstructions with the uniform phantom, Figure 4.14 shows the coefficient of variation (CoV) for each collimator configuration. The inclusion of the DOI information improves significantly the reconstructed uniformity
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Figure 4.14: Plot of the coefficient of variation CoV of the uniform phantom for different pinhole and slit-slat configurations, including and excluding the DOI information from the simulation.

Figure 4.15: Reconstructed images for the Defrise phantom simulated with different configurations of the pinhole collimator (each column), with (bottom row) and without (top row) DOI information.

in the case of the multi-slit slit-slat collimators. With DOI, the uniformity improves with increasing number of slits due to improved angular sampling. The deterioration in uniformity for the 3-slit collimator without DOI is due to an increased amount of cross-talk, related to the parallax effect. For the multi-pinhole configurations, the effect of including the DOI information is not obvious. The angular sampling is better with the pinhole collimators due to the angular offset of the two rings, which results in better uniformity compared to the slit-slat collimators. An improvement with DOI can be seen for the 3×3-pinhole collimator for the same reason as above.

Figures 4.15 and 4.16 show the reconstructed images simulated with and without DOI information for the Defrise phantom, with different multi-pinhole and multi-slit slit-slat configurations, respectively. These images are averaged over 6.25 mm transaxially for display
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Figure 4.16: Reconstructed images for the Defrise phantom simulated with different configurations of the slit-slat collimator (each column), with (bottom row) and without (top row) DOI information.

Figure 4.17: Reconstructed images for the Derenzo phantom simulated with different configurations of the pinhole collimator (each column), with (bottom row) and without (top row) DOI information.

purposes. The contrast between hot and cold compartments is slightly larger for the slit-slat configurations when compared to the pinhole ones. With the 5+2·½-pinhole collimator, increased blurring is seen at the centre of the phantom, in between the two rings. However, the inclusion of the DOI information in the reconstruction appears to reduce this blurring.

Figures 4.17 and 4.18 show the reconstructed images simulated with and without DOI information for the Derenzo phantom, with different multi-pinhole and multi-slit slit-slat configurations, respectively. These are averaged over a section of 50 mm axially. For all configurations, 7 mm rods can be distinguished in the reconstructed images. In general, the pinhole collimators give better resolution, due to better angular sampling. The images simulated with DOI information present better resolution.

The reconstructed images for the simulations with the Zubal phantom are shown in
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Figure 4.18: Reconstructed images for the Derenzo phantom simulated with different configurations of the slit-slat collimator (each column), with (bottom row) and without (top row) DOI information.

Figure 4.19: Reconstructed images for the Zubal brain phantom simulated with the $1 + 2 \times \frac{1}{2}$-slit slit-slat (bottom row) and $5 + 2 \times \frac{1}{2}$-pinhole (middle row) collimators and excluding DOI information. The top row shows the brain phantom for comparison. Each column corresponds to a different anatomical plane.

Figures 4.19 and 4.20, for the noise-free and noisy simulations. For the noise-free simulations, the reconstruction for the $5 + 2 \times \frac{1}{2}$-pinhole shows slightly better transaxial and coronal images, specially in terms of structural definition and left-right symmetry, due to improved angular sampling. In the axial direction, the reconstructions with both collimators are comparable, even though the axial FOV is smaller for the $1 + 2 \times \frac{1}{2}$-slit slit-slat. For the noisy simulations,
4.4 Discussion

Figures 4.10 and 4.11 show that improved efficiency is obtained for collimator configurations with multiple slits or pinholes when compared to the single-aperture configurations. Meaningful comparison with state-of-the-art SPECT systems is difficult as these utilise collimators designed to provide a compromise between sensitivity and resolution, e.g. for the Mediso Nucline X-Ring-4R 4-head SPECT, with LEHR collimators, resolution is better than 7 mm with a sensitivity of $2.7 \times 10^{-4}$ cps.Bq$^{-1}$. The proposed SPECT insert design can achieve similar sensitivity, albeit with a target resolution of 10 mm, but fitting within the MRI bore.

When the target resolution of the system is relaxed from 10 to 12 mm FWHM, there is a gain in sensitivity of about 30 % (Figure 4.10). Furthermore, as the intrinsic resolution of the detectors improves, so does the efficiency due to bigger pinhole/slit apertures, for the target resolution of the SPECT insert. The gain ranges between 10-30 %, depending on the collimator configuration, and intrinsic and target resolutions. Hence the lowest possible intrinsic resolution should be aimed for, which can also compensate for the minification. For all combinations of intrinsic and target resolutions, the slit-slat collimators achieve

*Figure 4.20:* Reconstructed images for the Zubal brain phantom simulated with noise and the $1+2\frac{1}{2}$-slit slit-slat (bottom row) and $5+2\frac{1}{2}$-pinhole (middle row) collimators and excluding DOI information. The top row shows the brain phantom for comparison. Each column corresponds to a different anatomical plane.

the $1+2\frac{1}{2}$-slit slit-slat image shows slightly less variability due to better statistics, although it is difficult to draw a definite conclusion.
higher efficiency than the corresponding pinhole configurations. Note that with the slit-slat collimators, there is a reduction in sensitivity between the two detector rings due to the axial gap, but it does not reach zero.

Comparing the different multi-pinhole systems and the different multi-slit slit-slat systems, it would seem that the 2×2-pinhole and the 2-slit systems provide the best overall performance, in terms of sensitivity (Figure 4.10), uniformity (Figure 4.14) and resolution (Figure 4.15-4.18). However, there is a disadvantage with these designs from a practical point of view - the centre of the detector is used to image the edges of the object FOV and vice-versa. In practice, the performance of a detector tends to deteriorate towards the edges, so this is a sub-optimal situation. Therefore these designs should be avoided, and the 5+2-½-pinhole and 1+2-½-slit slit-slat designs favoured. These have better sensitivity than the 3×3-pinhole and 3-slit designs, respectively, and better uniformity in the absence of DOI.

Comparing the multi-pinhole to the multi-slit slit-slat collimators, the former gives better reconstructed uniformity and transaxial resolution, while the latter gives better axial resolution and higher sensitivity. The pinhole configurations have extended axial FOV but there is a risk of artefacts due to activity in incomplete sampled areas.

For the brain phantom (Figure 4.19), reconstructions with the 5+2-½-pinhole collimator are slightly superior when compared to the 1+2-½-slit slit-slat, in terms of symmetry and accuracy of the activity distribution. However, the difference is reduced in the presence of noise due to the higher sensitivity of the slit-slat collimator (Figure 4.20). For the slit-slat collimator, the reduced axial FOV may be a problem for tracers which require a reference region in the cerebellum, unless it is possible to reposition the patient in relation to the collimator’s FOV.

In the INSERT system, the angular sampling is limited by the total number of detectors: 50 for the pinhole configurations and 25 for the slit-slat collimators, as each ring covers only half of the imaging FOV. This results in some degradation of image quality compared to a rotating system, where 128 projections are usually acquired over 360 degrees.

Regarding the use of DOI information, reconstructed images show reduced artefacts and improved uniformity in geometric phantoms. Although the difference is small for the brain phantom, the inclusion of the DOI information shows some potential for implementation within the INSERT project. Another way of improving image quality would be to incorporate MR-based anatomical priors in the reconstruction algorithm (Nuyts, 2007; Chan et al., 2009; Bousse et al., 2010; Vunckx et al., 2012; Kazantsev et al., 2012).

4.5 Conclusion
The main goal of this chapter was to discuss collimation design issues for a simultaneous SPECT/MRI brain scanner, using high-resolution detectors and prioritising sensitivity over
spatial resolution.

Many of the constraints in the development of such collimators have been addressed, mainly the restricted space in the MRI bore and the angular sampling. Different types of multi-pinhole and multi-slit slit-slat collimators were designed and compared in terms of performance. Additionally new concepts of collimation were proposed to improve angular sampling: the half-pinhole and half-slit.

The rotation of one ring in regards to the other is a simple solution for improved angular sampling for the multi-pinhole systems. The use of DOI information has the potential to improve the reconstructed image quality.

Comparing the multi-pinhole and multi-slit slit-slat collimators, the former gives better reconstructed uniformity and transaxial resolution, while the latter gives better axial resolution and sensitivity. Regarding individual configurations, the $2 \times 2$-pinhole and $2$-slit slit-slat designs achieved relatively high sensitivity, but would have the disadvantage of a sub-optimal utilisation of the detector area. As a result, the $5+2\cdot\frac{1}{2}$-pinhole and $1+2\cdot\frac{1}{2}$-slit slit-slat designs are preferable. However, these are preliminary collimator designs based on initial expected detector performance for the INSERT system. Final design of the collimator will have to be adjusted according to realistic detector performance (see Chapter 5).
Chapter 5

INSERT System Design based on Novel Collimation: the MSS Collimator

This chapter discusses further the design of collimator prototypes and the final collimator and insert SPECT system, for simultaneous SPECT/MR imaging, taking into consideration the technological advances of the INSERT project.

5.1 Introduction

The main aim of this work is to design a high sensitivity collimator for a SPECT insert for an MRI system, in order to perform simultaneous SPECT/MR imaging of the human brain. The clinical system will consist of small, high-resolution and MR-compatible photodetectors, with 8 mm-thick CsI:Tl scintillation crystals and SiPM readout. In contrast to the specifications in the previous chapter, each detection module will consist of one long scintillation crystal with $4 \times 2 \text{ SiPM tiles and two ASICs}$ to read out an area of $100 \times 50 \text{ mm}$ instead of two of $50 \times 50 \text{ mm}$. Furthermore, advances in the detector development indicate an expected intrinsic resolution of 0.8 mm and energy resolution of 12 % (Busca et al., 2014a; Occhipinti et al., 2014). With this new detector design, there is no axial gap and new collimator configurations can be explored to improve angular sampling.

Due to the fact that the SPECT insert has to accommodate an MR coil and fit inside the MRI bore when positioned on top of the patient bed, there is restricted space for the collimator. The external diameter of the SPECT insert has to be less than 44.7 cm, to fit inside the bore of the clinical MRI scanner (Biograph mMR, Siemens), and the internal diameter should not be less than 33 cm, to leave enough space for the MRI coil between the SPECT collimator and the patient opening. In addition, rotation of the SPECT system will be avoided to reduce the interference between the two systems. However, with a stationary system, angular sampling will be limited.
In the next sections, different collimation options will be proposed and the final collimator and system design will be refined, within the context of the INSERT project.

5.2 New Collimation Design and Assessment

In the previous chapter, the use of multi-pinhole and multi-slit slit-slat collimators was investigated for the INSERT system, and the concept of half-aperture was introduced for optimal utilisation of the detector area.

A pinhole collimator is characterised by the aperture size and the focal length, which may lead to magnification or minification of the object depending on the distance to the collimator. In general, the use of multi-aperture systems leads to increased sensitivity, although it depends on the amount of overlap in the object FOV. One disadvantage of pinhole collimation is the presence of axial blurring and artefacts at the edges of the FOV due to incomplete sampling (Metzler et al., 2003).

The conventional slit-slat collimator combines two types of collimation: pinhole collimation in the transaxial direction defined by the slit, and parallel-hole collimation in the axial direction defined by the slats. The slit aperture extends along the axial direction of the detector and the parallel septa, called slats, extend in the opposite direction, from the detector surface to the slit collimator. In contrast to pinhole collimation, the use of axial slats provides independent axial slices, which achieve complete sampling with a circular orbit around the object being imaged. Also slit-slat collimation provides an enlarged axial FOV, at the expense of loss in axial resolution due to no axial magnification. Finally, multiple slits can be accommodated in the transaxial direction to increase sensitivity.

Therefore, the objective is to design a multiple-aperture collimator for a stationary system with 25 detectors, maximising system sensitivity for a target resolution of 10 mm. Based on pinhole and slit-slat collimation and the updated specifications of the detection modules, novel collimation designs are introduced, for improved angular sampling and performance.

5.2.1 Methods

Two new concepts for slit-slat collimation were introduced: the interior slit and the mini-slit. With an interior slit to the slat component of the collimator, the slit aperture is located between the slats. This new design provides the possibility of having longer slats extending beyond the slit plane. As the resolution is fixed in both transaxial and axial directions, the slat spacing can be increased, resulting in a sensitivity gain. So the main advantage is allowing minification without compromising the slat length and maximising the use of space to optimise sensitivity. The mini-slit is a short section of the slit component, and therefore arrays of mini-slits can be used to cover the object FOV with one detector, in
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Figure 5.1: Geometry of the $8+4\cdot\frac{1}{2}$-pinhole collimator: top view through the aperture plane (a), transaxial view through the 2-pinhole (b) and 3-pinhole (c) plane, axial view (d). The projected area for each pinhole is highlighted in red. On the right hand side diagrams, the collimator’s FOV coverage can be depicted.

contrast to the normal continuous slit in a standard slit-slat collimator. In order to improve angular sampling, each mini-slit array is also misaligned with the adjacent one. Finally, the half-aperture design is also included for the mini-slit arrays at the transaxial edges of the collimator. This new collimator design will be referred to as the multi-mini-slit slit-slat (MSS) collimator.

For the new detector design, three different configurations for each type of collimation (pinhole and slit-slat) were compared: $4\times2$, $8+4\cdot\frac{1}{2}$- and $5+10\cdot\frac{1}{2}$-pinhole, and $2$, mini- and $1+2\cdot\frac{1}{2}$-slit slit-slat collimator. Each configuration corresponds to the number of pinholes or slits that project to one detector. Note that $\frac{1}{2}$-pinholes or $\frac{1}{2}$-slits refer to apertures that are shared between two adjacent detectors in the ring configuration. All configurations cover a $20\times20\times9$ cm cylindrical FOV and avoid multiplexed data at the back of the crystal.

Figure 5.1 shows the geometry of the $8+4\cdot\frac{1}{2}$-pinhole collimator. The layout of the MSS collimator is shown in Figure 5.2. Along the axial direction, each collimator has alternating sections of 2 pinholes/mini-slits and $1+2\cdot\frac{1}{2}$pinholes/mini-slits.

Geometric efficiency was calculated using analytical equations for efficiency, which take into account septal penetration, for the pinhole and slit-slat collimators (Accorsi and Metzler,
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Figure 5.2: Geometry of the MSS collimator: top view through the aperture plane (a), slat detail with the interior slit (b), transaxial view through the 2-mini-slit (c) and 3-mini-slit (d) plane, axial view (e). On the right hand side diagrams, the collimator’s FOV coverage can be depicted.

2004; Metzler et al., 2006; Accorsi et al., 2008; Novak et al., 2008). The efficiency was averaged over the FOV. The parameters for each collimator configuration were determined so as to achieve a target resolution of 10 mm FWHM at the centre of the FOV, in both transaxial and axial directions. The aperture angle was calculated such that there was no overlap between the FOVs from the collimator apertures at the back of the crystal to avoid multiplexing.

Noise-free simulations were performed for three digital phantoms – uniform, Derenzo and Defrise –, using a projection algorithm based on angular blurring (Bousse et al., 2013a). Attenuation was included in the simulation, but not scatter. Images were reconstructed using the MLEM algorithm based on the same projector.

5.2.2 Results

The bar chart in Figure 5.4 shows the average analytical geometric efficiency, for the different collimator configurations. For each collimation type, highest efficiency is obtained for the 4×2-pinhole collimator, 2.8×10^{-4}, and for the 2-slit slit-slat collimator, 3.8×10^{-4}; efficiency
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**Figure 5.3:** Reconstructed images for the uniform (top row), Derenzo (middle row) and Defrise (bottom row) phantoms simulated with different multi-pinhole collimator configurations.

**Figure 5.4:** Analytical geometric efficiency for different multi-pinhole and slit-slat collimator designs.

decreases with a higher number of apertures, because focal length decreases and the object-collimator distance increases.

For the noise-free simulations, Figure 5.3 and Figure 5.5 show the transaxial slices of the reconstructed images for the uniform and Derenzo phantoms, and sagittal slices of the
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5.2.3 Discussion

In terms of geometric efficiency, the multi-slit slit-slat designs achieve higher efficiency when compared to the multi-pinhole collimators.

Regarding the noise-free simulations, they show better performance for the MSS and 8+4½-pinhole collimators in comparison to the other configurations. The 8+4½-pinhole...
collimator achieves slightly better transaxial resolution, and reduced angular sampling artefacts in the uniform phantom, when compared to the MSS collimator. In contrast, the MSS collimator achieves better axial resolution and uniform axial coverage as shown by the Defrise phantom results. As expected, the $8+4\cdot\frac{1}{2}$-pinhole collimator shows artefacts at the edges of the axial FOV due to incomplete sampling.

There is no clear indication of which collimator design can provide the best performance for the INSERT system, therefore prototypes of these two collimator configurations will be built (see next Section), with the objective of conducting an experimental evaluation. Moreover, evaluation with Monte Carlo simulations of these collimator designs will be addressed in the next Chapter.

5.3 Design of Prototype Collimators

Given the purpose of these collimator prototypes, the design problem is slightly different from the full system collimator design adopted in the previous section. The objective here is to adapt each design for testing with a single prototype detector, ensuring a good correspondence between prototype and final system. Moreover, dimension tolerances have to be determined, without compromising system performance; materials have to be tested for density, purity and MR-compatibility; and feasibility of the design in terms of manufacture has to be assessed. Finally, the whole process will also allow NUCFI to develop a framework for the production of the final collimator for the INSERT system.

Regarding this topic, my role was to work closely with NUCFI in order to produce the final technical drawings for each prototype collimator using Autodesk, Inc. software (Mill Valley, California, U.S.A.) and to discuss manufacturing ideas and specifications.

5.3.1 Methods

As a general indication, for the prototype collimators, the manufactured collimator corresponds to a single collimator module, it has to be self-supported and include extra shielding, and the weight is not a concern. Taking this into account, the design and engineering of the prototype collimators are as follows.

For the ring configuration, each collimator module can be seen as a trapezoidal prism, with the base face smaller than the top face, which interfaces with the scintillation crystal. Figure 5.6 shows a transaxial representation of the MSS collimator and crystal in a ring configuration, for a $1+2\cdot\frac{1}{2}$-slit section. This representation would be very similar for the $8+4\cdot\frac{1}{2}$-pinhole collimator, at the $1+2\cdot\frac{1}{2}$-pinhole section, because the slit and pinhole collimations are the same in the transaxial direction.

For both prototype collimators, the half-aperture has to be preserved, as the lateral collimator modules will be absent. Therefore, the main transaxial dimension was increased
to accommodate the projection of the half-aperture in the object side of the collimator and to provide extra shielding to the aperture. Moreover, as the trapezoidal prism shape is unnecessary, both top and base faces can have the same dimensions. Diagrams on Figure 5.7 show how this can be achieved.

In terms of manufacturing, for the MSS collimator, because the slit component is interior to the slat component, the collimator can be set up along the axial direction with interleaved plates, as a stack of attenuating layers of material. Each layer is independent and can have a different configuration allowing for the creation of the mini-slits. Copper rods were chosen to bolt the collimator together, as the use of glue would introduce large tolerances in the collimator dimensions and it could not be strong enough to hold the collimator together, namely for the final system. The prototype MSS collimator will have total dimensions of 100×64×24.9 mm. For the 8+4·½-pinhole collimator, only the pinhole apertures have to be defined, therefore a block with the same dimensions of the MSS prototype is not necessary. The idea for this collimator is to have the walls of each pinhole and a bottom plate with area 100×64 mm and 3 mm thickness to shield the crystal in the regions outside the apertures. Figure 5.8 shows the final agreed design for each collimator prototype, with a tolerance of 0.0295 mm. This tolerance was calculated based on a variation of 10±0.2 mm for the target resolution and assuming an intrinsic resolution of 0.8 mm.

Regarding MR-compatibility, all the materials used in the production of the prototype collimators, such as tungsten samples and rods, were tested inside a 3 T MRI system. After manufacturing, each prototype collimator was also tested for displacement force in the MR bore, susceptibility effects and eddy currents. These tests were performed by MRI.TOOLS in Berlin. In addition, the MSS prototype collimator was also scanned at UCL’s Biograph mMR to check for temperature changes due to gradient switching and eddy currents. A fast
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(a) 2-slit-array plane. The slit aperture is 0.49 mm.

(b) 3-slit-array plane. The aperture for the central slit is 0.49 mm and 0.53 mm for the half-slits.

Figure 5.7: Diagrams of the prototype MSS collimator with dimensions in mm. The detail of the slat is shown in black, the crystal in red and the projection of the slits in blue.

Gradient echo sequence, 3 ms TE, 4.5 ms TR, matrix size 256\times256, FOV 15\times15 cm, with rapid switching gradients, was selected to scan an MR quality control phantom, with the prototype collimator 15 cm off centre. The temperature was monitored real-time with a fibre optic probe glued to the collimator.

5.3.2 Results and Discussion

Figure 5.9 shows the manufactured prototype collimators. Both collimators are 99.5 % tungsten, with density 17 g.cm\(^{-3}\). The MSS collimator was manufactured from cut tungsten plates and weighs 2.85 kg, whilst the 8+4\(\frac{1}{2}\)-pinhole collimator was produced by laser sintering from tungsten powder. In fact, finding a suitable tungsten powder proved to be quite challenging, as well as the use of laser sintering for the required pinhole design. Quality control analysis of the post-manufacture square holes showed they were not uniform, with a maximum measured hole tolerance of 0.026 mm (Figure 5.10).

As for the MR-compatibility testing, MRI.TOOLS reported that the MSS prototype
collimator showed no displacement force when subjected to the static magnetic field; the analysis of the FID for the different acquisition set-ups, gradients and delays between the gradient and the RF pulse showed no strong or major changes, suggesting eddy currents are somewhat minimised by the specific sandwich-type design; and the susceptibility tests showed the collimator module causes inhomogeneities in the magnetic field, however these could be compensated by optimising the shimming. Similarly, tests with the 8+4½-pinhole prototype collimator showed negligible eddy currents and inhomogeneities in the main magnetic field that can be mitigated by shimming. Regarding the temperature test with the MSS prototype collimator, no temperature increase was observed in the probe’s monitor, and at the end of the scan the collimator was cold to the human touch.

To summarise, both collimator prototypes were successfully designed, manufactured and tested for MRI-compatibility. These designs, however, reflect the need for weight optimisation
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MSS prototype collimator

8+4·½-pinhole prototype collimator

Figure 5.9: Manufactured prototype collimators. For both collimators, the side with bigger apertures corresponds to the detector side, and the one with smaller ones to the object side.

Figure 5.10: Zoomed in picture of two "square" holes in the 8+4·½-pinhole prototype collimator. [Courtesy of NUCFI]

for the final system collimator, because of the load on the MR patient bed and gantry. For example, regarding the MSS design, a rough estimation of the full-ring collimator weight can be obtained multiplying the single-module weight by the total number of collimator modules, which gives 71.25 kg. For the full system weight, one also has to consider the system’s casing, electronics, cooling blocks, scintillation crystals and shielding. Furthermore, eddy currents and magnetic field inhomogeneities are still a concern in the case of the final system. Firstly,
the collimator modules will form a complete ring, which can act as an electrical conductor in the presence of gradient magnetic fields, interfering with the MR acquisition. Secondly, it is difficult to predict from the compatibility tests with only a single collimator module how big the inhomogeneities created by the final collimator and system will be. On top of this, the human head also introduces inhomogeneities, which has not been accounted for during the tests. Regardless of the source of the magnetic field inhomogeneities, it is unknown what inhomogeneity the scanner can actually compensate for.

5.4 Final System Design Refinement

In the previous sections, a new collimation design was discussed, as well as the design and manufacturing of prototype collimators. It is clear that the MSS collimator is the best compromise for the final INSERT system: there is complete axial sampling, high sensitivity, low MR interference and relatively easy manufacturing. Therefore, in this section, the collimator and system design will be adjusted according to the final dimensions and performance of the components.

Characterisation measurements with the clinical photodetectors indicated an achievable intrinsic resolution of 1 mm, instead of the 0.8 mm referred before, which could imply recalculating the collimator apertures. However, that would have resulted in lower sensitivity. Therefore the aperture dimensions were kept the same, assuming that, with resolution modelling in the reconstruction, a target resolution of 10 mm at the centre of the FOV is still achievable. Additionally, when assembled in a ring geometry, the detectors require a 2 mm gap between them due to the holding frame, and a 4.5 mm axial gap between the crystal and the detector side of the collimator for safety of the components and to accommodate the system cover, tolerances and heat expansion. Consequently, the position of the half-slit apertures and the thickness of the collimator need to be adjusted to account for these dimension changes. With such constraints, the 25-detector is no longer feasible, and hence the system geometry had to be revised too.

In the next sections, the system and collimator geometry will be refined for the final INSERT system.

5.4.1 Methods

5.4.1.1 System Geometry

The possibility of using a partial ring geometry with 20 detector modules, instead of a 24-detector full ring, was investigated in view of the new space constraints.

The main advantage of this geometry is a better utilisation of the available space inside the MRI bore. Given that the system needs to be positioned on top of the patient bed, a full ring geometry would only allow an outer diameter of 330 mm for the MRI coil and the space
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Figure 5.11: System geometry options: full ring design with 24 detector modules (left) and partial ring design with 20 detector modules (right). The outer circle corresponds to the MRI bore, the red rectangles to the detectors and the horizontal polygon to the patient bed.

For the top detectors would be very restricted. On the other hand, with a partial ring design, the outer diameter of the MRI coil could be increased to 350 mm, and the working margins for the space around the detector system would be bigger. Technically, patient positioning would be easier too, as the patient head would be less raised from the existing MR patient bed.

From an imaging point of view though, the drawback of having a partial ring system is that it does not provide full angular sampling of the brain, which degrades image quality. Nonetheless these limitations might be mitigated by the use of prior information, namely MRI data, in the reconstruction algorithm. Therefore the impact of using MR-derived anatomical priors was also investigated.

Simulations were performed for both ring geometries as in Figure 5.11 by forward-projecting an analytical cylindrical phantom using an algorithm based on angular blurring (Bousse et al., 2013a). The phantom consisted of 48 spherical inserts in 3 different planes (Figure 5.12). The spheres had a 15 mm diameter and the sphere-to-background ratio was 5. Attenuation was included, but not scatter. Noise-free and Poisson-noise projection data were reconstructed with MLEM, and with MAP-EM with a smoothing prior and an anatomical prior, based on segmentation of the true object to simulate the MR-based prior. Data from the full ring system were reconstructed with 400 iterations, and those from the partial ring system, with 400-1600 iterations.

Reconstructed image quality was assessed with contrast-recovery and coefficient of variation (CoV). CoV was calculated in the background region, and contrast-recovery was calculated as the average of the bottom 3×2 spheres divided by the top 3×8 spheres.

5.4.1.2 Collimator Refinement

The MSS collimator design was refined for the final system collimator, taking into account the partial ring design with 20 detection modules, the 1 mm intrinsic resolution, and the final components dimensions: 51.7 mm detector width and 8 mm crystal thickness. For safety reasons and space for housing, two gaps had to be incorporated into the system design:
2 mm between adjacent crystals and 4.5 mm between crystal and collimator. Considering a cylindrical FOV of 200 mm diameter and 90 mm height, each collimator module should project to a maximum of 40 mm by 90 mm detector FOV measured at the back of the crystal, which excludes 5 mm at the edges of the detector where performance deteriorates.

The fundamental distances to get the final collimator dimensions were the following: distance from the centre of the scanner and back of the crystal is 215 mm; distance from the centre of the scanner and back of the collimator is 202.5 mm; each detection module occupies an angle of 14.24099 °; collimator thickness is 26.5 mm, to allow for a patient opening diameter of 350 mm. Therefore the collimator focal length is 28.49039 mm, measured as the distance between the mini-slits aperture plane and the back of the crystal. The slit angulations are defined by the projection at the back of the crystal and in the FOV, avoiding multiplexing.

For the 2-slit sections, each aperture has a dimension of 0.75021 mm and it is located at ±14.96905 mm, measured transaxially on each side of the centre of the collimator module. The opening at the detector side of the collimator is defined by connecting the central point of the slit aperture to the point where the central ray meets the back of the crystal, and to ±20 mm measured transaxially from the central point of the back of the crystal. When projecting these angulations to the patient side, it should mean that the lines tangent to the FOV are projected to the centre of the crystal and the top centre point of the FOV is projected to ±20 mm at the back of the crystal. This defines the opening at the patient side.

For the 1+2·½-slit sections, the central slit has a dimension of 0.75021 mm and it is located transaxially at the centre of the collimator module. The opening at the detector side of the collimator is defined by connecting the central point of the slit aperture to ±10 mm measured transaxially from the central point of the back of the crystal. The opening at the patient side has the same angulation. The ½-slits have half the size of the central slit and they are located at ±23.29876 mm measured transaxially on each side of the central ray of the collimator module. These positions should match the point between two consecutive collimator modules, at the focal distance. For the angulations, let’s consider the ½-slit on the left-hand side. The opening at the detector side of the collimator is defined by connecting the central point of the whole slit aperture, i.e. at -23.29876 mm, to -10 mm and -20 mm.
measured transaxially from the central point at the back of the crystal. The opening at the patient side sits in the adjacent left collimator module and below the focal plane. Its angulation is the projection of the lines aforementioned. The opening at the patient side, which sits below the left-hand side ½-slit, belongs to the projection of the right-hand side ½-slit of the collimator module on the left side. For the ½-slit located at $+23.29876\text{ mm}$, the openings are just a mirrored version of the ones just described.

Along the axial direction, the collimator module is divided into 15 mini-slit sections, that interlock 2-slit sections with 1+2-½-slit sections. Each different mini-slit section consists of 4 slats with a thickness of 0.25 mm each, and a centre-to-centre spacing of 1.5 mm. This means that each mini-slit section is 6 mm long and the 15 sections add up to 90 mm, to cover the whole detection module axially.

The collimator was designed considering $^{99m}\text{Tc}$ imaging, however the use of $^{111}\text{In}$ and $^{123}\text{I}$ is also envisioned. Therefore, septal penetration was investigated for the corresponding photopeaks, analytically. To illustrate the effect, two angles of incidence $\theta_1$ and $\theta_2$ were chosen, which represent paths with minimum attenuation (Figure 5.13). The percentage of gamma photons that penetrate through the tungsten slats was calculated as a function of their energy for these two cases.

In order to reduce the total weight of the collimator, and therefore the load on the MR patient bed, the design of the tungsten parts that form the slit apertures of the MSS collimator was replaced by a hollow-part design. Basically, only material more than 5 mm from the slit aperture was removed, such that a penetrating photon from outside the slit FOV always encountered 10 mm of collimator material. This would be enough to shield photon energies up to 245 keV, which is the second photopeak of $^{111}\text{In}$. The concept is illustrated in Figure 5.14.

Finally, integration of the new system geometry and final collimator with the rest of
the components was performed in collaboration with MEDISO and NUCFI, and the final technical drawings were obtained for the full INSERT system with a MSS collimator and a partial ring geometry (Figure 5.15). These include positioning and support pins and rods, that keep the collimator design within margin and in the correct place in relation to the detector ring.

5.4.2 Results and Discussion

Figure 5.16 shows transaxial views of the reconstructed images of the analytical spheres phantom simulated with a full and partial ring. For the noise-free simulations, resolution deteriorates in the lower spheres due to the absence of the detectors. As expected, there is...
no degradation in the axial direction (Figure 5.17).

**Figure 5.16:** Transaxial view of the reconstructed images of the cylindrical phantom for the full ring (left) and partial ring (right) designs, for simulations without noise, with Poisson noise, applying a smoothing prior and an anatomical prior (top to bottom).

**Figure 5.17:** Axial view of the noise-free reconstructed images of the cylindrical phantom through the lowest two spheres, for the full ring (left) and partial ring (right) designs.
Table 5.1: Quantitative analysis of the reconstructed images. Contrast recovery and background CoV are given for 400-1600 iterations.

<table>
<thead>
<tr>
<th></th>
<th>Contrast Recovery [%]</th>
<th>Background CoV [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise-free</td>
<td>77-84</td>
<td>-</td>
</tr>
<tr>
<td>Noisy</td>
<td>78-85</td>
<td>28-56</td>
</tr>
<tr>
<td>Smoothing prior</td>
<td>78-80</td>
<td>22-28</td>
</tr>
<tr>
<td>Anatomical prior</td>
<td>85-89</td>
<td>20-25</td>
</tr>
</tbody>
</table>

Figure 5.18: Percentage of septal penetration as a function of energy of the incident gamma photons. The two curves correspond to the two angles of incidence.

With noise, resolution degradation is slightly more pronounced, specially for a higher number of iterations, which have a higher background CoV. However, the noise amplification is lower using a high number of iterations of MAP-EM with regularisation. Images reconstructed with a smoothing prior and anatomical prior have lower spheres with better definition and contrast, when compared to the reconstruction without priors. In fact, the anatomical prior gives better image quality in comparison to the smoothing prior, resulting in very little visual difference between the full ring and partial ring simulations. This is especially relevant for the INSERT system, because the anatomical prior can be derived from the MR image, which will be acquired simultaneously with the SPECT.

Quantitatively, analysing Table 5.1, the background CoV values show regularisation reduces the background variability, i.e. noise. Furthermore, the use of the anatomical prior achieves greater contrast when compared to the smoothing prior. And finally contrast is enhanced for a higher number of iterations – higher contrast recovery, but so is noise – higher background CoV, therefore resolution improvement is limited.

Regarding the septal penetration, the plot in Figure 5.18 shows that the percentage of penetrating photons in the two worst-case scenarios studied is below 10 % up to 250 keV. However, for energies above 250 keV, penetration is high as it increases exponentially, with a negative impact on image quality.

Finally, the complete housing structure for the detection ring, collimator and coil is
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Figure 5.19: Final clinical INSERT system: housing structure (black), MR coil (white), and DAQ boards (green). Detection modules and collimator absent.

Figure 5.20: Final MSS collimator for the INSERT system: during assembly and in complete form. [Courtesy of NUCFI]
shown in Figure 5.19. Some components are mounted on the structure, such as the DAQ boards in green and the head coil in white. The size of the system is an indication of its portability, and restricted design and patient aperture. Due to the coil design without apertures and the actual components of the system, this system poses a higher risk of patient claustrophobia. Note that this will be installed inside the bore of the Biograph mMR, Siemens. Separately, the manufactured MSS collimator is shown in Figure 5.20, where the sandwich-type design is more perceptible. The full collimator consists of thousands of tungsten pieces that were mounted on the vertical rods, and fixed in place by positioning pins and the bottom and top plates of tungsten, which also act as shielding. The detail of the hollow design for weight reduction of the collimator is also observable.

5.5 Conclusion

A new concept of collimation was proposed, based on the MSS design and high-resolution detectors. Equivalent multi-hole collimators were also designed. These designs address the space constraints and limited angular sampling of a compact stationary SPECT insert for an MRI system, in order to perform simultaneous SPECT/MR of the human brain.

The MSS and $8+4\cdot\frac{1}{2}$-pinhole collimators showed the best performance in analytical simulations, and they were further developed as prototype tungsten collimators for experimental testing with a single prototype detector.

However, in comparison with the $8+4\cdot\frac{1}{2}$-pinhole design, the proposed MSS collimator showed higher efficiency, uniform axial coverage, high compactness, negligible interference with the MR operation, and easy manufacture. Therefore, the MSS collimator was the selected design of choice for the INSERT system.

Lastly, the final collimator was refined according to the final system geometry: a partial detector ring. This new geometry was suggested to allow more space for the MR head coil and patient opening, and to relax the space constraints for the system’s components in general. Investigation of the effects of the system geometry in image quality showed that mainly transaxial resolution was reduced in the lower part of the FOV, where the detectors are missing. Nevertheless axial resolution was not affected. As the main objective for the INSERT system is not lesion detection, but treatment follow-up, the patient’s head can be positioned into the FOV accordingly. Hence the partial ring geometry is a good compromise in terms of patient comfort, space for the components, and system performance.

Despite all the topics addressed in this Chapter, finalisation of the INSERT system is not complete. The impact of high energy photons has to be studied, a calibration method developed and the performance of the collimator evaluated. These topics will be addressed in the next chapters.
Chapter 6

Monte Carlo Evaluation of Different Collimator, Ring and Shielding Designs for the INSERT System

This chapter explores the Monte Carlo method to obtain realistic simulations of the INSERT system and evaluate its design and performance.

6.1 Introduction

The Monte Carlo method is a statistical technique used to approach scientific problems difficult to solve analytically, providing a numerical solution. Random numbers are generated and utilised to simulate random events, such as the radioactive decay.

One advantage of Monte Carlo simulations in Nuclear Medicine is that these simulations allow the record of radiation transport through different media – tissues, being able to compute dose, scatter, attenuation, among others (Bolch, 2010).

GATE is an open source software\(^1\) for simulation of pre-clinical and clinical scans in emission tomography, transmission tomography and radiation therapy (Jan et al., 2004). This software is based on C++ and Geant4, but it uses macros to actually run the code in order to be more user-friendly.

The main components described in the macro file − .mac − relate to the specific simulation that is being set up and they can be summarised into visualisation and verbosity; geometry description; digitizer description; physics description; initialization; source description; output set-up; and experiment set-up. This is also the order in which they should be referred.

The geometry of the imaging system follows a tree diagram, in which each daughter volume has to be fully enclosed in the upper volume called the mother volume. All volumes

\(^{1}\)http://www.opengatecollaboration.org/
are contained in the world, which is the maximum upper volume. For each volume, there is flexibility to set up different geometries, such as box, trapezoid, or sphere, and different dimensions, materials and positions. All dimensions are given in relation to an axis centred in the mother volume. Similarly, the phantom can be defined analytically using the volume geometries referred previously, or it can be defined voxel-by-voxel. For the latter, both emission and attenuation volumes have to be provided. Hence, more realistic phantoms can be simulated using this approach, however the running time of the simulation is longer. In the description of the digitizer chain, parameters for blurring, energy of reference – usually the radioisotope’s photopeak – and energy threshold can be defined according to the experiment. Finally, the output of interest is projection data, which can be obtained defining the pixel size, pixel number and projection plane accordingly in the simulation file. Projection data can be saved in .root or .sin and .hdr files. The number of generated projections will depend on the number of rotations (time slices), the rotation speed, and the number of cameras.

The objective here is to describe the set up of parametrizable GATE simulations of the INSERT system, in order to investigate the system geometry, design, and performance with realistic simulations.

6.2 Methods

GATE provides scripts to simulate the tomographic acquisition of a conventional SPECT system, consisting of large detectors and parallel-hole collimators. However, the INSERT system consists of a ring of small detectors with a multi-mini slit-slat (MSS) collimator (Chapter 5). Therefore the geometry of the system in the simulation scripts had to be modified accordingly. Additionally, as the objective is to evaluate different system configurations in order test and assess the system acquisition and design, a parametrizable simulation approach will be developed.

The following sections discuss the geometry set-up of the different components of the INSERT system, as well as the simulation of the system as a SPECT camera to investigate different aspects of the system design and performance.

6.2.1 Set Up of the Geometry

The 3D volumes that can be utilised to describe the INSERT system components are mainly slanted trapezoids. In GATE, this is achieved with the generic trapezoid volume called trap. Table 6.1 indicates the parameters that have to be defined in GATE, in order to obtain a specific geometry and dimension of the trapezoid.

Assuming that the trapezoid’s forward and backward faces have coordinates A_{1,2,3,4} and B_{1,2,3,4}, respectively (Figure 6.1), one can generalise the angular parameters $\theta$, $\phi$, $\alpha_1$
### Table 6.1: Parameters that define the geometry and size of a generic trapezoid volume in GATE.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dx1</td>
<td>Half x length of the side at ( y = -Dy2 ) of the face at (-Dz)</td>
</tr>
<tr>
<td>Dx2</td>
<td>Half x length of the side at ( y = +Dy1 ) of the face at (-Dz)</td>
</tr>
<tr>
<td>Dx3</td>
<td>Half x length of the side at ( y = -Dy2 ) of the face at (+Dz)</td>
</tr>
<tr>
<td>Dx4</td>
<td>Half x length of the side at ( y = +Dy2 ) of the face at (+Dz)</td>
</tr>
<tr>
<td>Dy1</td>
<td>Half y length at (-Dz)</td>
</tr>
<tr>
<td>Dy2</td>
<td>Half y length at (+Dz)</td>
</tr>
<tr>
<td>Dz</td>
<td>Half z length (height)</td>
</tr>
<tr>
<td>Theta</td>
<td>Polar angle of the line joining the centres of the faces at ( \pm Dz )</td>
</tr>
<tr>
<td>Phi</td>
<td>Azimuthal angle of the line joining the centres of the faces at ( \pm Dz )</td>
</tr>
<tr>
<td>Alp1</td>
<td>Angle with respect to the ( y ) axis from the centre of the side at ( -Dz )</td>
</tr>
<tr>
<td>Alp2</td>
<td>Angle with respect to the ( y ) axis from the centre of the side at ( +Dz )</td>
</tr>
</tbody>
</table>

#### Figure 6.1: Arbitrary trapezoidal volume defined by coordinates \( A_i \) and \( B_i \), in the axes with origin \( O \). \( I_1 \) and \( I_2 \) are the geometric centre of the forward and backward faces, respectively. \( K_i \) and \( L_i \) are the centre points of the parallel sides on the forward and backward faces, respectively. The angular parameters are \( \alpha_2 \), \( \alpha_1 \), \( \phi \), and \( \theta \).

The calculation of the trapezoid’s parameters was implemented in a MATLAB function.

\[
\theta = \arccos \frac{\vec{I_1I_2} \cdot \vec{e}_z}{||\vec{I_1I_2}||} \tag{6.1}
\]

\[
\phi = \arccos \frac{\vec{I_1I_2} \cdot \vec{e}_y}{||\vec{I_1I_2}||} \tag{6.2}
\]

\[
\alpha_1 = \arccos \frac{\vec{K_2K_1} \cdot \vec{e}_y}{||\vec{K_2K_1}||} \tag{6.3}
\]

\[
\alpha_2 = \arccos \frac{\vec{L_2L_1} \cdot \vec{e}_y}{||\vec{L_2L_1}||} \tag{6.4}
\]
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(a) (b)

Figure 6.2: Collimator apertures as defined in GATE for (a) pinhole and (b) mini-slit configurations.

(a) (b)

Figure 6.3: Geometry of the 8+4·½-pinhole (a) and MSS (b) collimator modules in GATE. Attenuating material is represented in blue, and the pinholes/mini-slits, in white. The top figure corresponds to a transaxial view, the bottom left, to an axial view, and the bottom right, to a lateral view of the collimator module – each one in perspective. For the MSS, each mini-slit has four slats (the blue lines within the mini-slit apertures).

taking into account the position and dimension of the respective system component, and their relationship with the GATE’s parameters previously described. Similarly, the implementation was extended to other geometries, such as sphere, box and cylinder. For practicality, the function outputs .mac files that can be used directly by GATE.

In order to simulate the full INSERT system geometry using the volumes described above, each camera was defined as a detection module (SPECThead) and a collimator module (collUnit), and both were repeated in a ring configuration.

Regarding the collimator, each module consists of two attenuating volumes, above and below the focal plane, where the apertures are inserted, i.e. air volumes. Each aperture is
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Figure 6.4: Transaxial view of the detection module geometry in GATE. From top to bottom: the cooling block, the silicon layer and the CsI crystal represented in light blue, yellow and grey, respectively. Between each detection module in the ring configuration, there is attenuating material represented in dark blue.

defined by two trap volumes with different angulations and dimensions: one to define the aperture projection at the object side and the other, at the detector side (Figure 6.2).

For the 8+4·½-pinhole collimator, each pinhole is defined individually according to the specific design. The final geometry of the collimator module is depicted in Figure 6.3-a.

In the case of the MSS collimator, each module can be sub-divided into two different sections that repeat along the axial direction, one with 2 mini-slits and one with 1+2·½ mini-slits. These apertures are similar to the pinhole ones, but axially two of the lateral trapezoid faces are parallel instead of divergent (e.g. in Figure 6.2-b). This allows for the set-up of the parallel slats in the axial direction, as each aperture is repeated with an axial gap within each mini-slit. The complete collimator module geometry is shown in Figure 6.3-b.

As for the detection ring, each module consists of a trapezoidal block of CsI, corresponding to the slanted scintillation crystal, and two rectangular blocks of silicon and water, which correspond to the SiPMs and cooling block, respectively. The geometry of a single detection module is shown in Figure 6.4.

Further simulated modules include gamma shielding components and an MRI bore. However, these will be discussed in more detail in the corresponding simulation studies in the following sections.

On the whole, the geometry architecture of the INSERT system with the 8+4·½-pinhole collimator and the MSS collimator is summarised in the block-diagrams of Figures A.1 and A.2 of the Appendix A.

6.2.2 Set Up of the Simulations and Data Analysis

A general framework of GATE simulation set-up and analysis was developed, based on parametrizable GATE scripts. The system geometry files were generated in MATLAB according to the design specifications: full or partial ring, and 8+4·½-pinhole or MSS collimator for a target resolution. Extra volumes such as shielding and phantoms could also be generated, as well as source .mac files according to the specified imaging radioisotope. In GATE, the handling of these files was performed via shell scripting and a main .mac file to run the simulation. Analysis of the output data was performed in ImageJ, ROOT or
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MATLAB. An overview of this framework is shown in Figure 6.5.

Three main studies were performed in GATE. Firstly, to evaluate the system design, simulations of the INSERT system were performed with a 8+4-½-pinhole and MSS collimator, for a full and partial ring design. Secondly, the shielding design was assessed with a specific set of simulations of the INSERT system with a partial ring geometry and the MSS collimator. Finally, system performance was evaluated with simulations of the INSERT with final system and shielding design.

6.2.2.1 Investigation on System Design

Regarding the collimator design, simulations were performed with a complete ring of 24 detector modules for both the 8+4-½-pinhole and the MSS collimators, designed for a target resolution of 10 mm at the centre of the FOV (Figure 6.6). The simulations were run for both a point source with 1.6 MBq of 99mTc activity and a cylindrical phantom, the size of the FOV 200 mm diameter×90 mm height, with the same activity and no attenuation. The acquisition time was set to 10 minutes, the energy window to the photopeak range of 126-154 keV, and the projection output to 160×360 pixels of size 0.25×0.25 mm.

Resolution in the projection space was calculated as the FWHM of the Gaussian fit in the x and y directions of the point-source planar projection data. In the x direction, the
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Figure 6.6: Geometry of the INSERT system with the 8+4-½-pinhole (a) and the MSS (b) collimators in the GATE simulations to evaluate resolution. The central spot (yellow) corresponds to the point source, magnified for visualisation purposes. These system geometries were the same for the simulations with the cylindrical source.

Figure 6.7: Transaxial diagram of the point source positions in the FOV for the GATE simulations with a partial and a full INSERT ring geometry. The bottom part corresponds to the region without detectors for the partial ring design. The cross marks the centre and the circle, the edge, of the FOV.

FWHM was multiplied by the minification factor to obtain the resolution figure, as there is minification in the transaxial direction due to the mini-slit/pinhole apertures. The same is applicable in the y direction for the simulations with the 8+4-½-pinhole collimator, but not with the MSS collimator because this has the slats in the axial direction, and thus no minification. Note that for this collimator, the y resolution was obtained as the FWHM of the Gaussian fit of a set of projected consecutive mini-slits in the axial direction.

Sensitivity was determined as the total detected counts divided by the total emitted gammas of the cylindrical phantom simulation.

As discussed in Chapter 5, a partial ring geometry was adopted for the final INSERT system design, with 20 detector modules. This design was a compromise between performance and patient comfort. In order to assess this design, point-source simulations were performed for eight different positions in the FOV (Figure 6.7), with both the full and partial ring designs equipped with the 8+4-½-pinhole and MSS collimators. The point sources were located at (0,0), (40,0), (80,0), (0,40), (40,40), (80,40), (0,-80) and (40,-80) mm in the transaxial plane. For each combination of ring geometry and collimator type, three different
intrinsic resolutions of the detection module were assumed: 1.0, 1.2 and 1.4 mm.

Projection data with added analytical uniform background were reconstructed with 200 iterations of the ML-EM algorithm with resolution recovery and a back-projector based on angular blurring (Bousse et al., 2013a). Resolution was estimated as the FWHM in the $x$ and $y$ (transaxial), and $z$ (axial) directions by fitting a rotated 3D Gaussian function to the reconstructed point source images.

6.2.2.2 Investigation on Shielding Design

Considering that the INSERT system will be installed in a PET/MR system, the Siemens Biograph mMR (Delso et al., 2011), there might be some backscatter in the bore, specially due to the high energy gamma photons. In addition, the PET LSO crystals have intrinsic activity (Ott, 2012) due to the presence of $^{176}$Lu, which emits photons at 88.4 keV, 201.8 keV and 306.8 keV (Yao et al., 2008). These photons can then be detected by the INSERT and degrade image quality, if appropriate shielding is not in place. Furthermore, some of the radionuclides of interest for the INSERT system have high energy gammas, namely $^{111}$I and $^{123}$I. For the latter, there is a small percentage, around 3%, of emission probability of gamma photons in the range of 248-784 keV. These gammas will have high penetration and contribute to high noise.

The objective of this study was to assess and evaluate the need for gamma shielding of the detection units, analogous to the one in a standard gamma camera, in order to minimise the backscatter due to activity in the patient outside the FOV and the LSO intrinsic activity interference.

When setting up the simulations in GATE, three main volumes were defined with specific attenuating media: the MRI system, the INSERT and a NEMA phantom (Figure 6.8). The MRI system was set up as a cylindrical aluminium volume, with a thickness of 250 mm and a length of 1594 mm, and 56 blocks of LSO in a ring configuration to mimic the PET crystals.
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Figure 6.9: Shielding design for the INSERT system: (a) back (b) front and end, (c) lateral shield volumes in red, grey and magenta, respectively.

ring of the PET/MR system. Each block had a size of $20 \times 32 \times 256$ mm$^3$ and a $^{176}$Lu-based activity of 45 kBq, amounting to a total intrinsic activity for the ring of 2.5 MBq. The INSERT system was defined as a partial ring of 20 detection modules with a MSS collimator, as previously described. The NEMA phantom was defined as a water cylinder with a radius of 102 mm and a length of 700 mm.

In regards to the shielding, three lead shielding volumes with variable thickness $t$ were set up: front and end (FE), back (B), and lateral (L) shield, as depicted in Figure 6.9. FE shield reduces the interference of photons from out-of-field activity. B shield reduces interference from backscatter and LSO intrinsic activity. Finally, L shield reduces detector edge effects. A base plate (BP) was also simulated to emulate the system support plate.

Four sets of simulations were performed with a $^{123}$I-filled NEMA phantom with 185 MBq of activity:

- variable thickness FE $t_{FE} = \{0, 5, 6, 10, 15\}$ mm and remaining shield volumes thickness fixed $t_B = 6$ mm, $t_L = 15$ mm, $t_{BP} = 3$ mm (an extra simulation with different F and E shields thickness, $t_F = 6$ mm and $t_E = 2$ mm, was also performed);
- variable thickness B $t_B = \{0, 2, 3, 4, 6\}$ mm and remaining shield volumes thickness fixed $t_{FE} = 15$ mm, $t_L = 15$ mm, $t_{BP} = 3$ mm;
- variable thickness L $t_L = \{0, 1, 3, 5, 10, 15\}$ mm and remaining shield volumes thickness fixed $t_{FE} = 15$ mm, $t_B = 6$ mm, $t_{BP} = 3$ mm;
- variable thickness BP $t_{BP} = \{0, 1, 2, 3\}$ mm and remaining shield volumes thickness fixed $t_{FE} = 15$ mm, $t_B = 6$ mm, $t_L = 15$ mm.

The same set of simulations was also performed for a $^{111}$In-filled NEMA phantom.

All simulations were run for 1-second acquisition time. This is a short acquisition time when compared to practice, but it is enough to obtain the energy spectrum and it reduces the simulation time significantly. In the case of $^{123}$I, only two photopeaks were modelled
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Figure 6.10: Configuration of the GATE simulation geometry with the point sources (a) and the cylinder source (b) for the final INSERT system design.

to further simplify the simulation, 159 keV (83%) and 529 keV (3%) to account for the high-energy photon contribution.

The obtained energy spectra and detected counts distribution were compared for all cases, to select the most suited shielding configuration for the INSERT.

With the final design of shielding, the effects of the LSO intrinsic activity were assessed comparing non-shielded to shielded INSERT system. Furthermore, a simulation with $^{99m}$Tc was also performed to obtain the energy spectrum for this radionuclide.

6.2.2.3 Investigation on System Performance

A last set of simulations was performed with the final system and shielding design.

Simulations of the INSET were performed for eight $^{99m}$Tc point sources at different positions in the FOV (Figure 6.10-a): (0,0), (40,0), (80,0), (40,-40), (0,-80), (80,-80), (99,0) and (0,-40) mm in the transaxial plane. Each point source had an activity of 2 MBq, and it was acquired for 10 minutes.

Additionally a simulation with a cylinder the size of the FOV, 200 mm diameter and 90 mm height, was performed for a 10-minute acquisition and an activity of 10 MBq without attenuation (Figure 6.10-b).

For each point-source planar projection, resolution was calculated as the FWHM of the Gaussian fit in the transaxial and axial directions, and point-source sensitivity was determined as the total detected counts divided by the gamma photons emitted during the simulation. Volume sensitivity was estimated in a similar fashion using the cylindrical phantom simulation.
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6.3.1 Investigation on System Design

Figures 6.11 and 6.12 show the planar projection data for simulations with a point source positioned at the centre of the FOV and a cylindrical phantom, respectively, acquired with the 8+4·½-pinhole and MSS collimators.

For the point-source simulation with the 8+4·½-pinhole collimator, each full-pinhole views the centre of the FOV, where the point source is located, therefore its projection is repeated eight times in the image. In contrast, the half-pinholes view only the edges of the FOV, so there is no projection data related to these apertures.

For the point-source simulation with the MSS collimator, the point source is projected through four mini-slits. Due to the presence of the slats and the high intrinsic resolution of the detection modules, the projection has gaps in the axial direction.

Figure 6.11: Projection data obtained with the GATE simulation of the INSERT with the 8+4·½-pinhole (a) and the MSS (b) collimator, for a point source at the centre of the FOV. The zoomed box shows the projection through one of the pinholes in (a) and through three consecutive mini-slits in (b).

Figure 6.12: Projection data obtained with the GATE simulation of the INSERT with the 8+4·½-pinhole (a) and the MSS (b) collimator, for a cylindrical source of activity at the centre of the FOV.
Table 6.2: Average resolution (R) and efficiency (g) for the MSS and the 8+4-½-pinhole collimators obtained analysing the projection data of the GATE simulations.

<table>
<thead>
<tr>
<th></th>
<th>MSS</th>
<th>8+4-½-pinhole</th>
</tr>
</thead>
<tbody>
<tr>
<td>R (x direction)</td>
<td>11.0</td>
<td>10.8</td>
</tr>
<tr>
<td>R (y direction)</td>
<td>10.5</td>
<td>12.2</td>
</tr>
<tr>
<td>g</td>
<td>2.8×10⁻⁴</td>
<td>1.3×10⁻⁴</td>
</tr>
</tbody>
</table>

Figure 6.13: Transaxial view of the reconstructed images from the point source GATE simulations with a full (left column) and partial (right column) ring geometry of the INSERT system, with the 8+4-½-pinhole (top row) and MSS (bottom row) collimators and an intrinsic resolution of 1 mm.

For the simulation with the cylindrical phantom, data are projected through the three 2-pinhole sections and the two 1+2-½-pinhole sections of the 8+4-½-pinhole collimator. Similarly, data are projected through the eight 1+2-½-mini-slit sections and the seven 2-mini-slit sections of the MSS collimator.

Resolution and sensitivity figures estimated from the planar projection data for the two collimator designs are shown in Table 6.2. Resolution is in agreement with the target of 10 mm and sensitivity is higher with the MSS collimator when compared to the one obtained with 8+4-½-pinhole collimator.

Regarding the simulations with a set of eight point sources in the FOV, the reconstructed images for an intrinsic resolution of 1 mm and each ring geometry and collimator design simulated are shown in Figure 6.13. The two point sources on the left-hand side of the
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Figure 6.14: Resolution of the reconstructed point sources for the INSERT system simulations with a full (top row) and partial (bottom row) ring geometry and the 8+4·½-pinhole collimator. Each column corresponds to a simulation with a different intrinsic resolution of the detection module: 1.0, 1.2 and 1.4 mm from left to right.

Figure 6.15: Resolution of the reconstructed point sources for the INSERT system simulations with a full (top row) and partial (bottom row) ring geometry and the MSS collimator. Each column corresponds to a simulation with a different intrinsic resolution of the detection module: 1.0, 1.2 and 1.4 mm from left to right.

The reconstructed image have degraded resolution than the other six point sources, for the simulations with the partial ring geometry. These two point sources correspond to the region where the detectors are absent in the ring configuration. In general, these images show artefacts possibly due to crosstalk or absence of crystal shielding.

The results from the quantitative analysis are shown in Figures 6.14 and 6.15. The plots show the resolution in the \( x \), \( y \) and \( z \) directions, for each point source and the different combinations of assumed intrinsic resolution, ring geometry and collimator design. Resolution
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Figure 6.16: Energy spectra obtained with $^{123}$I for simulations with variable FE shield thickness.

Figure 6.17: Energy spectra obtained with $^{111}$In for simulations with variable FE shield thickness.

improves from the centre of the FOV towards the edge (point source 1 to 6). However, at the edge of the FOV where the detectors are missing for the partial ring design, resolution is affected by artefacts. Resolution behaviour is very similar for both collimator designs, and it degrades for increasing intrinsic resolution.

6.3.2 Investigation on Shielding Design

Figures 6.16, 6.18 and 6.26 show the energy spectra obtained with a source of $^{123}$I for simulations with variable FE, B and BP thickness, respectively. The different colours correspond to a different thickness of the shielding. For viewing purposes, i.e. different scale, the spectrum for simulations without shielding is not shown. Figures 6.17, 6.19 and 6.27 show the energy spectra for the same simulations with variable shield thickness as described previously, but a source of $^{111}$In.

Figures 6.20, 6.22 and 6.24 show the planar, transaxial and edge-detector count-distribution plots for $^{123}$I simulations with variable FE, B and L thickness, respectively. Each blue dot corresponds to the position of the detected event. Peak 1 and 2 refer to the radionuclide photopeak, 159 keV and 529 keV. Figures 6.21, 6.23 and 6.25 show the corresponding count-distribution plots for the same simulations as described previously and
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Figure 6.18: Energy spectra obtained with $^{123}$I for simulations with variable B shield thickness.

Figure 6.19: Energy spectra obtained with $^{111}$In for simulations with variable B shield thickness.

a source of $^{111}$In. In this case, peak 1 refers to 171 keV and peak 2 to 245 keV.

Figure 6.28 shows the energy spectra for simulations of the PET ring with $^{176}$Lu and the INSERT system with and without the final shielding design.

Figure 6.29 shows the energy spectra obtained with simulations of the INSERT system with the final shielding design and $^{99m}$Tc, $^{123}$I and $^{111}$In sources. The peaks corresponding

Figure 6.20: Distribution of counts along four detectors in the ring obtained with $^{123}$I for simulations with variable FE shield thickness.
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Figure 6.21: Distribution of counts along four detectors in the ring obtained with $^{111}$In for simulations with variable FE shield thickness.

Figure 6.22: Transaxial distribution of counts along one detector in the ring obtained with $^{123}$I for simulations with variable B shield thickness.

Figure 6.23: Transaxial distribution of counts along one detector in the ring obtained with $^{111}$In for simulations with variable B shield thickness.
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**Figure 6.24:** Distribution of counts along the edge-detector of the partial ring obtained with $^{123}\text{I}$ for simulations with variable L shield thickness.

**Figure 6.25:** Distribution of counts along the edge-detector of the partial ring obtained with $^{111}\text{In}$ for simulations with variable L shield thickness.

**Figure 6.26:** Energy spectra obtained with $^{123}\text{I}$ for simulations with variable BP shield thickness.
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Figure 6.27: Energy spectra obtained with $^{111}$In for simulations with variable BP shield thickness.

Figure 6.28: Energy spectra obtained for simulations of the INSERT system with the PET crystals present ($^{176}$Lu) and no source, with and without shielding.

Figure 6.29: Energy spectra obtained for simulations with $^{99m}$Tc, $^{111}$In and $^{123}$I and the final shielding design.
to the $^{99m}$Tc and $^{111}$In photopeaks have good definition, but the one of $^{123}$I has a high background.

### 6.3.3 Investigation on System Performance

Point-sensitivity values for the last simulations with the final INSERT and shielding design and off-centre point sources are shown in Figure 6.30 as a function of the radial distance from the centre of the FOV. For the three estimated directions within the transaxial plane, sensitivity decreases from the centre to the edge of the FOV. For the simulation with a cylindrical phantom, the calculated sensitivity is $1.31 \times 10^{-4}$ s$^{-1}$Bq$^{-1}$.

Figure 6.31 shows the calculated transaxial and axial resolutions of planar projections from the point-source simulations. Note that the point source located at (-80,-80) is outside the FOV, and some of the detectors do not see this point source, which explains the very poor resolution. For each point source positioned off-centre in the FOV, results show resolution changes for each camera of the INSERT ring, whilst for the point source at the centre, resolution is approximately the same across cameras, as expected. For the simulated point sources, transaxial resolution varies between 8 and 12.5 mm and axial resolution between 6 and 8.5 mm.
6.4 Discussion

6.4.1 Investigation on System Design

Preliminary results comparing the simulations with the $8+4\cdot\frac{1}{2}$-pinhole and MSS collimators showed that sensitivity for the MSS collimator is approximately twice of the $8+4\cdot\frac{1}{2}$-pinhole collimator, for the same achieved resolution, which is close to the target of 10 mm. These results are in line with the theoretical estimations.

In addition, these first simulations with a point source and a cylindrical phantom helped understanding the structure of the projection data and to develop a method of analysis.

As regards the analysis of the reconstructed images, there is degraded resolution in the part of the FOV where there are no detectors, in comparison to the full ring geometry simulations. The intrinsic resolution of the detectors plays an important role in the final achievable resolution. Results suggest that for a target resolution of 10 mm at the centre of the FOV, an intrinsic resolution up to 1.2 mm is still acceptable. The results for the simulations with the MSS collimator show comparable performance in terms of resolution, with increased sensitivity.

6.4.2 Investigation on Shielding Design

Analysing the plots of Figure 6.16-6.17, both energy spectra show a reduction of counts with thicker FE shielding. Considering the simulations with $t_F = 6$ mm and $t_E = 2$ mm, the accumulation of counts at the front and back edge of the detectors is reduced for the first peak of $^{123}$I, but not for the second high energy peak, when compared to the no FE shielding case (Figure 6.20). However, the shielding weight required to stop these photons would overload the system. For $^{111}$In (Figure 6.21), the count-distribution along the detectors is
uniform, as opposed to the absence of FE shielding case.

For the B shielding, a thickness of 2 mm reduces the accumulation of $^{123}$I counts at the back of the detector (Figure 6.22). However, in the energy spectrum, the peak at 159 keV is broadened by scatter from the high energy peak (Figure 6.18), making $t_B = 3$ mm a better option. This shielding thickness is also suitable in the case of $^{111}$In (Figure 6.19 and Figure 6.23).

When comparing the simulations with variable L shield thickness, the energy spectra are not affected by the thickness, so it is important to check the count-distribution. The edge effects in the edges-detectors of the partial ring disappear with $t_L = 5$ mm for both $^{123}$I and $^{111}$In (Figure 6.24 and Figure 6.25).

We observed no differences in the energy spectra obtained for different thicknesses of the base plates (Figure 6.26 and Figure 6.27), so the best option for patient support should be considered.

Based on these results, the suggested shielding for the SPECT insert is $t_F = 6$ mm, $t_E = 2$ mm, $t_B = 3$ mm, and $t_L = 5$ mm. With this shielding, the photopeak count rate per detector reduces by a factor of 94 for $^{111}$In (171 keV) and 39 for $^{123}$I (159 keV). The activity in the FOV is representative of the activity in the brain, but not outside the FOV, where it will accumulate only in some organs of the patient. Therefore, the high contribution from the high energy photons in the case of $^{123}$I is likely to be overestimated compared to practice, due to the use of the NEMA phantom in the simulations. The estimated weight of the total shielding is 5.4 kg, which is not a limitation for the system.

Regarding the effects of the PET LSO crystals, without shielding, there is a relatively high contribution of $^{176}$Lu photons in the range of 100-200 keV. When simulating with the total shielding selected previously, the effect of the LSO intrinsic activity is negligible for the energies of interest (Figure 6.28).

6.4.3 Investigation on System Performance

The calculated volume sensitivity is approximately half of that estimated for the MSS-based system in the first investigation. However, in that simulation, the INSERT system consisted of a complete ring with 24 detectors, instead of the partial ring geometry with 20 detectors of the final design, and with appropriate shielding in place. Similarly, sensitivity is lower in comparison to the one estimated analytically in Chapter 5, but the same geometry differences apply.

Regarding the resolution figures in the projection space, transaxial resolution degrades from the centre of the FOV to the edge, because the point sources are positioned in the direction of the detector gap in the partial ring. Comparing the resolution in the two evaluated directions, axial resolution is better than the transaxial one, and it is more uniform.
across the tested positions. These results suggest that the target resolution of 10 mm at the
centre of the FOV is achievable for the final INSERT system design, and they are in line
with the analytical predictions.

6.5 Conclusion

The objective in this chapter was to further refine the INSERT system geometry and design,
and to evaluate the final system performance with realistic simulations using GATE.

A framework for performing and analysing GATE simulations of the INSERT system was
developed. This allowed for a flexible testing of different system designs and geometries using
parametrizable macros of the simulations. With this framework in place, three important
investigations were performed.

First, the system design was evaluated comparing results from simulations with the
8+4·½-pinhole and MSS collimators, and with the complete and partial ring geometry. The
main conclusion was that the INSERT system with the MSS collimator achieves similar
performance in terms of estimated resolution, but with higher sensitivity, which is a priority
for the design of this system. In relation to the ring geometry, simulations for the partial ring
configuration confirm degradation of resolution for the region of the detector gap, however
this could be partly compensated during reconstruction as was shown in the previous chapter.
Therefore, the partial ring is a good compromise between performance and patient comfort.

Second, a design of gamma shielding for the INSERT detector ring was devised. Gamma
shielding of the SPECT detectors plays an important role in image quality, specially when
considering the installation of this system inside PET/MRI system. The PET crystals have
intrinsic activity, which can interfere with the INSERT gamma detection. Results suggest
that a lead shielding configuration with thickness of 6 mm-front, 2 mm-end, 3 mm-back, and
5 mm-lateral is appropriate for the INSERT.

Finally, with the appropriate shielding in place and the final INSERT system design,
performance evaluation simulations indicate a volume sensitivity of $1.3 \times 10^{-4}$ s$^{-1}$Bq$^{-1}$
and a resolution in the projection space in line with the target resolution of 10 mm. The next
logical step would be to validate these simulations with measurements using the INSERT
system. However, the INSERT system is not available.
Chapter 7

Installation of the Single-Detector Prototype INSERT System

This chapter gives an overview of the prototype system installation at UCL, and related software, in order to perform tomographic experiments.

7.1 Introduction

Geometrical calibration procedures, data processing and collimator design validation can only be fully accomplished in the presence of a SPECT system to test and obtain experimental data. However, due to the accumulated delays within the INSERT project, it was uncertain whether the final clinical system would be available in time for testing. As an alternative, a prototype MSS collimator and prototype detector were made available with the purpose of setting-up a prototype INSERT system that could be used to assess the previous points.

The objective of this chapter is therefore to present the different steps followed during the installation of the INSERT prototype, from components to system, and from planar to tomographic acquisitions. Ultimately, this prototype system will set the basis for the development of calibration procedures, collimator design comparison and validation, and evaluation of the clinical usability of the INSERT camera.

All the physical components were shipped to UCL: electronics and pre-clinical detector (5×5 cm) were sent from POLIMI, where they had been previously characterised, and the prototype 8+4½-pinhole and MSS collimators, from NUCFI, where they had been assembled. The acquisition software was shared by a joint-effort of POLIMI and MEDISO. The prototype camera was firstly physically assembled with the help of POLIMI, who provided useful and essential INSERT electronics training.

Figure 7.1 shows the set-up of the overall prototype system. In the following sections, each installation step is described in more detail.
In this chapter, although different software is described, my role was to understand and integrate the different software/hardware platforms, in order to have a working pipeline able to perform SPECT measurements with phantoms.

7.2 Hardware Set-Up

There are two main electronic devices in the INSERT set-up: the detector and the power boxes.

The detector box contains the 5×5 cm CsI:Tl scintillation crystal coupled with four SiPM tiles, which connect to the ASIC board to read out 36 channels. This board is only
populated with one ASIC, because it has the preclinical configuration. The crystal is wrapped in PTFE tape and black tape to isolate the detector and to insulate from spurious light. Between the SiPM tiles and the ASIC board sits the aluminium cooling block, that maintains the low temperature of the SiPMs low for improved detector performance. Finally, the DAQ board connects to the ASIC board: the two boards have to be well aligned for the connection to work properly. In order to prevent condensation, small bags of silica gel crystals are added to the free space inside the box, to absorb any moisture that can damage the electronics.

The detector box has five outlets: two for the cooling pipes – in and out circulation –, two for the six optical fibres, and one for the three power cables – high, mid and low voltage. The power cables connect to the power board and the optical fibres to the gateway board. These two boards are connected via micro coaxial (MCX) cable and they sit in the power box. The connection from the power board to the laptop is established via serial cable to CAN-USB hardware and USB cable to the laptop; together with the CANreal software, they enable communication with LabVIEW for the SiPMs biasing. The gateway board is connected to the laptop via Ethernet cable, for data transfer. The laptop is equipped with Jumbo frame communication, which allows data transfer with frames larger than a standard Ethernet frame, increasing the effective bandwidth.

In order to simulate the operation of a SPECT camera, the crystal side of the detector box is closely aligned with a collimator and tungsten slabs/blocks are positioned around it to shield the crystal from unwanted gamma photons. The available collimators are the prototype MSS, the prototype 8+4-½-pinhole and a section of parallel-hole collimator. An acrylic rotating platform is positioned in front of the SPECT camera, which holds the phantom. The rotating motor (CR1-Z7, Thorlabs Inc., Newton, New Jersey, USA) is connected to the computer via USB cable and it can be precisely controlled using a LabVIEW GUI. The interface allows for the set up of the number of rotations, angle of rotation in degrees, and time between rotations in milliseconds. However, there is no synchronization between the rotation and the acquisition interfaces. Therefore manual time-sync is always needed for the first acquired frame: for example, the acquisition interface is started and, when the first time frame finishes acquiring, the rotation interface is manually started.

The laptop, recirculating cooler, rotation motor and power generator (12 V, 3 A) are powered up directly by the mains electrical power, whereas the detector is powered by the power generator through the power board.

Regarding the cooling supply, the cooling block provides a cold surface to lower the SiPMs temperature, thus it is in close proximity to the detector tiles. This block connects to the recirculating cooler (SRC4, Stuart, UK) through thermally insulated plastic tubes and pipes, which circulate a mixture of water and glycol. This mixture is cooled down to -5 °C to reach 0 °C at the SiPMs. Zip ties and Teflon tape are wrapped around the tube-to-pipe
7.3. Acquisition Software

The acquisition software comprises the Bulma interface (Figure 7.5) and the CANreal interface (Figure 7.6), both provided by MEDISO. The latter allows communication with the ASIC board. The first, the Bulma interface, is part of MEDISO’s Nucline software platform, it allows programming of the ASIC board and recording of the gamma events. The name of the output file and the acquisition time can be set in this interface. Acquired data are saved in list-mode format, in a .data file, which stores event information in packets of data. Therefore, these files need to be further processed into projection data files (see Section 7.5).

For the SiPMs to work with high gain, they have to be biased above the ideal high
7.3. Acquisition Software

Figure 7.4: LabVIEW interface for the biasing of the SiPMs. [Courtesy of POLIMI]

Figure 7.5: Bulma interface for data acquisition. [Courtesy of MEDISO]

Figure 7.6: CANreal interface for the communication with the ASIC board.
voltage of 34.9 V at 0 °C. Therefore a LabVIEW interface for SiPM biasing was provided by POLIMI (Figure 7.4). In the case of this detector, the high voltage is set to 35.4 V.

7.4 Detector Calibration

Detector calibration involves generating a light model that corresponds to the detector response to gamma irradiation. The light model is generated by the \texttt{LRF\_main} MATLAB function, which correlates the coordinates of the absorbed gamma photons with the expected amount of light collected by the detector (Occhipinti et al., 2016). The process is summarized in Figure 7.7: it consists of acquiring data from a uniform irradiation of the detector, without gamma shielding or collimator, for 10 minutes and at a distance of 50 cm, such that the data rate in the acquisition interface is around 100 kB.s\(^{-1}\). These data are converted from BULMA file format .data to MATLAB formatted data .mat, and reconstructed with the Centre of Gravity (CoG) method to obtain a first estimation of the planar gamma events coordinates; then a 2D Gaussian Light Response Function (LRF) is fitted to each of the detector channels and the event positions are estimated with an ML algorithm. The light model is updated iteratively based on the work of Solovov et al. (2012), until all position estimates are uniformly distributed within the detector FOV (Figure 7.8). In contrast to most common methods of detector calibration that are long and require a precise set-up, for example, in Bouckaert et al. (2014) a robotic stage moves a collimated point source within a grid of points in the detector FOV for a total of 11 hours, this method is a fast and practical procedure.

This calibration method is based on experimental measured data, therefore the model has to be generated from time to time, to ensure a correct correspondence between model and detector response. The same applies for different radionuclides, due to the energy dependence. However, this method of calculation has some limitations. First, the light model can only be applied to thin crystals, because this is a planar position estimation method. In addition, there is no DOI information, which has been shown to affect image quality (see chapter 4). Note that there is ongoing work from POLIMI to extend the method to 3D, in order to obtain DOI information for each event. Second, the Gaussian fit is not the most appropriate fit of the light distribution at the edges of the detector. Finally, the number of ML iterations needs to be tuned and parameters determined for regularization of the input dataset, e.g. parameter \(\eta\). This parameter evaluates the difference between the planar images at the present and previous iteration, and acts as a stopping condition during the event data processing.
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Figure 7.7: Diagram of the light model estimation method for detector response. [Adapted from Occhipinti et al. (2016)]

Figure 7.8: Graphical representation of the light model fit at the first and last iterations of the calibration procedure (left column), for a 5 minute uniform irradiation of the detector with a $^{99m}$Tc point source of 1 MBq at a distance of 28.5 cm. Events positions are also shown at each stage of the calibration (right column). Note that one channel is not working fully.
7.5 Gamma-Event Reconstruction

Acquired data are processed into projection data using the gamma-event reconstruction software provided by POLIMI. This software allows two different types of event reconstruction: analytical and statistical. Both methods are implemented in MATLAB functions, the first is `Main_Gamma_Elab` and the latter `RECONSTRUCTION_main`. Prior to using these functions, acquired data have to be converted to MATLAB formatted data using the `Data_Converter` function.

The analytical method uses a CoG algorithm that computes the planar position of the gamma-event as the average central position of hit-photodetectors within the detection module, weighted by the signal collected by each channel. Therefore, one of the limitations of this method is the fact that all events will be reconstructed within a region of the detector, delimited by the centre of the edge channels. However, this method provides a fast reconstruction, which can be used as a first check of the acquired projection data.

The statistical method uses the ML algorithm to compute the position and energy of detected events by maximizing the likelihood of obtaining the acquired data, given the previously-generated light model. Due to the iterative nature of the algorithm, this method requires parallel computing to speed up the calculations. In contrast to the CoG reconstruction, the ML method is less limited at the edges of the detector, due to the modelling of each channel as Gaussian LRFs. Also, the ML method provides increased linearity and uniformity, because the use of the light model directly compensates for different channel gains.

However, there was a practical problem with this software, the entire acquired data file was read into memory and only then processed to calculate the event positions. Because the computation time depends on the number of events, longer acquisitions would result in memory errors. Therefore, the reconstruction software had to be modified to read and process data files iteratively, using packets of data (`Data_Converter_bigFiles_projections`). Until it reaches the end of the raw data file `.data` and for each data packet, this routine reads in the data directly, applies the ML method, and concatenates each position result and adds each energy result. In addition, the timing of each event is also read out, which allows data framing. This is especially helpful when acquiring data at different angles with the rotating motor, during one single acquisition. For each time frame, data acquired during the phantom rotation are discarded and the remaining are processed into one projection image.

In order to validate the framing process, data were acquired at nine angles over 360 °, 60 seconds per viewing angle. Figure 7.9 shows the event reconstruction for the total acquired data (unframed) and for frames of 60 seconds. The summed-frame image is in good agreement with the unframed projection. In addition, the number of counts also supports a correct
7.6 Intrinsic Corrections of Projection Data

7.6.1 Decay Correction

In the case of tomographic experiments, all time frames of the projection data are decay corrected in relation to the counts of the first frame. This is implemented in a MATLAB script `counts_decay` by applying Equation 7.1 to the projection data, which is a re-arrangement of the decay equation.

\[
C_{corr} = \frac{C_{uncorr}}{e^{-\lambda \Delta t}}
\]  

(7.1)

where \( \lambda \) is the decay constant specific to the radioisotope, \( \Delta t \) is the time between the frame to correct and the first acquired frame, and \( C_{uncorr} \) is the uncorrected projection data.

7.6.2 Linearity Correction

In order to obtain the linearity transformation matrix to correct for detector linearity problems, data were acquired for one hour with a \(^{99m}\)Tc point source, 26.5 MBq, at around 50 cm from the detector. A segment of a parallel-hole collimator, with 2 mm hole diameter and 0.25 mm septa thickness, was positioned in front of the detector to act as a grid. The set-up of the experiment and the corresponding planar projection image are shown in Figure 7.10. Due to the high intrinsic resolution of the prototype detector, it is possible to distinguish each hole of the collimator in the corresponding projection image. The idea is that the
transformation can be obtained from controlled pairs of points, as one would do by scanning a point source through the detector’s FOV, with only one acquisition.

However, the projection data for each hole is not separate from each other, so the acquired data were processed in the following manner to estimate the hole position (Figure 7.11):

- deconvolution with a Gaussian kernel to enhance the projection data for each hole;
- intensity threshold;
- morphological erosion and dilation operation with a small disk, followed by calculation of the centre of mass and area for each separate object, and selection of objects with area smaller than 90 pixels but bigger than 3 to obtain position estimates for the central collimator holes;
- re-dilation, followed by the same calculations and selection criteria to obtain position estimates for holes closer to the edge of a detector area of 40×40 mm.

Finally the linearity transformation matrix can be inferred from the spatial transformation between estimated and true hole positions of the parallel-hole collimator, using the **cp2tform** MATLAB function. To actually then correct for linearity, the inferred transformation is applied to planar projection data using **imtransform** MATLAB function.

Figure 7.12 compares the projection image for linearity corrected and uncorrected projection data. Even though the use of a point source at a distance is not the ideal representation of a flood source, the corrected image shows less distortions when compared to the uncorrected one, specially closer to the edges of the detector FOV. Both images show cold regions throughout, which could indicate that uniformity correction of the detector is needed. Further exploration of this issue is presented in Chapter 9.
7.7. Image Reconstruction

The tomographic reconstruction software is based on the concept of angular blurring (Bousse et al., 2013a,b).

To compute the system matrix, the algorithm assumes each voxel is a 3D Gaussian kernel and calculates an analytical blurring of the line integrals within the possible azimuthal and polar angles. This angular blurring contains the line of response geometry and the PSF, which can vary according to the system design. Due to this feature, the (back-)projector can also be used for evaluation of different collimator designs (Erlandsson et al., 2013; Salvado et al., 2014, 2015).

In a post-processing step, the system matrix is multiplied by the appropriate sensitivity factors, depending on the collimator apertures, and blurred according to the angle of incidence to incorporate parallax effects.
Finally, the reconstructed image is obtained by running an implementation of the MAP-EM algorithm, based on the previously described (back-)projector and appropriate collimator calibration. Extrinsic calibration will be discussed in the next chapter.

7.7.1 Advanced Features

In order to profit from the design characteristics of the INSERT system and the simultaneous acquisition of SPECT and MRI data, the reconstruction software includes a number of advanced features: anatomically-guided reconstruction, motion correction, partial volume correction and kinetic modelling. All these methods improve SPECT quantification, especially important in a clinical context.

For the anatomically-guided reconstruction, a smoothing prior is incorporated into the MAP-EM algorithm, which can be restricted by anatomical boundaries using MR-based anatomical data. Unlike SPECT, MR images have high-resolution structural information. Therefore, the use of MR-based anatomical information has the potential to improve the spatial resolution of the SPECT images. Furthermore, this high-resolution structural information can also be utilised for partial volume correction, during or post-reconstruction.

In addition to high spatial resolution, MR data can provide high temporal-resolution information. High temporal resolution is important for motion correction. After the acquisition of structural MR images at a sufficient high rate to track motion, a six-parameter rigid-body transformation is derived and applied to the SPECT data. Note that in the case of brain imaging, a rigid motion model is sufficient. Motion-corrected images have improved image quality, with reduction of motion-related artefacts.

Finally, as the INSERT system is stationary, dynamic acquisition and kinetic modelling of SPECT data are possible. Specific analysis methods are incorporated in the reconstruction software for the estimation of kinetic parameters, which allow the extraction of clinically-relevant information. However, these methods are beyond the scope of this thesis.

7.8 Conclusion

The main goal here was to install the prototype system, taking into account its different components and software platforms, to ensure appropriate integration and operation as a SPECT camera.

Assembly of the prototype system at UCL was carried out as planned, with a successful installation of the overall system. Test experiments were performed to assess the functioning, interaction, and integration of the different components and software platforms.

Despite experiencing some technical problems, such as cooling leaks, these problems were solved and an independent operation of the prototype system was achieved.

In order to overcome practical issues of data handling, the software for event reconstruc-
tion was further refined. Methods for intrinsic correction of projection data were developed, implemented and tested with the use of experimental data.

In conclusion, the installation of this prototype system will allow development and refinement of geometrical calibration procedures and experimental comparison of different collimator designs.
Chapter 8

Geometrical Calibration of the Prototype INSERT System

This chapter discusses the geometrical calibration of a SPECT system, specially for small cameras and slit-slat collimation.

8.1 Introduction

Precise geometric calibration of SPECT cameras is essential to obtain a good reconstructed image (Nuyts et al., 2009). Calibration can be achieved by measuring directly the system matrix, scanning a point source through the whole FOV, with enough counts to obtain the PSF for each aperture of the collimator (Furenlid et al., 2004). Variations of this method include measuring the PSF in a limited number of points that samples the FOV and interpolating for the remaining positions (van der Have et al., 2008; Miller et al., 2012). These methods are highly accurate and well-suited for stationary systems. However, the duration of the scanning process and the need for sophisticated positioning tools, that might not be compatible with the magnetic field of the MR, make them impractical in a clinical setting.

The alternative method is to model the system matrix as a function of geometric parameters. It has been shown that a pinhole aperture can be fully described by seven parameters (Bequé et al., 2003), and that geometric calibration can be achieved by minimizing the square distances between estimated and measured projections of at least three non-collinear point sources. This method is well suited for standard pinhole SPECT cameras that benefit from the magnification of a small FOV (Metzler and Accorsi, 2005). In addition, this is also a suitable calibration method for SPECT cameras that are still in the development phase, as the camera is not available for test measurements and the design is in constant refinement.
With the latest advances in detector technology and the need for compact systems - e.g. the INSERT SPECT/MRI (Busca et al., 2015; Salvado et al., 2014), small cameras can be used to image large FOVs, trading off minification with high intrinsic resolution to achieve a system resolution similar to that of a standard SPECT system. However, with minification, precise measurement in the projection space, required for calibration purposes, may be compromised.

In this chapter, the goal is to investigate the impact of the magnification factor in a model-based calibration procedure, which has direct relevance to the geometrical calibration of the clinical INSERT camera. A second objective is to implement and refine a model-based calibration procedure for the INSERT prototype system, that can be easily adapted for the calibration of the final INSERT system.

### 8.2 Impact of the Magnification Factor

Typically pinhole cameras are used to image small organs in order to profit from the magnification of these into the detectors. In this case, magnification occurs because the distance between the detector and the aperture of the collimator is bigger than the distance between the latter and the source. Therefore the magnification factor is higher than 1.

When compactness is needed and small cameras are used to image large FOVs, the distance between the source and the aperture becomes big in relation to that between the latter and the detector, hence minification occurs, i.e. magnification factor lower than 1.

This section aims to investigate the impact of the magnification factor in the model-based geometrical calibration of SPECT cameras.

### 8.2.1 Methods

Model-based calibration was performed for simulated and measured data of systems with different values of the magnification factor $M$. Details for each experiment are described in the following sections.

#### 8.2.1.1 Simulations

Seven calibration parameters (Table 8.1) were defined for a single pinhole collimator with magnification factor $M$ of 4 and 0.25, referred to as PH$_{mag}$ and PH$_{min}$, respectively. The detector size, FOV and intrinsic resolution were matched accordingly: 20 cm, 5 cm and 3 mm for the magnification case, and 5 cm, 20 cm and 1 mm for the minification case.

Simulated data were generated from ideal projections of three non-collinear point sources, blurred according to the system resolution and the parallax effects. Data were then scaled for different count levels and Poisson noise added. This procedure was repeated for 100 noise realizations and three count levels: $10^3$, $10^5$ and $10^7$.

The geometric calibration parameters were estimated using a constrained nonlinear
Table 8.1: Description of the seven geometrical calibration parameters for a single pinhole system. [Adapted from Bequé et al. (2003)]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>Focal length $f$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>Focal point to centre of rotation distance $d$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>Mechanical offset $m$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>Tilt between detector and rotation axis $\phi$</td>
</tr>
<tr>
<td>$x_5$</td>
<td>Twist of the pixel grid in relation to detector $\psi$</td>
</tr>
<tr>
<td>$x_6$</td>
<td>Electrical shift in transverse direction $e_u$</td>
</tr>
<tr>
<td>$x_7$</td>
<td>Electrical shift in axial direction $e_v$</td>
</tr>
</tbody>
</table>

optimization algorithm in MATLAB, that minimises the sum of the square distances between true and simulated projection data from the three point sources (Bequé et al., 2003). Bias and standard deviation (SD) of the parameter estimates were obtained for each calibration parameter.

For a slit-slat collimator, the calibration problem in the transaxial direction is similar to that of a pinhole system, but it is assumed that the number of parameters is reduced to five for the slit component: $f$, $d$, $m$, $\phi$ and $e_u$. These geometrical parameters were evaluated for a single slit-slat collimator $SS_{\text{min}}$ with minification $M=0.25$. The same projection and calibration procedure were performed as described previously, and repeated for 100 noise realizations and three count levels.

For each collimator, $PH_{\text{mag}}$, $PH_{\text{min}}$ and $SS_{\text{min}}$, the set of geometric calibration parameters with highest deviation from the true parameters was identified from the two lower noise datasets, and used to reconstruct simulated data corresponding to a Derenzo hot-rod phantom. The diameter of the rods in the phantom varied from 7 to 12 mm. Reconstruction was also performed with the true calibration parameters. Profiles along $x$ and $y$ directions of the reconstructed images were obtained for each collimator and calibration case.

8.2.1.2 Measurements

Projection data were acquired for 30 angles covering 360° with the INSERT prototype detector (Busca et al., 2015) of size $5 \times 5$ cm and the MSS prototype collimator – details about this camera are given in the previous chapter. Four $^{99m}\text{Tc}$ line sources were placed on a rotating stage at different radial locations within the FOV: 69.00, 51.75, 34.50 and 17.25 mm, measured from the centre of rotation (CoR), at 90° intervals. The procedure was repeated for three distances from the collimator to the CoR, 165.00 mm, 106.78 mm, and 48.57 mm (Figure 8.1), adjusting the radial positions accordingly, in order to get different magnification factors.

Model-based geometric calibration was performed as described in Figure 8.2: raw projection data $p$ are corrected for detector-shift and sensitivity, and rebinned with the Sino method (Erlandsson et al., 2016), according to given calibration parameters $\mathbf{x}$; each curve is
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Figure 8.1: Experimental setup: detector (black box), MSS collimator and 4-line-source phantom placed on a rotating stage. The distance between collimator and CoR is 165.00 mm (a), 106.78 mm (b), and 48.57 mm (c).

Figure 8.2: Framework of the applied model-based geometrical calibration method. \( x \) corresponds to the set of geometrical parameters \([f, d, m, \phi, \psi, e_u, e_v]\), \( p \) to the projection data, and \( GoF \) to the sine-wave goodness of fit of Sino-rebinned projection data.

then fitted with a sine wave, and the fitted parameters used to estimate the corresponding source position; optimization of the calibration parameters is achieved by minimising the sum of the squared distances between true \( I \) and estimated \( \hat{I} \) source positions, with an extra term for the goodness of fit \( GoF \) of the sine waves.

Note that the Sino is a rebinning method that transforms raw projection data acquired with the MSS collimator, which are difficult to interpret visually, into the traditional sinogram format (Figure 8.3). An added advantage is that these data can then be reconstructed using standard parallel-beam reconstruction algorithms, taking into account that there is missing
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![Figure 8.3](image.png)

**Figure 8.3:** Raw projection data (a) and Sino projection data for an acquisition of four line sources with the MSS prototype collimator.

![Figure 8.4](image.png)

**Figure 8.4:** Relative bias and SD of the estimated calibration parameters for the PH\textsubscript{mag}, PH\textsubscript{min} and SS\textsubscript{min} collimators. Each colour corresponds to a different count level. SD bars of parameters \(x_1\), \(x_2\) and \(x_3\), and \(x_4\) and \(x_5\) exceed the displayed range, top-bottom respectively.

data due to the absence of detector rotation.

For each experiment with a specific magnification factor, estimated parameters were compared against the true values.

### 8.2.2 Results

#### 8.2.2.1 Simulations

For each simulated collimator, Figure 8.4 shows the estimated geometrical calibration parameters. Comparing results for the two pinhole collimators, \(x_2\), \(x_3\) and \(x_6\) parameters...
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Figure 8.5: Derenzo phantom (top) and profiles along $x$ (left) and $y$ (right) of the reconstructed images with true (green) and incorrect (blue - $10^7$ total counts, red - $10^5$ total counts) calibration parameters for the $\text{PH}_{\text{mag}}$, $\text{PH}_{\text{min}}$ and $\text{SS}_{\text{min}}$ collimators, top-bottom respectively.

show higher relative bias and SD for $\text{PH}_{\text{min}}$ than $\text{PH}_{\text{mag}}$, while for $x_1$ the reverse is true. Comparing the estimates for the collimators with minification, $\text{SS}_{\text{min}}$ parameters show lower relative bias than $\text{PH}_{\text{min}}$, but higher SD. For all the simulated collimators, SD is reduced for a higher number of counts, i.e. lower noise.

Taking the worst-case calibration scenario of each collimator at the two lower noise levels, Figure 8.5 shows profiles along the $x$ and $y$ directions of the reconstructed Derenzo phantom, together with profiles obtained with the correct calibration parameters. When reconstructed with incorrect compared to correct calibration parameters at the lowest noise level, profiles for the collimators with minification show marginally wider FWHM of the
phantom rods and activity underestimation. When increasing the noise, the peak height decreases even more, especially for the SS\textsubscript{min} collimator. No visible difference is observed for the PH\textsubscript{mag} collimator at the two noise levels.

### 8.2.2.2 Measurements

Figure 8.6 shows the measured projection data for experiment 1, at 165 mm distance, in the form of a planar projection and as a function of the detector angle. The corresponding Sino-rebinned sinogram for the first iteration of the calibration process is also shown. Each curve corresponds to data acquired from each line source. The line source positions estimated during the calibration optimisation are shown in the plot.

For the three experiments, Table 8.2 shows the focal length, radius of rotation (RoR), average line source location errors estimated with the proposed geometric calibration framework and a plot of the source locations within the FOV. The mean error of the estimated line source positions improved with a higher magnification factor, for experiments 2 and 3 compared to experiment 1.

### 8.2.3 Discussion

#### 8.2.3.1 Simulations

Comparing the PH\textsubscript{min} calibration parameter estimates to the ones from the PH\textsubscript{mag} collimator, the higher bias and SD observed suggests that calibration is less robust when minification is present. When calibrating the SS\textsubscript{min} collimator, the fact that only five parameters are estimated reduces the bias introduced by the minification, however precision is compromised.
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Table 8.2: Experimental geometric parameters estimated with the proposed model-based calibration framework. Distance to CoR, focal length, RoR and source position errors shown in millimetres.

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coll.–CoR [mm]</td>
<td>165.00</td>
<td>106.78</td>
<td>48.57</td>
</tr>
<tr>
<td>( \hat{f} ) [mm]</td>
<td>24.66</td>
<td>23.33</td>
<td>21.93</td>
</tr>
<tr>
<td>( \overline{RoR} ) [mm]</td>
<td>166.41</td>
<td>124.11</td>
<td>68.19</td>
</tr>
<tr>
<td>( I - \hat{I} )</td>
<td>1.67</td>
<td>0.83</td>
<td>1.03</td>
</tr>
<tr>
<td>( \overline{M} )</td>
<td>0.15</td>
<td>0.19</td>
<td>0.32</td>
</tr>
</tbody>
</table>

at low counts. For all simulated collimators, the estimated parameters are more stable with higher counts, which corresponds to longer acquisitions.

At the lowest noise level, the profiles of the reconstructed images show that the deviation in the estimated calibration parameters result in small quantitative differences when minification is present, even for the SS\(_{\text{min}}\) collimator, which has low-bias parameter estimates compared to the other collimator geometries. However, when noise increases, activity underestimation becomes problematic with the SS\(_{\text{min}}\) collimator.

8.2.3.2 Measurements

Results for the experimental data obtained with the prototype INSERT camera are in line with the ones from simulated data, although the mean error of the source positions are slightly higher for experiment 3 compared to experiment 2. This is due to the fact that sine-fitting of Sino-rebinned projection data are difficult for the source closest to the CoR (flat curve). Furthermore, the sine-fitting of the data with the four sources at the same time adds an extra complication in the process. Therefore the separate acquisition of each source should improve results.

Regarding the focal length, the estimated values should have been the same across the three experiments, as they were performed with the same collimator. This can be explained by the fact that the focal length and the ROR are highly correlated, which introduces a high bias in their estimation. If one of these two parameters can be fixed, i.e. measured separately, accuracy of the results should improve.

Geometrical calibration of SPECT cameras is more sensitive to minification as opposed to magnification, and requires high precision estimation of the model parameters, in order to avoid deterioration in image quality.
8.3 Practical Calibration of the INSERT Prototype

In this section, the aim is to develop and refine a practical calibration procedure for the single-detector INSERT prototype camera equipped with the MSS prototype collimator. As described in Chapter 7, this camera consists of a $5 \times 5$ cm detector based on SiPM readout and a CsI:Tl scintillation crystal.

For the MSS collimator, in the transaxial direction, the mini-slits provide collimation similar to that of a pinhole collimator, whereas the slats provide collimation resembling that of the parallel-hole collimator in the axial direction. Taking advantage of these design characteristics of the collimator, the approach to the geometric calibration of the camera was to have separate measurements to estimate the calibration parameters for the different directions independently.

8.3.1 Methods

A practical framework was developed for detector response correction and geometric calibration of the INSERT camera with a single prototype detector and MSS prototype collimator.

The calibration framework consists of four main steps, in which a particular phantom has to be scanned in order to estimate calibration parameters. Each acquisition is described below. Estimated parameters are then incorporated in the system matrix used by the reconstruction algorithm, providing accurate correspondence between the model and the actual system.

**Parallel-hole Collimator**

Data acquired from an irradiation through a parallel-hole collimator allows for the linearity correction of the detector. The spatial transformation is derived from pairs of control points, the centroids of parallel-hole collimator projection and the true hole positions. Note that the MSS prototype collimator is not utilised in this acquisition, as this correction relates only to the detector response. Also, this is a one-off correction, as long as the detector is set-up with the same operation conditions, namely temperature and high voltage.

**Planar Phantom**

Data acquired with a planar phantom allows for uniformity correction and determination of the electronic shifts and pixel size (Figure 8.7). Note that this phantom has to be wider than the prototype collimator in the transaxial direction to cover the FOV of the half-mini-slits. The sensitivity profile of the detector FOV across the different sections along the axial direction is determined from the planar projection data to correct for non-uniformities. The electronic shifts are computed from the difference between the projected data centre and the centre of the detector FOV.

**Horizontal Line Source Phantom**

Data acquired with a horizontal line source phantom allows for the determination of the detector’s axial resolution, and twist and tilt parameters. The horizontal line source
phantom consists of a structure where a capillary tube, filled with activity, can be placed parallel to the slats at several distances from the detector (Figure 8.8). Axial resolution is then computed as the FWHM of the projection data Gaussian fit in the axial direction. The twist is determined from the deviation from the horizontal orientation of the line source projection on the detector, and the tilt from the apparent up-down motion of the projection as the capillary moves away from the detector.

**Vertical Line Source Phantom**

Data acquired with a vertical line source phantom allows for the determination of the remaining transaxial parameters: focal length, mechanical shift and slit positions. These are estimated based on Bequè et al. (2003) by iteratively optimizing the squared difference between the measured projection data and analytically estimated projections, assuming the radius of rotation is known, i.e. can be measured independently. Acquisition of the vertical line source is performed for four non-collinear positions within the FOV, and for a number of views equally distributed over 360° (Figure 8.9). In contrast to the calibration of pinhole collimation, for the MSS collimator, line sources can be utilised instead of point sources due to the different collimations in the transaxial and axial directions.
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Figure 8.9: Data acquisition set-up with a vertical line source phantom for transaxial calibration of the MSS prototype collimator.

Table 8.3: Acquisition parameters for each calibration phantom: planar, parallel-hole collimation, horizontal line source and vertical line source phantoms. The acquisition time corresponds to the total scan time.

<table>
<thead>
<tr>
<th>Phantom</th>
<th>Activity [MBq]</th>
<th>Acquisition Time [s]</th>
<th>No. of Views over 360° [#]</th>
</tr>
</thead>
<tbody>
<tr>
<td>planar</td>
<td>68.3</td>
<td>18000</td>
<td>1</td>
</tr>
<tr>
<td>parallel-hole coll.</td>
<td>26.5</td>
<td>3600</td>
<td>1</td>
</tr>
<tr>
<td>horiz. line source</td>
<td>15.0</td>
<td>150 (×11)</td>
<td>1</td>
</tr>
<tr>
<td>vert. line source</td>
<td>17.5</td>
<td>1800</td>
<td>30</td>
</tr>
</tbody>
</table>

Figure 8.10: Planar projection data for the acquisition with the planar phantom: raw data (left) and linearity corrected data (centre). The red square denotes the detector FOV, which has an area of 4×4 cm (zoom on the right).

8.3.2 Results

Table 8.3 summarises the acquisition parameters for each of the calibration phantoms, and the corresponding projection data are shown in Figures 8.10, 8.12 and 8.14. Projection data for the parallel-hole collimator were already mentioned in the previous chapter.

Figure 8.10 shows the planar projection data for the scan with the planar phantom, before and after linearity correction of the raw data. The corresponding sensitivity profiles for uniformity correction of the prototype collimator are shown in Figure 8.11.

Regarding the axial calibration, Figure 8.12 shows the planar projection data for the acquisitions with the horizontal line source phantom at different distances from the collimator. Axially, resolution degrades as the distance to detector increases, as also shown in Figure 8.13.
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Figure 8.11: Sensitivity profiles obtained for each section of the MSS prototype collimator by scanning a planar phantom.

Figure 8.12: Planar projection data of the horizontal line source phantom acquired at four increasing distances from the detector (left to right).

Figure 8.13: Axial resolution determined from the acquisition with the horizontal line source phantom as a function of the source distance to the crystal DOI. The red line indicates the linear fit of the resolution estimates.

with the plot of the estimated axial resolution for each performed scan. Transaxially, it is possible to observe the effect of the different magnification factors of the mini-slit apertures with distance.

Finally, Figure 8.14 compares the measured projection data with the analytically calculated data, as a result of the optimisation procedure to compute the last transaxial calibration parameters from the vertical line source acquisitions. These images indicate a good agreement between the two projections.
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<table>
<thead>
<tr>
<th>Source Radius</th>
<th>Mini-Slit Section</th>
<th>Measured Data</th>
<th>Analytical Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>1+2½-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1+2½-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>1+2½-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1+2½-mini-slit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-mini-slit</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.14: Projection data measured with the vertical line source phantom and corresponding analytically calculated projection data, for the four line sources positioned at different radius from the centre of rotation.

8.3.3 Discussion

Results obtained for each calibration phantom showed that geometrical calibration parameters can be estimated from the acquired projection data, to calibrate the MSS prototype collimator. Ultimately, these parameters need to be integrated in the reconstruction algorithm to be able to reconstruct data from tomographic acquisitions of different phantoms. In the next chapter, this framework will be applied to calibrate the prototype system and reconstruct tomographic data.

Analysing the scanning times, it suggests that calibration data can be acquired within seven hours. In practice, due to the different set-ups for each calibration phantom, this procedure takes about two days to complete. Taking into consideration that the final INSERT system has 20 detectors, calibration will take considerably longer than for the prototype system. However, some of the measurements, such as the acquisitions with the line sources, can be performed in simultaneous for all detectors, reducing the calibration time.

Furthermore, the use of a rotating platform is essential in order to obtain different views of the calibration phantom, since the system is stationary. Therefore, the final INSERT
system cover had to be adapted to accommodate the installation of a rotating stage. This requires that calibration is performed outside the MR room.

8.4 Conclusion

The main objective in this chapter was to develop a framework for the geometrical calibration of the INSERT prototype system.

First, as there is minification of the projection data for this system, the impact of the magnification factor in the calibration procedure was investigated. Results indicate that minification, as opposed to magnification, limits the precision of the estimated parameters in a model-based geometric calibration. This study also provided the implementation of tools that were then refined for the calibration of the prototype system.

Second, a practical framework for the calibration of the MSS prototype collimator was developed based on the estimation of geometrical parameters from four separate main measurements. This method takes advantage of the independent types of collimation along the transaxial and axial directions of the prototype collimator.

Finally, this calibration procedure can be easily adapted for the final INSERT system, as the calibration phantoms are the same and the estimated parameters are integrated in the reconstruction process.
Chapter 9

Experimental Evaluation of the Prototype INSERT System

This chapter presents the first results of planar and tomographic experiments with a single prototype detector and two different prototype collimators, comparing their experimental performance.

9.1 Introduction

Experimental validation of the design features of the INSERT system is an essential step in determining the clinical utility of the developed system. In the absence of the final INSERT system, a prototype camera can provide evidence of the achievable system performance and clinical applicability.

The main objective is to perform phantom experiments with a prototype detector equipped with the MSS prototype collimator to confirm the design concept, calibration procedure and reconstruction algorithm.

This chapter is divided into three main topics: detector evaluation, collimator design comparison and tomographic performance.

First, the prototype detector is characterised in order to evaluate clinical capability of the camera, e.g. regarding multi-radionuclide imaging.

Second, physical performance of the MSS prototype collimator is estimated, and contrasted with that of the 8+4-½-pinhole prototype collimator to verify the chosen design options for the final INSERT system.

Finally, tomographic phantom experiments are performed and analysed to provide preliminary evidence of tomographic performance and realistic imaging capability.
9.2 Detector Performance Evaluation

In this section, the goal is to evaluate the performance of the INSERT prototype detector. The main properties that will be tested are uniformity, linearity, count rate and energy resolution. These features are important due to their impact on the system performance.

9.2.1 Methods

The majority of the measurements were performed without collimator, unless indicated otherwise, and with the 5×5 cm prototype detector. The set-up for the single-detector prototype system and related software have already been introduced in Chapter 7.

Every measurement was performed with an applied high voltage of 35.4 V, and after temperature stabilisation of the recirculating cooler at -5 °C. Acquired data were processed into planar projections, before assessment of the aforementioned properties.

9.2.1.1 Uniformity

In order to obtain uniform planar projection data, parameters of the ML event-reconstruction algorithm were tested for a uniform flood acquisition with a small source at 50 cm distance. The source of activity was a syringe with 1 MBq of $^{99m}$Tc.

Acquired data were processed into planar projections for different values of the change parameter $\eta=[0.06,0.05,0.04,0.03]$. This parameter evaluates the difference between the planar images at the present and previous iteration, and acts as a stopping condition during the event data processing.

9.2.1.2 Linearity

As regards the detector linearity, the correction method developed in Chapter 7 was validated against the following experiment. With the help of a manual linear positioning stage – precision of 0.5 mm per rotation, a point source was scanned every 2 mm along the central axis of the detector, in the $x$ and $y$ directions, from 0 to 50 mm.

The geometry of the source was obtained collimating a capillary tube filled with $^{99m}$Tc by positioning it on top of one of the apertures of the prototype 8+4-½-pinhole collimator, as shown in Figure 9.1.

For the $x$ direction, each scan lasted 120 seconds and the activity was 10.4 MBq; for the $y$ direction, 180 seconds and 3.7 MBq, respectively.

Acquired data were corrected with the linearity transformation matrix obtained previously. The position of the source at each scan was estimated as the centre of mass of the activity distribution in the planar projection data. Then the estimated source positions were compared against the true position of the measurement, by applying a linear fit to the data.
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Figure 9.1: Experimental set-up for the testing of the linearity correction. The collimated point source is attached to a manual linear stage that moves the source along the $x$ (a) and $y$ (b) directions of the detector’s central axis.

Figure 9.2: Acquisition set-up for the decaying source experiment: side view (left) and top view (right). The source corresponds to the blue vial.

9.2.1.3 Count Rate

This was evaluated by scanning a decaying source. The apparatus is shown in Figure 9.2. A 20 ml-vial filled with 115.8 MBq of $^{99m}$Tc was positioned in front of the detector and data were acquired for intervals of 60 seconds in a total span of 32 hours.

Acquired data were processed into projections and the total counts were estimated for the photopeak window, for each acquired scan.

Assuming that for low count rates the observed count rate of the detector is the same as its true count rate, the latter was estimated. Given the true and observed count rates, data were fitted to both a paralyzable and non-paralyzable count rate model. Finally, dead time was estimated from the best fitted model and the photopeak count rate for the final INSERT system was extrapolated assuming that a 20% loss is acceptable.

9.2.1.4 Energy Resolution

Assessment of the energy resolution of the prototype detector was performed through the scanning of five different radionuclides: $^{99m}$Tc, $^{57}$Co, $^{75}$Se, $^{177}$Lu and $^{111}$In. For each scan, data were acquired from a small source with low activity, positioned at around 50 cm from the detector, without any shielding or collimator (Figure 9.3). A blank scan was also
Figure 9.3: Example of one acquisition set-up for the evaluation of the detector’s energy resolution.

Figure 9.4: Planar projection data obtained for an event reconstruction with different values of the parameter $\eta$ for the same acquired data.

performed with and without the MSS prototype collimator in front of the detector to check for background noise, and its impact in the acquisitions. For all experiments, data were acquired for 10 minutes and the data rate in the acquisition interface was maintained between $10^4$ and $208$ kBit.s$^{-1}$.

The energy spectrum was obtained for each scanned radionuclide and background scans. These spectra are given as a function of the detector’s cumulative channel signal, instead of energy.

For each scan, the spectrum was blurred with a Gaussian function with a sigma proportional to the square root of the photopeak energy, and each photopeak was fitted to a Gaussian function in order to estimate peak location and FWHM. The energy-channel calibration curve for this detector was then derived. With the calibration curve in place, the energy spectrum for each experiment was analysed.

In addition, energy resolution was calculated as the ratio between the estimated FWHM and the photopeak energy.

9.2.2 Results

Figure 9.4 shows the planar projection data for the same experiment – uniform irradiation of the detector with a point source, but processed with different values of the parameter $\eta$. The image is more uniform for smaller values of $\eta$, whilst for higher values, more events are positioned in the centre of the read out channel. However, for $\eta=0.03$, uniformity is degraded.
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Figure 9.5: Planar projection data for all acquired positions along the $x$ and $y$ directions of the detector plane (left column). Linear fit of the centroid position of each point source projection (right column). The dashed line corresponds to the identity line.

Figure 9.6: Observed count rate from the acquisition with a decaying source. The black and blue curves correspond to a paralyzable and non-paralyzable model fit, respectively.
Figure 9.7: Energy-channel calibration curve obtained by fitting the photopeaks of the energy spectrum acquired with different radionuclides.

Figure 9.8: Energy spectra obtained for five different radionuclides. The energy spectrum for two blank scans is also shown, with and without the collimator in place.

Figure 9.9: Estimated energy resolution as a function of the photopeak energy. The red line indicates the trend of all the estimates.
Regarding the linearity experiments, Figure 9.5 shows the summed planar projection data for all the scans along the $x$ and $y$ directions of the detector plane. For the $y$ direction, there is a data gap at 4 mm due to a missing measurement. The corresponding point source estimated positions are also shown in the adjacent plot. Each plot shows a high linear relationship between the true and estimated point source positions for a central area of 40×40 mm. Outside this area, however, there is a high bias. In addition, analysing the linear fit, the experimental pixel size can be estimated multiplying the theoretical pixel size, 0.2 mm, by the slope of the linear fit. Thus the real pixel size is 0.19 for both $x$ and $y$ directions.

Figure 9.6 shows the calculated count rate at different time points for a decaying source, as a function of the true count rate of the detector. At a rate of 4 kcps, the observed count rate was lower than expected, suggesting a problem with the detector. Later time points indicate this was a non-persistent problem. Assuming a 20% loss, the detector’s count rate is 990 cps.

Furthermore, the plot of Figure 9.6 also shows the data fit for a paralyzable and non-paralyzable count rate model. The best fit is for a paralyzable model with a dead time of $2.3 \times 10^{-4}$ s.

Figure 9.7 shows the energy-channel calibration curve obtained from the scans with different radionuclides. The coefficient of determination is very close to 1, demonstrating a good fit between the cumulative channel signal and the energy, i.e. good energy linearity.

Utilising the energy-channel calibration curve, Figure 9.8 shows the energy spectra for all the scanned radionuclides. Most photopeaks are easily identified: 113 and 208 keV for $^{177}$Lu, 122 keV for $^{57}$Co, 140.5 keV for $^{99m}$Tc, and 171 and 245 keV for $^{111}$In. For $^{75}$Se, there is a big peak at around 130 keV, which corresponds to the two lower photopeaks at 121 and 136 keV, a very small peak corresponding to the 265 keV photopeak, and the remaining photopeaks are not visible. Comparing the two blank acquisitions, there is a very low observable count rate when the MSS collimator is in place.

Finally, Figure 9.9 shows the relationship between energy and energy resolution. At 140.5 keV, the energy resolution of the prototype detector is 18.31%. Energy resolution improves as the energy of the photopeak increases.

9.2.3 Discussion

Regarding the detector uniformity, results suggest that $\eta=0.04$ is optimal for measurements with $^{99m}$Tc. However, event-positioning is dependent on the gamma photon’s energy, therefore the impact of this parameter for other radionuclides should be further investigated.

For the linearity measurements, there is a high bias outside the central projected area of the detector. This is an expected result, as the linearity correction matrix was only
determined for that same area, which also corresponds to the usable detector FOV.

In regards to the count rate, extrapolating the estimated photopeak count rate for the final INSERT system with 20 detectors, a figure of 40,000 cps is obtained at a 20 % loss.

In the case of the experiments to evaluate energy resolution, channel-to-energy calibration was achieved, allowing for the visualisation and analysis of the energy spectra. These suggest that at low energies, e.g. below 50 keV, there is event pile-up due to noise or high background activity. At high energies, such as for the high-energy photopeaks of $^{75}$Se, there is detection efficiency loss, thus these peaks are not visible. Spectra for the blank acquisitions demonstrate that the background is negligible when acquiring data with the MSS collimator.

The calculated energy resolution, around 20 % at 140 keV, is worse than expected, which might impact the capability of system to perform dual-radionuclide imaging. For example, the two low-energy photopeaks of $^{75}$Se were indistinguishable due to the detector’s insufficient energy resolution.

The final INSERT system will have improved detector technology in comparison to the prototype detector utilised for these experiments. Clinical detectors have better excess noise factor and dark count rate, which impacts the detector’s best achievable energy resolution and noise. Therefore overall performance is expected to improve.

9.3 Collimator Performance Comparison

In Chapter 5, the prototype designs for the 8+4·½-pinhole and MSS collimators were introduced, assuming an INSERT system geometry with 25 detectors distributed in a complete ring. These collimators were manufactured by NUCFI.

The objective in this section is to compare the achievable experimental performance of the INSERT system, utilising the 5×5 cm prototype detector equipped with both prototype collimators.

9.3.1 Methods

In the case of the prototype MSS collimator, data were acquired from vertical line sources, i.e. capillary tubes filled with $^{99m}$Tc activity, positioned at different radial distances from the centre of rotation, namely 25, 50, 75 and 100 mm, at intervals of 90 °. For the prototype 8+4·½-pinhole collimator, data were acquired from $^{99m}$Tc point sources, placed in the same positions inside the FOV as for the previous experiment. The general set-up for both acquisitions is summarised in Figure 9.10.

In addition, a tomographic acquisition of a cylinder phantom of diameter 184 mm was performed utilising the rotating stage to rotate the phantom for 25 views equally distributed over the 360°. The phantom was filled with $^{99m}$Tc up to a height of 20 mm, to ensure the imaging object was within the axial detector FOV. Data were acquired with the MSS and
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Figure 9.10: Experimental set-up for the acquisition of the point source phantom with the detector prototype equipped with the $8+4\cdot\frac{1}{2}$-pinhole collimator (a) and the line source phantom with the MSS collimator (b).

the $8+4\cdot\frac{1}{2}$-pinhole prototype collimators (Figure 9.11).

Acquired data were energy windowed for the $^{99m}$Tc photopeak and processed into planar projections.

Point and line source projection data were analysed to calculate resolution in the projection space, for both collimator designs. Resolution was estimated as the FWHM of the summed projections in the $x$ and $y$ of the transaxial plane. Point/line sensitivity was also estimated from these data, as the total detected counts divided by the activity and scanning time.

Cylinder phantom projection data were utilised to calculate volume sensitivity of both collimators, for the same source of activity. Projection data were decay–, scatter– and attenuation–corrected. For the scatter correction, acquired data were processed into planar projections for an energy window of 100-110 keV, scaled according to the scatter and photopeak energy windows, divided by two, and finally subtracted from the photopeak planar projection data (Hutton et al., 2011; Jaszczak et al., 1984). For the attenuation correction, a cylindrical phantom was forward-projected with and without attenuation, assuming an attenuation factor of 0.15 cm$^{-1}$. The ratio between the total number of counts obtained with and without attenuation was utilised as the mean attenuation factor for the attenuation correction. After all corrections, sensitivity was calculated as the total detected counts divided by the activity and the scanning time.

9.3.2 Results

Figure 9.12 shows the estimated resolution for point/line sources at four positions within the FOV. Note that the prototype detector is positioned at [-215, 0] mm. Resolution varies from approximately 7 to 16 mm for the MSS collimator, and from 9 to 15 mm for the $8+4\cdot\frac{1}{2}$-pinhole collimator.

In regards to sensitivity, point/line source sensitivity estimates are shown in Figure 9.13.
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Figure 9.11: Experimental set-up for the tomographic acquisition of the uniform cylindrical phantom with the detector prototype equipped with the 8+4-half-pinhole (a) and the MSS (b) prototype collimators.

Figure 9.12: Estimated resolution from the point/line source planar projections, for both prototype collimators.

These estimates range from $2 \times 10^{-6}$ to $3 \times 10^{-6}$ s$^{-1}$Bq$^{-1}$ for the experiments with the 8+4-half-pinhole collimator and from $3.5 \times 10^{-6}$ to $6 \times 10^{-6}$ for the MSS collimator. For the experiments with the cylindrical phantom, the calculated volume sensitivity figures are $1.45 \times 10^{-6}$ and $7.11 \times 10^{-6}$ s$^{-1}$Bq$^{-1}$, for the 8+4-half-pinhole and MSS prototype collimators, respectively.

9.3.3 Discussion

Regarding the resolution results, both collimators achieve similar resolution at the four tested positions. As the calibration and reconstruction procedures were not optimised for the 8+4-half-pinhole geometry, this evaluation had to be carried out in the projection space.

For the point and volume sensitivity estimates, the MSS collimator achieves higher sensitivity in comparison to the 8+4-half-pinhole collimator, as expected.

Using the sensitivity result for the experiment with the MSS prototype collimator and the uniform phantom, the sensitivity for the final INSERT system can be extrapolated. Since the final system consists of 20 detectors, the sensitivity should be approximately twenty times
Figure 9.13: Estimated point sensitivity from the point/line source planar projections, for both prototype collimators.

The results also suggest that the MSS design provides higher sensitivity than the 8+4·½-pinhole, at a similar level of achievable resolution.

9.4 Evidence of Tomographic Performance

This section will focus on the single-detector system equipped just with the prototype MSS collimator. Experimental validation of the INSERT prototype system will be performed with the purpose of investigating its tomographic performance.

9.4.1 Methods

Experiments were performed with the 5 × 5 cm prototype detector equipped with the prototype MSS collimator for a set of imaging phantoms: line source phantom, uniform phantom, sphere phantom, Hoffman brain phantom and Alderson brain phantom. The specific set-up for each phantom is given in the following subsections.

The general experimental and software set-up were already described in detail in Chapter 7. A high voltage of 35.4 V was applied to the SiPMs, and the temperature in the recirculating cooler was set to -5 °C. Shielding was positioned around the prototype MSS collimator to shield the crystal from spurious gammas. Finally, the phantom was positioned in the centre of the rotating platform, at 215 mm from the back of the crystal. This allowed for the simulation of a tomographic acquisition from a 25-detector full-ring system, but using a single detector. Therefore each experiment took several hours to acquire to compensate for...
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Figure 9.14: Experimental set-up for the tomographic acquisition of the line source phantom with the detector prototype equipped with the MSS collimator.

the low sensitivity.

Prior to the scanning of each phantom, geometrical calibration was performed as described in Chapter 8, using a planar and a vertical/horizontal line source phantoms to determine the calibration parameters.

Acquired data were windowed for the corresponding photopeak energies, processed into planar projections, decay-corrected and finally reconstructed with 40 iterations of MAP-EM with a 3 mm Gaussian smoothing prior. Images were then analysed for different features of tomographic relevance.

9.4.1.1 Line Source Phantom Experiment

The line source phantom consisted of a platform with four fillable capillary tubes positioned vertically at four radial distances from the centre of the FOV (Figure 9.14).

Each capillary was filled with $^{99m}$Tc and acquired for 30 views equally distributed over 360°. Note these data were also utilised for the transaxial calibration of the collimator, therefore more views were acquired.

Reconstruction was performed for 10, 20, 30, 40 and 50 iterations, and the resolution was estimated from the reconstructed images.

9.4.1.2 Uniform Phantom Experiment

The uniform phantom consisted of an acrylic cylinder with a diameter of 184 mm.

The phantom was filled with 69.1 MBq of $^{99m}$Tc distributed over a height of 20 mm. Acquisition was performed after positioning the phantom in the centre of the rotating platform, in alignment with the detector (Figure 9.15).

Coefficient of variation (CoV) was calculated from the reconstructed images, for circles of different radii from the centre of the phantom, to assess uniformity.
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9.4.1.3 Spheres Phantom Experiment

The spheres phantom consisted of seven fillable spheres in air with different sizes: two sets of spheres with external diameters of 17, 14 and 11 mm, and one sphere with a diameter of 21 mm.

Each set was filled with a relative $^{99m}$Tc activity concentration of 2, 1 and 0.5, respectively. Acquisition was performed after alignment of the phantom in the centre of the FOV and the spheres in the centre of the detector FOV (Figure 9.16).

Activity distribution was evaluated from the reconstructed images, to verify the relative activity concentrations in the spheres.

9.4.1.4 Hoffman Brain Phantom Experiment

The Hoffman brain phantom consisted of a cylindrical phantom with a series of independent plates that, when stacked together, represent the 3D anatomy of the human brain. The activity distribution within the brain is accurately simulated with relative activity concentrations of 3, 1 and 0 for grey matter, white matter and cerebrospinal fluid, respectively.

This phantom was filled with $^{99m}$Tc, positioned in the rotating platform and scanned (Figure 9.17).
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Realistic activity distribution was visually assessed from the reconstructed images.

9.4.1.5 Alderson Brain Phantom Experiment

The Alderson brain phantom consisted of a perspex head, bone-equivalent skull and a brain with five fillable compartments: right and left nucleus caudate, right and left putamen, and the rest of the brain. The nucleus caudate and the putamen constitute the dorsal striatum. This is a fully tissue-equivalent anthropomorphic phantom of the human striatum and head.

Although striatal imaging has special clinical relevance for brain dysfunctions, it was utilised here to simulate tumour imaging, each small compartment representing a tumour. Each striatal compartment was filled with $^{123}$I with an activity concentration ratio relative to the background, i.e. brain compartment, of 4.5, except for the left putamen compartment, which had a ratio of 2.2. Scanning of the phantom was performed after alignment of the striatum with the detector FOV (Figure 9.18).

Activity concentration ratios were estimated from the reconstructed images for each compartment of the striatum in relation to the background, and compared to the true ratios.

9.4.2 Results

Figure 9.19 shows the reconstructed image for the tomographic acquisition of the line source phantom. Analysing the transaxial plane, Figure 9.20 shows the estimated resolution as the...
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Figure 9.19: Reconstructed image of the tomographic acquisition with the line source phantom: transaxial (a) and axial (b) views.

Figure 9.20: Estimated resolution for the radial and tangential directions of the transaxial plane of the line source reconstructed images, with increasing distance from the centre. The variability in each plotted bar represents a reconstruction with a different number of iterations from 10 to 50. The darker coloured bars correspond to 50 iterations.

Figure 9.21 shows the reconstructed image for the tomographic acquisition of the cylindrical uniform phantom. In order to evaluate uniformity of the reconstructed image, Figure 9.22 shows the calculated CoV for a circle centred in the centre of the detector FOV with varying radii.

For the tomographic acquisition of the spheres phantom, Figure 9.23 shows the corresponding reconstructed image. For each sphere, Figure 9.24 shows the activity concentration estimated from the reconstructed data. Spheres 1 to 3 have values close to 6; spheres 4 to 6, close to 3; and sphere 7, close to 1.5.

For the tomographic acquisition of the Hoffman brain phantom, Figure 9.25 shows the
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Figure 9.21: Reconstructed image of the tomographic acquisition with the uniform phantom.

Figure 9.22: CoV calculated from the reconstructed images of the uniform phantom, for a circle region aligned with the centre of the FOV with increasing radius. The dashed line corresponds to the phantom radius.

corresponding reconstructed images. These images show some ring artefacts. However, the activity distribution in the brain is similar to that obtained with a standard SPECT.

Finally, Figure 9.26 shows the reconstructed images for the tomographic acquisition of the Alderson brain phantom. The estimated compartment-to-background activity concentration ratios are shown in Figure 9.27.

9.4.3 Discussion

Analysing the results for the experiments with the line source phantom, resolution improves with a higher number of iterations, but even for the lowest number of iterations utilised, the estimated resolutions are better than the target resolution of 10 mm at the centre of the FOV. As expected from the simulation work, resolution in the radial direction varies less than the one in the tangential direction, as the distance from the centre of the FOV
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![Reconstructed image of the tomographic acquisition with the spheres phantom. Spheres 1 to 7 have diameters 17, 14, 11, 17, 14, 11, 21 mm, respectively.](image1)

**Figure 9.23:** Reconstructed image of the tomographic acquisition with the spheres phantom. Spheres 1 to 7 have diameters 17, 14, 11, 17, 14, 11, 21 mm, respectively.

![Activity concentration estimated from the reconstructed images, for each of the seven spheres. The dashed lines correspond to the true activity concentration: 1.5 for sphere 7, 3 for spheres 4 to 6, and 6 for spheres 1 to 3.](image2)

**Figure 9.24:** Activity concentration estimated from the reconstructed images, for each of the seven spheres. The dashed lines correspond to the true activity concentration: 1.5 for sphere 7, 3 for spheres 4 to 6, and 6 for spheres 1 to 3.

For the uniform phantom, the estimated CoV is relatively constant up to a radius of 85 mm, measured from the centre of the data. Uniformity then degrades at the edge of the FOV.

In the case of the spheres phantom experiment, each reconstructed sphere has a round shape and it is placed in the corresponding position. Quantification of the activity concentration for each sphere is in good agreement with the relative set activity concentrations.

Reconstructed images of the Hoffman brain phantom indicate the system’s ability to image a realistic activity distribution. Note that the whole brain is not shown in the reconstructed images because it is larger than the detector’s FOV in the axial direction. Although there are some ring artefacts present in the reconstructed images, these could be
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Figure 9.25: Reconstructed image of the tomographic acquisition with the Hoffman brain phantom.

Figure 9.26: Reconstructed image of the tomographic acquisition with the Alderson brain phantom.

due to the fact the phantom is rotated. However, the final INSERT system is stationary, so the image quality could improve.

For the Alderson brain phantom experiment, the striatum is visible, as well as some ring
9.5 Conclusion

Experimental assessment of the prototype system was performed with a single-detector set-up, which has direct relevance to the final clinical INSERT system.

The prototype detector was evaluated for uniformity, linearity, count rate and energy resolution. Projection data show a good uniformity of the event-positioning, as well as a working linearity correction. The estimated photopeak count rate is 990 cps at a 20 % loss for the prototype detector, suggesting a count rate of around 40,000 cps for the final system. Energy resolution is close to 20 %, which is worse than expected, limiting the prototype camera ability to perform dual-radionuclide imaging. However, the clinical detectors have improved detector technology in comparison to the prototype detector, resulting in improved overall performance.

Regarding the performance comparison with the two prototype collimators, measurements of resolution and sensitivity indicate that the MSS collimator design achieves better sensitivity than the 8+4½-pinhole collimator for similar resolution. Therefore further tomographic performance evaluation was performed with the prototype MSS collimator.
Reconstructed images of the phantom measurements confirm the calibration procedure and reconstruction algorithm. For the experiments with the line source and uniform phantom, reconstructed resolution is better than the target one and good uniformity is achieved, respectively. Measurements with the spheres and the Alderson brain phantoms provide evidence of correct quantification from the reconstructed images. In addition to the acquisition with the Hoffman brain phantom, these images show an activity distribution similar to that obtained with a standard SPECT system, with visible brain structures. Although ring artefacts are present, these are expected to improve for the final INSERT system.

In summary, these experiments validate the proposed collimator design concept and its improved performance.
Chapter 10

Conclusion

10.1 Summary of Main Conclusions

There has been an increasing interest in the development of multi-modality medical imaging systems, especially those providing simultaneous acquisitions. These systems have the potential to obtain different types of information within the setting of a single examination, towards a more comprehensive diagnostic and/or follow-up of the patient.

The main goal of this thesis was to design adequate collimation for a SPECT insert system, in order to perform simultaneous SPECT/MR imaging of the human brain, based on high-resolution detectors and prioritising high sensitivity over high spatial resolution.

In Chapter 4, collimator design issues for a SPECT insert were addressed, namely the restricted space in the MRI bore and the limited angular sampling.

Different types of multi-pinhole and multi-slit slit-slat collimators were designed according to initial expected detector performance, and analytically compared in terms of performance. Additionally new concepts of collimation and system design were proposed to improve angular sampling, such as the half-pinhole and half-slit, and the rotation of one detector ring in regards to the other for the case of multi-pinhole systems. The impact of the use of minimal DOI information during reconstruction was also investigated.

When comparing the multi-pinhole and multi-slit slit-slat collimators, the former gives better reconstructed uniformity and transaxial resolution, while the latter gives better axial resolution and sensitivity. Moreover, the use of DOI information has the potential to improve the reconstructed image quality. Regarding the individual collimator configurations, the $2 \times 2$-pinhole and 2-slit slit-slat designs achieve the highest sensitivity, but have the disadvantage of a sub-optimal utilisation of the detector area. With these collimator configurations, the central region of the FOV would be imaged by the edges of the detector, where the intrinsic resolution degrades. As a result, the $5+2\cdot\frac{1}{2}$-pinhole and $1+2\cdot\frac{1}{2}$-slit slit-slat collimator designs
are preferable.

In Chapter 5, the design considerations of the previous chapter were further explored and a new concept of collimation was proposed: the multi-mini-slit slit-slat (MSS) collimator. The mini-slit is a short section of the slit component, and therefore arrays of mini-slits can be used to cover the object FOV with one detector, in contrast to the normal continuous slit in a standard slit-slat collimator. In order to improve angular sampling, each mini-slit array is also misaligned with the adjacent one. Additionally, the mini-slit aperture is located within the slats, allowing these to extend beyond the slit plane. As the resolution is fixed in both transaxial and axial directions, the slat spacing can be increased, resulting in a sensitivity gain. So the main advantage is allowing minification without compromising the slat length and maximising the use of space to optimise sensitivity. Finally, this design includes the half-apertures introduced in the previous chapter. An equivalent multi-pinhole design was devised, the $8+4 \cdot \frac{1}{2}$-pinhole collimator.

Three main topics of investigation were performed. First, the proposed designs were analytically compared to other multi-pinhole and multi-slit slit-slat collimator designs. Second, single-module prototype tungsten collimators were designed, in order to develop manufacturing techniques, test MR-compatibility and perform measurements with a single prototype detector. Third, collimation and system geometry were refined for the final INSERT system, based on a partial detector ring. This new geometry was suggested to allow more space for the MR head coil and patient opening, and to relax the space constraints for the system’s components in general.

For each type of collimation, the MSS and $8+4 \cdot \frac{1}{2}$-pinhole collimators show the best performance in analytical simulations, with the MSS collimator achieving higher efficiency compared to the $8+4 \cdot \frac{1}{2}$-pinhole collimator at the same resolution level. Hence, these collimators were re-designed as single-module prototype collimators. Due to the high efficiency, uniform axial coverage, high compactness, negligible interference with the MR operation, and easy manufacture, the MSS collimator was the selected design of choice for the final INSERT system. Finally, investigation on the effects of the partial ring geometry in the system performance showed that mainly transaxial resolution was reduced in the lower part of the FOV, where the detectors are missing, but axial resolution was not affected. As the main objective of the INSERT system is not lesion detection, but treatment follow-up, the tumour position is known and the patient’s head can be positioned into the FOV accordingly. Hence the partial ring geometry is a good compromise in terms of patient comfort, space for the components, and system performance. Taking this into consideration, the MSS collimator design was finalised for production.

In Chapter 6, a framework for performing and analysing Monte Carlo simulations of the INSERT system was developed using GATE. This allowed for the flexible testing of
different system designs and geometries with realistic SPECT data.

With the framework in place, three investigations were performed. Firstly, the system design was evaluated comparing results from simulations with the $8 + 4 \cdot \frac{1}{2}$-pinhole and MSS collimators, and with the complete and partial ring geometry. Secondly, the gamma shielding design was devised for the INSERT detector ring, considering possible interference due to the intrinsic activity of PET crystals from the PET/MR system and out-of-FOV activity. Finally, the final INSERT system design was simulated to assess performance.

When equipped with the MSS collimator, the INSERT system achieves similar estimated resolution as with the $8 + 4 \cdot \frac{1}{2}$-pinhole collimator, but with higher sensitivity. In relation to the ring geometry, simulations for the partial ring configuration confirm degradation of resolution for the region of the detector gap, however this can be partly compensated during reconstruction as shown in the previous chapter. Results for simulations with different shielding designs suggest that a lead shielding configuration with thickness of 6 mm-front, 2 mm-end, 3 mm-back, and 5 mm-lateral is ideal for the INSERT system, compromising penetration and weight/space limitations. With the appropriate shielding in place, performance evaluation of the final INSERT system design shows a volume sensitivity of $1.3 \times 10^{-4} \text{s}^{-1}\text{Bq}^{-1}$ and a resolution in the projection space close to 10 mm.

In Chapter 7, practical considerations regarding the installation of the single-detector prototype INSERT system at UCL were addressed.

The main actions carried out were assembly, integration and testing. In order to set-up a platform for SPECT acquisitions, the detection module and corresponding electronics, recirculating cooler, laptop and rotating stage were assembled in the laboratory. The different software platforms were integrated, and the processing of the acquired data into projections refined with experimental data. Test experiments were performed to assess the functioning, interaction, and integration of the different components and software, and to utilise the prototype system independently.

In Chapter 8, the impact of projection data minification in the calibration procedure, as opposed to magnification, was investigated and a practical framework for the geometrical calibration of the INSERT prototype system was developed using the prototype system previously introduced.

Simulated and experimental data of single pinhole and slit-slat systems with different magnification factors indicate that minification limits the precision of the estimated parameters in a model-based geometric calibration. Adapting this model-based geometric calibration for the calibration of the prototype system, a practical framework for the calibration of the MSS prototype collimator was developed and implemented. This framework takes advantage of the independent types of collimation along the transaxial and axial directions of the MSS prototype collimator. Calibration is achieved performing a number of independent
measurements with calibration phantoms, in order to estimate geometrical parameters that fully model the geometry of the system.

In Chapter 9, experimental assessment of the prototype system was performed with planar and tomographic measurements. First, the prototype detector was evaluated for uniformity, linearity, count rate and energy resolution. Then, the $8+4^{1/2}$-pinhole and MSS prototype collimators were compared in terms of experimental performance. Lastly, tomographic phantom experiments were performed to provide preliminary evidence of the prototype system’s tomographic performance.

For the detector evaluation, projection data showed a good uniformity of the event-positioning, as well as a working linearity correction. The estimated photopeak count rate was 990 cps at a 20% loss for the prototype detector, suggesting a count rate of around 40,000 cps for the final INSERT system. Energy resolution was close to 20%, which is worse than expected, limiting the prototype camera ability to perform dual-radionuclide imaging. However, the clinical detectors will have improved detector technology in comparison to the prototype detector, resulting in improved overall performance. Regarding the performance comparison with the two prototype collimators, measurements of resolution and sensitivity indicate that the MSS collimator design achieves better sensitivity than the $8+4^{1/2}$-pinhole collimator for similar resolution. For the tomographic experiments with the MSS prototype collimator, the reconstructed images confirm the calibration procedure and reconstruction algorithm. For the experiments with the line source and uniform phantom, reconstructed resolution is better than the target one and good uniformity is achieved, respectively. Measurements with the spheres and the Alderson brain phantoms provide evidence of correct quantification from the reconstructed images. In addition to the acquisition with the Hoffman brain phantom, these images show an activity distribution similar to that obtained with a standard SPECT system, with visible brain structures. Although ring artefacts are present, these artefacts are expected to improve for the final INSERT system. Finally, these experiments validate the proposed collimator design concept and its improved performance in relation to equivalent pinhole collimation.

Overall, whilst the resolution figures are consistent across the analytical, simulated and experimental estimations, there is a discrepancy for the sensitivity figures. Scaling the analytical sensitivity result to 20 detectors instead of 25 gives $2.24 \times 10^{-4}$ s$^{-1}$ Bq$^{-1}$. For the GATE simulations, sensitivity was $1.31 \times 10^{-4}$ s$^{-1}$ Bq$^{-1}$. For the tomographic experiment with a uniform phantom, sensitivity was $1.42 \times 10^{-4}$ s$^{-1}$ Bq$^{-1}$. Given these results, sensitivity measurements should be confirmed with more experiments to assess the source of error.

In summary, this thesis describes the development of a clinical brain SPECT insert for simultaneous operation inside a commercially available MRI system. Based on small high-resolution detectors and novel multi-slit-slat collimation, the clinical system design has
10.2 Suggested Future Work

In this thesis, a novel collimation and system design were proposed for the development of a clinical brain SPECT insert able to operate inside an MRI system, for simultaneous SPECT/MR imaging. Therefore, the main limitation of the work presented here is the absence of the final INSERT system for validation of the research findings.

It is expected that the final clinical INSERT system will be fully assembled soon after the submission of this thesis. By that point, the INSERT system will be a compact bench-top SPECT system, but still far from being ready to be utilised in a clinical environment. Therefore there is scope for further technical developments.

Considerations on the translation of the SPECT INSERT to clinical use and final system validation are addressed below as suggested future work.

Firstly, the performance of the INSERT system should be evaluated as a standalone SPECT system. This requires the refinement of the practical calibration procedures proposed in Chapter 8 and development of corresponding calibration phantoms for the final INSERT system, the development of standard quality control procedures that can be utilised for routine measurement, and the integration of associated software platforms for tomographic data acquisition, reconstruction and analysis. With these in place, phantom studies should be performed to determine system sensitivity, reconstructed spatial resolution, energy resolution, system count rate and reconstructed uniformity, as well as reproducibility of these results over time, in a similar fashion to the work presented in Chapter 9.

Secondly, the INSERT system’s MR-compatibility should be verified with measurements of SPECT performance with and without simultaneous MRI operation. On the other hand, MRI performance should be verified in the working presence of the INSERT system and compared to MR-only measurements.

In order to ensure meaningful simultaneous SPECT/MR data, both systems need to have the same frame of reference, thus specific multi-modality quality control should be developed with spatial alignment techniques.

Along with documentation showing compliance with safety regulations for ethics approval of human studies, a number of technical developments should be arranged for the clinical operation of the INSERT system. These include the manufacturing of a support system
10.3. Original Contributions

The main contributions of this thesis to the INSERT project and the field of Nuclear Medicine imaging can be summarised as follows:

- Development of a simple analytical model for multi-slit-slat and pinhole collimator optimisation, that addresses the trade-off between system resolution and sensitivity, and the geometrical and angular sampling constraints of a stationary insert SPECT system.

- Proposal of a novel collimation design and determination of collimator parameters based on sensitivity maximisation for a fixed system resolution.

- Design of prototype collimators for experimental testing.

- Confirmation of the analytical findings and refinement of system design using Monte Carlo simulations.

- Development and implementation of a framework for experimental validation of the collimator design and development of practical calibration procedures.

- Assessment of the geometrical calibration of the collimator and development of a practical calibration procedure using a prototype system.

- Experimental comparison and validation of the proposed collimation.

- Contribution to the design of the world’s first clinical SPECT/MRI system.

and a customised chair or bed for the use of the INSERT with patients, as a standalone SPECT. In the context of simultaneous SPECT/MR imaging, these developments include the manufacturing of a lifting system for installation of the INSERT system on the PET/MRI system, and a head rest for patient comfort. In addition, adaptation of the existing PET/MR bed should allow accurate manual positioning of the patient’s head inside the INSERT system.

Finally, the INSERT system should undergo clinical verification, with the performance of patient studies using the INSERT system as a standalone SPECT and as a simultaneous SPECT/MR system. Clinical performance of the INSERT system should also be compared to conventional brain SPECT, and a feasibility study should be designed to evaluate the INSERT’s ability to assess early response to treatment in brain tumour patients.

Other possible future work, in the context of multi-modality system development, relate to full system design integration for whole-body SPECT/MR imaging.
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Appendix A

GATE Diagrams

This appendix shows the hierarchy of the volumes defined in GATE to simulate the INSERT system based on the 8+4½-pinhole or MSS collimator.

For each of the two diagrams presented below, the arrows point from the parent volume to the child volume, using GATE jargon.

The LSOnotcoldAreaBlocki volumes correspond to the simulation of each PET crystal in the PET/MR system – simulated by the MRIbore volume.

Each photodetector of the INSERT ring corresponds to the SPECThead volume, where the detection module detector is simulated by a water volume cooling and a silicon volume SiPMlayer and the crystal by a CsI volume crystal.

Each collimator module of the INSERT ring corresponds to the SPECThead volume, which is divided into two volumes topPlate and bottomPlate, to be able to simulate different aperture angulations. Detail on the apertures is given in the legend of each collimator diagram.

The gamma shielding of the INSERT system is simulated by six different volumes:

- basePlate corresponds to BP shield;
- backshield corresponds to B shield;
- lateralShield1 and lateralShield2 correspond to the L shields of each edge-detector of the partial ring;
- frontShield corresponds to F shield;
- endShield corresponds to E shield.
Figure A.1: Diagram of the GATE volumes hierarchy for the INSERT system geometry based on the 8+4-½-pinhole collimator. Each pinhole aperture is defined by two trapezoidal volumes, one for the aperture opening to the detector (e.g. topPINHone) and one for the imaging FOV (e.g. PINHone).
Figure A.2: Diagram of the GATE volumes hierarchy for the INSERT system geometry based on the MSS collimator. Each slit aperture is defined by two trapezoidal volumes, one for the aperture opening to the detector (e.g. topCentralSLIT) and one for the imaging FOV (e.g. CentralSLIT). These apertures are repeated along the mini-slit, for the two different axial sections containing two (e.g. twoslitSLATS) or 1+2·½ (e.g. twoslitSLATS) mini-slits.
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