Deep residual networks for automatic segmentation of laparoscopic videos of the liver
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\textbf{ABSTRACT}

\textbf{Motivation}: For primary and metastatic liver cancer patients undergoing liver resection, a laparoscopic approach can reduce recovery times and morbidity while offering equivalent curative results; however, only about 10\% of tumours reside in anatomical locations that are currently accessible for laparoscopic resection. Augmenting laparoscopic video with registered vascular anatomical models from pre-procedure imaging could support using laparoscopy in a wider population. Segmentation of liver tissue on laparoscopic video supports the robust registration of anatomical liver models by filtering out false anatomical correspondences between pre-procedure and intra-procedure images. In this paper, we present a convolutional neural network (CNN) approach to liver segmentation in laparoscopic liver procedure videos.

\textbf{Method}: We defined a CNN architecture comprising fully-convolutional deep residual networks with multi-resolution loss functions. The CNN was trained in a leave-one-patient-out cross-validation on 2050 video frames from 6 liver resections and 7 laparoscopic staging procedures, and evaluated using the Dice score.

\textbf{Results}: The CNN yielded segmentations with Dice scores $\geq 0.95$ for the majority of images; however, the inter-patient variability in median Dice score was substantial. Four failure modes were identified from low scoring segmentations: minimal visible liver tissue, inter-patient variability in liver appearance, automatic exposure correction, and pathological liver tissue that mimics non-liver tissue appearance.

\textbf{Conclusion}: CNNs offer a feasible approach for accurately segmenting liver from other anatomy on laparoscopic video, but additional data or computational advances are necessary to address challenges due to the high inter-patient variability in liver appearance.
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\section{1. INTRODUCTION}

Liver resection is the main curative treatment for eligible patients with primary liver cancer and liver-only colorectal metastases, with over 2000 resections performed annually in the United Kingdom. Minimally invasive laparoscopic liver resections can result in shorter recovery times and lower postoperative morbidity compared to open procedures with equivalent curative results\textsuperscript{1}. There has been a widespread uptake of the laparoscopic approach for minor and non-complex liver resections. However, only a few centres have reported significant numbers of major or complex laparoscopic liver resections which implies that only a relatively small number of patients with more extensive disease have access to the potential advantages offered by a laparoscopic liver resection\textsuperscript{2,3}. This discrepancy is thought to be due, in part, to concerns about identifying major vascular structures and tumour margins, which is an essential step to avoid vascular injury and incomplete tumour resection.

Preliminary evidence from other anatomical locations (e.g. neurosurgery\textsuperscript{4}) suggests that combining anatomical models from pre-procedure imaging with intra-procedural imaging supports the localization of vasculature and tumors. This suggests that accurate registration of patient-specific vascular models from pre-procedure images\textsuperscript{5,6} to intra-procedural laparoscopic video may enable surgeons to avoid these structures and thus support the use of laparoscopic resection in a wider patient population.
Registration of a liver model (extracted from pre-procedure CT) to stereoscopic laparoscopic video by fitting the model to liver surface patches extracted using dense stereoscopic point correspondence has been demonstrated in pre-clinical porcine models. However, preliminary evaluation on video from human laparoscopic procedures suggested that surface patches extracted from non-liver anatomy limited the robustness of the registration. Recent algorithms for liver segmentation on laparoscopic video hold the potential to eliminate non-liver patches, but the sensitivity to parameter tuning was identified as a major weakness. Recent advances in convolutional neural networks (CNNs), in contrast, enable parameters to be learnt from image data directly. In this work, we present our preliminary findings on the application of CNNs to liver segmentation on laparoscopic video.

2. METHODS

Patients

We analysed laparoscopic video from patients undergoing liver resection (N=6) and staging laparoscopy (N=7) with informed consent and the approval of our institutional research ethics board.

Imaging

Laparoscopic video images were captured from a Storz TIPCAM 3D stereo laparoscope. Images were output in DVI format as a 1920×1080 pixel image representing left and right channels interleaved (effective 1920×540 pixels per channel). They were converted to SDI using an AJA ROI-DVI mini-converter, and grabbed using the NVIDIA Quadro SDI capture card. We simultaneously recorded video at 29.9 Hz, and tracking data at 40Hz using the NiftyTK software platform. The data were timestamped, recorded to a hard-disk during each procedure, and processed offline.

Reference standard

Two thousand and fifty laparoscopic video frames were segmented manually from the 13 intra-procedural videos. Because adjacent video frames can be highly correlated (decreasing their value for machine learning), video frames were selected at 50 or 100 frame intervals, manually excluding frames that showed highly similar views of the liver and highly similar textures, colours and shapes. Manual contouring was performed in NiftyIGI by a clinical research associate in General Surgery (C.S).

Deep learning architecture

The segmentation used a fully-convolutional neural network (illustrated in Figure 1), implemented using the Caffe deep learning framework. The network comprised a convolutional feature layer, four deep residual learning units, three parallel intermediate segmentation units with inputs at 3 different resolutions from the 2nd, 3rd, and 4th residual units; and a fusion layer to combine the intermediate segmentations.

The convolutional feature unit used 32 outputs and a 3×3 kernel. Each deep residual learning unit comprised a convolutional path (2 sets of pre-activation and 3x3 convolution layers, with the feature count doubled and the resolution halved by the first set) and a shortcut path (using identity shortcuts with 3×3 average pooling to preserve information from the previous layer and 3×3 projection shortcuts to increase the feature count). Each intermediate segmentation units comprised 2 sets of pre-activation and 3x3 convolution layers. The fusion layer upsampled the 2 lowest resolution segmentations and combined intermediate segmentations into a composite 81×21 pixel segmentation.

Each segmentation layer outputted the probability \( v_i \) that each pixel was liver tissue. The objective function (i.e. network loss) was a weighted sum of the per-pixel logistic loss \( -0.4 \cdot \log(v_i) \) for liver voxels and \( -0.6 \cdot \log(1 - v_i) \) for non-liver voxels) for each intermediate segmentation output and for the composite segmentation. The neural network was trained for 10,000 iterations, comprising a stochastic gradient descent step computed from a 20-image ‘mini-batch’, with weight-decay=4e-4, momentum=0.9, and learning rates starting at 1e-4 and halving every 1000 iterations.

Experimental design

In order to maximize the size of the training data, the network was trained using a 13-fold cross-validation: for each fold, all data from one from patient was excluded from training; the network was trained on data from the 12 remaining patients; and the segmentation accuracy was measured on data from the excluded patient. Segmentation was evaluated using 2 metrics: the Dice score for final results and a per-voxel accuracy metric (the average of the true positive and false positive rates), measured during the training process.
3. RESULTS

Segmentation performance

The median Dice score was 0.95; two illustrative examples with this median Dice score are shown in Figure 2. The median Dice score within each patient was \( \geq 0.95 \) for 9/13 patients; however, it varied considerably between patients with scores of 0.78, 0.89, 0.90, 0.94, 0.95, 0.97, 0.97, 0.97, 0.97, 0.97, 0.97, 0.97, and 0.98 calculated for each patient.

Figure 2: Two frames with the CNN’s median Dice score (0.95), with the reference standard (green) and the automatic segmentation (cyan) overlaid. The CNN distinguishes between liver and non-liver tissues with similar colours, suggesting the CNN is encoding textural information as well.
Qualitative analysis of the segmentations identified four common failure modes, illustrated in Figure 3: inter-procedure variability in liver appearance, automatic exposure correction, and pathological tissue which mimics the appearance of non-liver tissue. Inter-procedure variability in liver appearance may be caused by pathology (e.g., bile duct obstruction, fatty liver [steatosis] and liver cirrhosis), lighting, or camera calibration differences.

**Figure 3**: Four illustrative video frames, with the reference standard (green) and the automatic segmentation (cyan) overlaid, showing failure modes of the segmentation: minimal visible liver tissue (top left), inter-procedure variability in liver appearance (top right), automatic exposure correction (bottom left), and pathological tissue whose appearance mimics non-liver tissue (bottom right).

**Training**

Figure 4 shows the network loss and the accuracy of segmentation on the training and testing sets over the course of training; the testing accuracy showed higher final variability than the network loss and training accuracy suggesting that the lower performance on some patients reflects poor generalization.
4. DISCUSSION

This work demonstrated the feasibility of using convolutional neural networks to segment anatomy from laparoscopic video frames. Despite the small sample size and despite a data set chosen for its heterogeneity, the segmentation accuracy for the majority of frames was high. Further systems testing in the context of registering pre-procedural anatomic models to laparoscopic video is necessary to evaluate the system performance within the intraoperative setting. To support this clinical evaluation, the segmentation method and the Caffe deep learning framework have been integrated into the NifTK software platform and integration into a clinical laparoscopy system is ongoing.

The per-patient median Dice score was variable, in part due using 13 fold cross-validation yielding a less precise estimator than one using fewer folds; however, this enabled a larger training set which is critical for machine learning approaches that are sensitive to data size (e.g. deep learning). The lowest median Dice score (0.78) was for a patient with minimal visible liver tissue, partly because the Dice score is sensitive to small segmentation errors when reference areas are small. However, such errors have little clinical impact since good views of the liver are typically obtained before any resection activity. The next lowest Dice score (0.89) was for a staging laparoscopy on the only patient with liver congestion (due to biliary obstruction) resulting in an appearance not seen in the training set. Liver resections are typically performed on patients with healthy liver parenchyma on the surface of the organ, limiting the clinical impact of these errors.

The failure modes of the CNN suggest avenues for future research. In particular, frames with minimal visible liver tissue could be addressed by using image mosaics to expand the field of view. Pathological tissues might be addressed by expanding the training data set, but patient-specific calibration of CNNs (e.g. via Siamese networks or one-shot learners) may also improve generalization. Automatic exposure correction is helpful for clinicians but challenging for the CNN. This could be addressed by normalization in pre-processing or application-specific data augmentation.

5. CONCLUSIONS

Convolutional neural networks are a feasible approach for accurately segmenting liver from other anatomy on laparoscopic video, yielding median Dice scores $\geq$0.95. Additional data or computational advances are necessary to address the high inter-patient variability in liver appearance.
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