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Abstract

In this Ph.D. project, I introduce a new computational methodology, based on (time-dependendent) Density Functional Theory (TD-DFT), in order to determine if a molecule, here a conjugated oligomer, has the required photochemical properties to drive thermodynamically one or both water splitting half-reactions. This new approach takes electronic excitations into account rather than only relying on a static HOMO-LUMO description of the electronic structure, and therefore provides a more rigorous prediction of relevant thermodynamic potentials than ground-state DFT alone; it offers a relatively quick way of consistently screening for new photocatalysts for solar-driven water splitting.

Using this computational framework, I investigate the optical properties of oligo($p$-phenylene), one of the simplest conjugated oligomers imaginable, as well as its thermodynamic potentials, relevant to the splitting of water into molecular hydrogen and oxygen. I then validate the methodology by confronting it to experimental data, before applying it to a wide range of conjugated oligomers, to determine whether or not they could be promising photocatalysts for water splitting, be it for the production of molecular hydrogen, oxygen gas, or both. In particular, I expose the reasons for the experimental lack of overall water splitting usually observed, and more particularly, the inability of many materials to oxidise water.

Aside from purely photocatalytic considerations, I also discuss the optical properties of those oligomers and polymers, as they are tightly linked to their photocatalytic performance, with a particular emphasis on $p$-phenylene. I consistently study its three main isomers in order to shed some light into the relationship between their molecular structures and absorption/fluorescence spectra, and find the origin of the dramatic difference in the features exhibited by the latter, using a single computational approach, which, to the best of my knowledge, has never been done before.
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CHAPTER 1:
Introduction

In this chapter, I will introduce the concept of photocatalytic water splitting, and specify the constraints that this process imposes on a photocatalyst. I will then describe the general properties of inorganic photocatalysts, as well as those of conjugated polymers, and their advantages over inorganic semiconductors. Next, I will introduce and present the different polymeric materials studied throughout this project. Finally, I will sum up the main challenges and objectives of my project.

Some of the content of this chapter has been taken from part of the following published work:

1.1. Photocatalytic water splitting

Photocatalytic water splitting refers to the splitting of water into molecular oxygen (O₂) and hydrogen (H₂) using natural or artificial light. Solar-driven water splitting holds particular interest since it uses clean, renewable, inexpensive and readily available resources to produce molecular hydrogen, one of the key starting materials used in the chemical industry, as well as a potential automotive fuel (fuel cells).

Currently, fossil fuels amount to about 90% of energy worldwide, leading to the emission of greenhouse gases including carbon dioxide, which is a top-priority global issue. There are several alternative energy sources, among which hydrogen, an advantageous fuel due to its availability from various sustainable sources, high energy yield, environmental friendliness, and high storage capacity. However, using hydrogen as an alternative source of energy has some drawbacks, e.g. the extra costs associated with compressing it before storage, the dangers associated with the concurrent production of hydrogen and oxygen gases and the costs of separating those two gases, and the limited infrastructure available for the widespread distribution of hydrogen fuel.

Theoretically, only water, solar energy (renewable, free, and virtually unlimited) and a photocatalyst are needed, as described below. In practice however, the use of cocatalysts and/or sacrificial reagents is almost always required experimentally.

In a naive picture, when light irradiates a photocatalytic molecule or particle, a photon of sufficient energy can promote an electron from the highest occupied molecular orbital (HOMO, in the case of molecules, or top of the valence band (VB) in the case of materials) to the lowest unoccupied orbital (LUMO for molecules, or bottom of the conduction band (CB) for materials). It creates an electron-hole pair that can either recombine or take part in the water splitting half-reactions (see Figure 1.1).
Figure 1.1: (a) Main processes in photocatalytic water splitting\(^2\): (i) photon absorption, (ii) electron-hole pair creation, (iii) undesirable recombination, (iv) migration to reaction sites, and (v) surface redox reactions. (b) Excitation of an electron from a material’s valence band (VB) to its conduction band (CB).

Note: this scheme shows a naive picture of the photocatalytic processes involved in water splitting; in reality, as will be discussed in Chapter 3, it is much more complicated.

The electron (\(e^-\)) and the hole (\(h^+\)) respectively take part in two half-reactions: the reduction of protons into molecular hydrogen, and the oxidation of water into molecular oxygen.

\[
\begin{align*}
2H^+_{\text{(aq)}} + 2e^- & \rightleftharpoons H_2(g) \quad \text{(A)} \\
O_2(g) + 4H^+_{\text{(aq)}} + 4e^- & \rightleftharpoons 2H_2O(l) \quad \text{(B)}
\end{align*}
\]

In practice however, as will be discussed later, the use of co-catalysts (typically platinum, palladium or ruthenium) is needed to aid the reduction of protons into molecular hydrogen and the oxidation of water into molecular oxygen, at the photocatalytically active sites. In addition, since it is notoriously difficult to achieve overall water splitting (i.e. drive both the hydrogen and oxygen producing reactions concurrently), one usually focusses on only one of these half-reactions; sacrificial electron donors (SED, i.e. hole acceptors that will be oxidised instead of water, such as methanol or triethylamine) are typically used to trigger hydrogen production, and sacrificial electron acceptors (SEA, i.e. hole donors, that will be reduced instead of protons, e.g. Ag\(^+\) or Ce\(^{4+}\) salts) to trigger the oxygen production.

The experimental potentials of proton reduction and water oxidation relative to the standard hydrogen electrode are respectively 0 eV and -1.23 eV under standard conditions. For these reactions to occur successfully, there are several constraints...
on the photocatalyst. The conjugated polymer must have: (i) a fundamental gap\(^3\) larger than 1.23 eV, which corresponds to the difference in energy between the proton reduction and water oxidation potentials, (ii) an optical gap\(^3\) smaller than approximately 3.5 eV, so that it can absorb visible photons (at wavelengths larger than approximately 350 nm), and (iii) HOMO/LUMO levels (in the molecular case, or VB/CB positions when considering materials) that “straddle” the potentials of proton reduction and water oxidation (see Figure 1.15).

Additionally, the photocatalyst should allow for facile exciton dissociation and electron-hole separation, have a low overpotential for the desired redox reactions, and be stable under illumination and redox conditions.

![Figure 1.2: Scheme outlining the required properties that a photocatalyst must have to drive water splitting.](image)

In other words, the energy of the electron-donating excited state must be above the hydrogen-producing half-reaction potential, while the electron-accepting ground state must be below the oxygen-producing half-reaction potential. More details about the photocatalyst’s optical gap, fundamental gap, and standard reduction potentials (intuitively similar to the HOMO/LUMO and VB/CB notions) will be given in the following chapters, especially in Chapter 3.

Experimentally, the electrolysis of pure water also requires excess energy in the form of overpotential to overcome various activation barriers; without this, the splitting would occur very slowly or not at all. This is in part due to the limited self-ionisation,
and the very low conductivity of pure water. The required overpotential for the oxidation of water is expected to be slightly larger than the overpotential for proton reduction, due to the fact that the former reaction involves the transfer of 4 electrons through several steps, whereas the latter is a more straightforward, 2-electron reaction. In practice, a promising photocatalyst will have a LUMO/CB level at least 0.5-0.7V above (more negative) than the proton reduction level, and a HOMO/VB level at least 0.8-1.2V below (more positive) than the water oxidation level.

1.2. Inorganic photocatalysts

Inorganic photocatalysts are semiconductor materials, i.e. which electrical conductivity lies between that of an insulator and of a conductor. Their conducting properties can be altered via the controlled introduction of small amounts of impurities or defects (doping), making them either electron-rich (n-type) or electron-poor (p-type), or by applying an electrical field, or light. Their introduction revolutionised the field of electronics in the late 1940s (e.g. diodes, transistors), and more recently, they found applications as photocatalysts.

To achieve water splitting, inorganic photocatalysts such as metal oxides, sulphides, and nitrides have been employed, in which high crystallinity and small particle size are desired to minimize the recombination of photo-generated electrons and holes. Indeed, following the discovery by Fujishima, Honda and co-workers, in 1969, that a TiO$_2$ photoanode (that uses a combination of light and electrical bias) could catalyse the splitting of water, the search for water splitting catalysts focussed primarily upon inorganic systems (e.g. besides TiO$_2$; Zn$_{1.44}$GeN$_{2.08}$O$_{0.38}$ (ref. 8) and TaON$^9$). Many of those systems show promising alignment of their conduction and valence bands with respect to the two water-splitting half-reactions (see Figure 1.3).
To minimize the band gap in order to absorb visible light, while maintaining suitable band positions, several methods have been attempted. Several possible dopants have been studied by first principles computations. For instance, doping with cations of elements such as V, Mn, Fe, and Co, or with anions of C, N, P, and S, as well as co-doping strategies have been studied by Density Functional Theory (DFT) for TiO$_2$. Similar investigations have also been carried out for other photocatalysts, e.g. ZnO, WO$_3$, and SrTiO$_3$. Anion doping or co-doping have been shown to reduce the band gap, sometimes significantly (although anion doping into oxides is challenging in practice), while cation doping exhibits very limited band gap reduction.

One of the main strengths of inorganic photocatalysts is their typically low exciton binding energies, and the possibility to achieve high charge carrier mobility, allowing for facile bulk charge separation and transport.
1.3. Conjugated oligomers and polymers

Organic conjugated polymers and oligomers are mostly semiconductors, where conductivity is achieved by the movement of charge carriers: π electrons, and holes (absence of electrons). In such polymers, the molecular backbone is constituted of sp² hybridised atoms, with alternating single and multiple bonds. The electrons are assumed to be delocalised and to relatively freely "circulate" via the overlap of π orbitals.

In most organic semiconductors, the intermolecular forces are too weak to form 3D crystal lattices, which is fundamentally different to crystalline inorganic semiconductors, where the individual LUMOs and HOMOs form a CB and a VB throughout the material. Consequently, in conjugated oligomers and polymers, the molecular LUMOs and HOMOs do not interact strongly enough to form a CB and VB. Thus charge transport proceeds by hopping between localised states, rather than transport within a band. This means that charge carrier mobility in organic and polymeric semiconductors are generally low compared to inorganic semiconductors. Also, charge separation is more difficult in organic semiconductors due to the low dielectric constant. In many inorganic semiconductors, photon absorption produces a free electron and a free hole, whereas the excited electron is bound to the hole (at room temperature) in organic semiconductors.

Conjugated polymers are a fascinating class of materials. They are lightweight and can absorb light. Their main advantages over inorganic semiconductors are their flexibility and transparency, since they are usually amorphous (which gives them great potential for new display technologies), ease of manufacture (e.g. roll printing on large surfaces), disposability, environmental friendliness (based on earth-abundant elements), and low cost. Moreover, conjugated polymers offer a diverse synthetic modularity, which allows their electronic and structural properties to be tailored without doping, although doping can be a viable strategy. They can be produced over a continuous range of monomer compositions, thus achieving systematic control over physical properties. Organic conjugated polymers
thus offer the long-term vista of solution-processable photocatalysts that can be optimised through exploiting the unrivalled synthetic versatility offered by organic chemistry.

Those materials are found in a wide variety of applications, ranging from photocatalysis to organic light-emitting diodes, organic solar cells, and supercapacitors. In this project, the focus will be on their application as photocatalysts for solar water splitting.

Organic semiconductors have received much attention since 1985, when Yanagida and co-workers\textsuperscript{23} demonstrated that an organic conjugated polymer, poly($p$-phenylene), could successfully catalyse the proton reduction half-reaction (see section 1.1, reaction (A)) under ultraviolet light, like many inorganic semiconductors reported before, greatly widening the scope of possible photocatalysts. However, until recently, the progress of research into polymeric water splitting catalysts was very slow compared with that of their inorganic analogues, possibly due to perceived stability issues. This all changed in 2008 with the discovery by Antonietti and co-workers\textsuperscript{24} that carbon nitride polymers could act as a photocatalyst for both the proton reduction and water oxidation half-reactions (see next section), although, until very recently\textsuperscript{25-26}, not concurrently. Since this report, there has been a steady stream of publications on polymer systems for photocatalytic water splitting, including (doped) carbon nitrides,\textsuperscript{27-34} poly(azomethine),\textsuperscript{35} polyimides,\textsuperscript{36} and polymeric disulfides.\textsuperscript{37}

1.3.1. Linear conjugated polymers

This project will mainly focus on linear conjugated polymers. Specifically, I will first investigate the optical properties and the water splitting potential of poly($p$-phenylene) (PPP, see Figure 1.1) and other related polymers. PPP, also known as poly(1,4-phenylene), is recognised as a useful high-performance polymer due to its thermal and chemical stability and its electrical and optoelectronic properties; it is used in light-emitting devices\textsuperscript{38-39} and was one of the first polymers to be reported
to catalyse the reduction of protons into molecular hydrogen, under ultraviolet light irradiation.\textsuperscript{23,40}

\begin{figure}
\centering
\includegraphics[width=0.2\textwidth]{PPP_structure.png}
\caption{Molecular structure of PPP.}
\end{figure}

Other simple linear conjugated polymers can be created by replacing carbon atoms by heteroatoms in the aromatic ring of PPP. I will focus on some nitrogen, oxygen, and sulphur-containing polymers (see Figure 1.2) that are widely described in the literature, for applications in photocatalysis, but also in organic photovoltaic or display technologies.

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{polymer_structures.png}
\caption{Molecular structures of polypyridine (PPyri), polypyrimidine (PPyrim), polypyrazine (PPyra), polyfuran (PFur), polythiophene (PT) and polypyrrole (PPyrr).}
\end{figure}

Most molecular chains presented above are not planar. For example, in the case of PPP, two consecutive phenylene building blocks form a dihedral angle of approximately 30 to 40 degrees, in its electronic ground state, according to DFT calculations. Some others, however, are overall flatter, since they comprise fewer hydrogen atoms on their aromatic rings, hence decreasing the steric hindrance and favouring planarity (\textit{e.g.} some pyrimidine and pyrazine polymers).

In addition, in Chapter 5, I will study the effect of purposefully\textsuperscript{41} planarising and rigidifying some phenylene-containing linear chains. In the case of PPP, rigidity and planarity can be increased by introducing a phenylene linker between every other phenylene unit, resulting in the creation of fluorene motifs (see Figure 1.3 for the structure of polyfluorene). In this project, fluorene-\textit{co}-phenylene chains (hereafter
referred to as Fl-Ph), as well as other fluorene-type copolymers (obtained by planarisation via the introduction of other linkers, such as heteroatoms, e.g. sulphur, or functional groups, e.g. amino or sulfone) will be investigated (see Figure 1.4 for the 3D structures of selected “planarised” oligomers, and Figure 1.5 for details about the chosen nomenclature).

*Figure 1.6: Molecular structure of polyfluorene (PF).*

*Figure 1.7: B3LYP optimised ground state structures of Fl-Ph-12 (left side) and DBT sulf-Ph-12 (right side), both containing 12 phenylene moiety equivalents.*

*Figure 1.8: Structures of the planarised fluorene-type oligomers studied. For simplicity, the oligomers or polymers corresponding to $X = \text{CH}_2$, NH, S and SO$_2$ will be referred to as Fl-Ph, Cz-Ph, DBT-Ph and DBTsulf-Ph respectively. The numbers in bold correspond to the number of phenylene moiety equivalents.*
1.3.2. Carbon nitride materials

Aside from simple linear conjugated polymers, I will also introduce some larger linear or 2D polymeric materials based on carbon nitride. Carbon nitrides, with general formula \((\text{C}_n\text{N}_m\text{H})_n\) were first reported by Berzelius in 1830, and named melon (see Figure 1.6) a few years later by von Liebig, in 1834.\(^{42}\) Since then, many related materials have been synthesised, including melem (see Figure 1.6) and high molecular weight polymers.

This class of materials sparked a surge of interest in the late 2000s, when Antonietti and co-workers\(^{24}\) reported that carbon nitride polymers could act as photocatalysts, under certain conditions, for the reduction of protons and the oxidation of water. Since then, a steady stream of publications have appeared, recently culminating in the report of two extremely promising carbon nitride materials\(^ {25-26}\) that can catalyse the overall splitting of water.

However, the exact structure of carbon nitride is still poorly understood. While the structures of low-molecular-weight carbon nitride were elucidated (relatively recently\(^ {43}\)), it is not the case for their polymeric counterparts. Those high-molecular versions of carbon nitride, structurally very complex, might be based on triazine or heptazine motifs (see Figure 1.7), linked together in various proportions through -NH- bridges to form linear chains, through single 3-coordinated nitrogen atoms to form flakes with a structure resembling graphite (graphitic carbon nitride, or g-CN) or a mix of the two\(^{44}\) (see Figure 5.16 in Chapter 5). Moreover, high-molecular-weight carbon nitride is notoriously difficult to characterise; it is often amorphous.
or poorly crystallised, and adsorbs water, making characterisation via X-ray
diffraction and elemental H/C content analysis, respectively, very challenging.

\[
\begin{align*}
\text{Figure 1.10: Molecular structures of triazine (left side) and heptazine,}
\text{ or tri-s-triazine (right side).}
\end{align*}
\]

Since the exact atomic structure of the amorphous/semi-crystalline carbon nitride
samples used in water splitting are poorly known, calculations are hence performed
on cluster models representative of different possible material structures. Carbon
nitride oligomers are modelled as single molecular clusters (as opposed to periodic
materials), as are the PPP oligomers presented in the previous section. Such clusters
are made of linear arrangements of either triazine or heptazine motifs \(i.e.\) fragments
of melon in the latter case, see Figure 1.8), or built as single, relatively small flakes
of graphitic carbon nitride (see Figure 1.9).

\[
\begin{align*}
\text{Figure 1.11: DFT optimised 3D structures of selected linear heptazine chains.}^{44} \text{ F or H}
\text{ refer to the “flat” or “helical” shape of the structures.}
\end{align*}
\]
Figure 1.12: DFT optimised 3D structures of selected graphitic carbon nitride “flakes” composed of heptazine motifs.\

The validity of such models was jointly assessed in previous work from the Zwijnenburg group by Butchosa and co-workers,\(^4^4\) who used a TD-DFT-based approach to predict the optical properties (absorption spectra and absorption onsets) of carbon nitride oligomeric clusters, before comparing them to experimental data. Our group’s effort to investigate optical properties in order to shed some light on those materials’ molecular structure was motivated by the observation\(^2^4\) that, during polymer synthesis, changing the temperature (and thus, the final structure of the polymer) affects UV-Vis absorption spectra. Overall, experimental results have been successfully reproduced, which suggests the validity of those models, except for graphitic triazine-based frameworks, whose result discrepancy has been attributed to the presence of nitrogen vacancies in the experimental samples.\(^4^4\)

### 1.3.3. Conjugated Microporous Polymers

Conjugated microporous polymers (CMPs) are a fascinating class of materials. They combine the features and properties of both microporous materials (high porosity and surface area) and conjugated polymers (light absorption, photoluminescence, photocatalysis). CMPs present very valuable features: their pore size and gas sorption properties can be tuned, and their fluorescence energy and optical gap can be varied to a large extent by statistical copolymerization\(^4^5\). Several types of CMPs, including phenylene\(^4^5^-^5^0\), pyrene\(^4^5, \, S^1\) (see Figure 1.10), and carbon nitride based
materials\textsuperscript{32, 37, 52}, have been successfully synthesised, and have been shown to exhibit visible light absorption and fluorescence properties.

![Figure 1.13: Molecular structure of pyrene.](image)

Phenylene- and pyrene-based CMPs are mainly synthesised via metal-catalysed coupling reactions (Yamamoto\textsuperscript{53}, Sonogashira-Hagihara\textsuperscript{54}, or Suzuki\textsuperscript{55}), using only one (the resulting material is a homopolymer) or several distinct monomers (copolymer). In this project, the CMPs of interest will be modelled as ring clusters, comprising several “corners” or vertices, consisting of phenylene or pyrene moieties, attached together through phenylene bridges or “linkers”. The monomers used for synthesis typically consist of 1,2,4,5-tetrabromobenzene and 1,3,6,8-tetrabromopyrene for the two possible vertex types, and of 1,4-benzenediboronic acid for the linkers\textsuperscript{45, 51} (see Figure 1.11). They yield a wide range of CMPs (phenylene homopolymers or pyrene-phenylene copolymers) with ortho- or para-substituted phenylene units, and 1,3- or 1,8-substituted pyrene units. Those materials are typically amorphous. Because they can comprise small rings, dendrimers, or extended three-dimensional networks, characterising them can be challenging, hence the need to take such structural features (strained rings) into account in the models.

![Figure 1.14: Monomer structures: 1,4-benzenediboronic acid (1), 1,2,4,5-tetrabromobenzene (2) and 1,3,6,8-tetrabromopyrene (3).](image)
In line with the pyrene models used in M. A. Zwijnenburg’s study\textsuperscript{51}, and in order to be consistent with the monomers used during synthesis, phenylene and pyrene-phenylene CMPs will be modelled as clusters of ring-sizes 4 to 6 (containing respectively 4 to 6 phenylene or pyrene vertices, and 4 to 6 phenylene linkers). Two different isomers will be taken into account (referred to as “short” when phenylene and pyrene corners are linked through the 1,2 and 1,3 positions, respectively, and “long” when phenylene and pyrene corners are linked through the 1,3 and 1,8 positions, respectively, see Figure 1.12). Additionally, across a range of possible conformers, the ones with lowest energy will be considered. The cluster models will therefore be either entirely composed of phenylene units, or in the case of pyrene-phenylene, comprise 50% phenylene (all linkers) and 50% pyrene (all vertices).

Previous research by M. A. Zwijnenburg\textsuperscript{51} showed that pyrene oligomers and polymers display in practice a much smaller absorption and fluorescence shift with chain length than other conjugated polymers such as \textit{para}- and \textit{ortho}-polyphenylenes. In later investigations, Zwijnenburg and co-workers\textsuperscript{56} rationalised the difference in absorption and fluorescence spectra, between insoluble pyrene CMPs and their linear or branched soluble counterparts, by the presence of strained closed rings in the network. This allows one to link the absorption and fluorescence spectra of polymers with information about their underlying molecular topology, and justifies our group’s choice to model those CMPs as ring clusters.
Figure 1.15: DFT optimised 3D structures of the lowest-energy conformers for selected ring clusters. Atoms represented as blue spheres indicate where the rings would connect to the rest of the amorphous CMP network. "B" stands for phenylene vertices, "P" for pyrene vertices. The "L" and "S" subscripts respectively indicate long and short orientation of the vertices.

Another type of related materials, halfway between CMPs and carbon nitrides, will also be studied: covalent triazine frameworks (CTFs). CTFs are particularly relevant to water splitting thanks to their unique properties, as they combine typically high surface areas, being microporous, and promising photochemical properties, being fluorescent. Moreover, like many other polymers, they possess a high synthetic versatility, as their chain length, molecular weight, pore size and chemical structure can be tuned to achieve target (photocatalytic) properties. Besides ring-containing CTFs, already well described in the literature (e.g. CTF-0, CTF-1, and CTF-2)\textsuperscript{59-60} other planar CTF clusters will be modelled (see Figure 1.13), built with alternating triazine and phenylene motifs, in a dendrimeric fashion.
Figure 1.16: DFT optimised 3D structures of selected CTF clusters: TP3 (1), PT2P4 (2), TP3T3P6 (3) and PT2P4T4P8 (4). The nomenclature reflects the dendrimeric nature of the molecules: T and P stand for triazine and phenylene, respectively.
1.4. Objectives of this Ph.D. project

This project focuses on the application of quantum chemical methods to model excited state processes in conjugated oligomers and polymers. It aims at understanding and optimising those properties of conjugated polymers that underlie their use in solar cells and as photocatalysts for renewable hydrogen and oxygen production, by photocatalytic water splitting.

The main goal of this Ph.D. project is to develop a robust computational methodology to calculate target properties of polymeric photocatalysts, and then use this methodology to screen for promising candidate photocatalysts for water splitting, i.e. either find which materials are theoretically the most adequate, or eliminate the ones that are predicted to be ineffective. Those predictions will be confronted to experimental data from the literature, and to the experimental results of our close collaborators at the University of Liverpool (the group of Prof. Andy Cooper61).

By combining theoretical calculations using (time-dependent) Density Functional Theory62-64 and other excited-state methods, with spectroscopic and catalytic experiments carried out by our collaborators, one can explore the relationship between the structure and properties of conjugated polymers. The use of theoretical methods to predict the optical properties of conjugated polymers will enable us to extract information unattainable by experiment alone, and to suggest new polymers for experimental screening. Indeed, the use of a computational approach is mainly motivated by the fact the materials of interest are relatively straightforward to synthesise, although the same does not necessarily hold for the precursors, but notoriously challenging to characterise. Indeed, the properties of polymers synthesised in different batches may vary, which, coupled to delicate characterisation, can result in a lack of meaningful and repeatable results.

In the next chapter, I will lay the theoretical foundations by introducing (TD-)DFT and all other methods or frameworks used. In Chapter 3, I will describe the
computational method used throughout this project, and apply it to poly(p-phenylene). In Chapter 4, I will validate this methodology by comparing the yielded results to experimental data, before applying it, in Chapter 5, to a wide range of polymeric systems, and examining their relative photocatalytic performances. Then, in Chapter 6, I will come back to our original polymer, PPP, and discuss the origin of the dramatic difference in optical properties by exploring the structure of its different isomers. Finally, Chapter 7 will summarise my results and findings, and offer a perspective on the use of theoretical tools to model the use of polymeric materials for photocatalytic water splitting.
1.5. References
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CHAPTER 2:
Theoretical foundations

In this chapter, I will lay the foundations of the thesis by introducing the theoretical frameworks used throughout my project. I will first present Density Functional Theory (DFT), the main computational quantum mechanical modelling method of choice here, that is particularly valuable to investigate the electronic structure of atoms and molecules. I will explain how the theory was constructed over time, and how several key insights led it to become one of the most powerful and routinely used computational methods. I will then outline the functionals and basis-sets needed within its framework. Second, I will describe time-dependent DFT (TD-DFT), a crucial extension of DFT that enables one, among other things, to calculate the electronic structure of atoms and molecules in their excited state. Third, I will briefly outline an additional computational method, coupled-cluster, or more precisely the approximate coupled-clusters singles-and-doubles method (CC2), that involves a completely different approach to modelling the electronic structure, and is hence very complementary to (TD-)DFT. Fourth, I will discuss the conductor-like screening model (COSMO), a solvation model that that will be particularly useful to model the effect of the chemical environment. Finally, I will explain the methodology used to carry out conformational searches, which is crucial in order to find the molecular structures of relevant conformers before DFT optimisation.
2.1. Density Functional Theory (DFT)

The ultimate goal of most quantum chemical approaches is to find the ground-state energy of non-relativistic electrons for arbitrary positions of nuclei, within the Born-Oppenheimer approximation\(^1\). The direct approach to treat this problem is to solve the time-independent, non-relativistic electronic Schrödinger equation:

\[
\hat{H}_{\text{elec}} \Psi_{\text{elec}}(\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_n) = E_{\text{elec}} \Psi_{\text{elec}}(\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_n)
\]

where:

- \(\Psi_{\text{elec}}\) is the many-body wavefunction describing the electronic state of the system, depending on 3N spatial coordinates \(\{\vec{r}_i\}\) and N spin coordinates \(\{s_i\}\), which are collectively termed \(\vec{x}_i\) (with \(\vec{x}_i = \vec{r}_i \cdot s_i\)),
- \(\hat{H}_{\text{elec}} = \hat{T} + \hat{V}_{\text{Ne}} + \hat{V}_{\text{ee}}\) is the electronic Hamiltonian, containing the total energy of the electrons (\(\hat{T}\) denotes the kinetic energy operator; \(\hat{V}_{\text{Ne}}\) and \(\hat{V}_{\text{ee}}\) the potential energy operators, respectively for the nuclear-electron attraction, and the electron-electron repulsion).

Solving this equation is an exceedingly difficult task, whose computational cost scales exponentially with the number of electrons. For instance, just to store the ground state of the oxygen atom, \(\Psi_{\text{elec}}\) would depend on 24 coordinates, three for each of the eight electrons, disregarding spin. Considering only ten grid-points for each coordinate, one would need \(10^{24}\) numbers to represent this wavefunction\(^2\). Therefore, a method such as Density Functional Theory that can yield interesting quantities, namely the ground state energy of a system, bypassing the need to calculate \(\Psi\), is extremely attractive. In DFT, one writes the ground state energy in terms of the electron density \(\rho(\vec{r})\) (defined by the probability of finding any electron in the volume \(d^3\vec{r}\) around \(\vec{r}\)) instead of the wavefunction \(\Psi\).
2.1.1. Thomas-Fermi model

The first attempts to employ the electron density rather than the wavefunction date back to 1927, with the work of Thomas\textsuperscript{3} and Fermi\textsuperscript{4}. Their approach was based on approximating the kinetic energy $T^{TF}$ using a quantum statistical (fictitious) model of a uniform, non-interacting, spin-unpolarised N-electron gas of density $\rho(\vec{r})$, while treating the other two contributions to the total energy, $E_{\text{ne}}$ and $E_{\text{ee}}$, in a purely classical way:

\begin{align}
T^{TF}[\rho(\vec{r})] &= \frac{3}{10} (3\pi^2)^{\frac{2}{3}} \int \rho^\frac{5}{3}(\vec{r}) d\vec{r} \\
E_{\text{ne}}[\rho(\vec{r})] &= -Z \int \frac{\rho(\vec{r})}{|\vec{r}|} d\vec{r} \\
E_{\text{ee}}[\rho(\vec{r})] &= \frac{1}{2} \int \int \frac{\rho(\vec{r}_1)\rho(\vec{r}_2)}{|\vec{r}_1 - \vec{r}_2|} d\vec{r}_1 d\vec{r}_2
\end{align}

This extremely crude approximation gives roughly correct energies (errors about 10\% for many systems\textsuperscript{5}) but is not nearly good enough for most properties of interest (for instance, molecules do not bind in this model\textsuperscript{6}). However, it provides for the first time a way of mapping the electron density to the energy, without any other information required. The Thomas-Fermi energy is the first example of a genuine density functional, as $E^{TF}[\rho(\vec{r})]$ is a functional of the density $\rho(\vec{r})$. 

\begin{align}
\rho(\vec{r}) &\geq 0 \quad \text{and} \quad \int \rho(\vec{r}) d\vec{r} = N
\end{align}
2.1.2. Hohenberg-Kohn theorems

It is only in 1964, nearly 40 years later, that Hohenberg and Kohn\(^7\) gave a rigorous proof that such a mapping between the electron density and the ground state energy of the electrons was physically justified. They showed that the solution of the many-body problem could be found, in principle, from a density functional.

The first Hohenberg theorem states that the ground-state density \(\rho(\vec{r})\) uniquely determines the external potential \(V_{\text{ext}}(\vec{r})\) (which includes \(V_{\text{nuc}}(\vec{r})\) and hypothetical external electromagnetic fields) felt by the electrons, up to an arbitrary constant. It follows that the density completely and uniquely determines the Hamiltonian, which in turn defines the ground state energy, and all other properties of the system.

In the absence of additional external electromagnetic field, the external potential is fully defined by the attraction to the nuclei. Since the ground state energy \(E_0\) is a functional of the ground state density \(\rho_0\), so are its individual constituents, and it follows that:

\[
E_0[\rho_0] = \int \rho_0(\vec{r})V_{\text{ext}}(\vec{r})d\vec{r} + \mathbf{T}[\rho_0] + E_{\text{ee}}(\rho_0)
\]  \hspace{1cm} (6)

where the first integral is the only system-dependent part, and the second part, \(\mathbf{T}[\rho_0] + E_{\text{ee}}(\rho_0)\), also called \(\mathbf{F}_{\text{HK}}[\rho_0]\) is the \textit{Hohenberg-Kohn functional}, a universal functional (\textit{i.e.} unique and valid for any possible system).

If this universal functional (also known as the “holy grail” of DFT) was known formally, one would be able to solve the Schrödinger equation exactly, for any system. Unfortunately, it is not the case, as it contains the functional for the kinetic energy and for the electron-electron interaction, which are completely unknown due to instantaneous electron correlations (\textit{Coulomb} and \textit{exchange}) that can’t be described in a classical way.
The second Hohenberg-Kohn theorem, using the variational principle, states that $F^{\text{HK}}[\rho_0]$ delivers the ground state (lowest) energy of the system if and only if the input density is $\rho_0$, the true ground state density of the system.

### 2.1.3. Kohn-Sham approach

It has to be noted at this point that for all practical purposes, there is no wavefunction in density functional theory (there is no way in practice to go back to the true wavefunction of a system, even with its exact ground state energy or density). However, as we will see in this section, it is possible to build fictitious orbitals (and hence a fictitious wavefunction) that will help us describe the system of interest and approximate its ground state energy.

Shortly after the Hohenberg-Kohn theorems, in 1965, Kohn and Sham\(^8\) made a very clever observation: they found that a major flaw in most density functional approaches (as the Thomas-Fermi one) was the way kinetic energy was treated. Indeed, due to electron correlations, the positions and velocities of electrons are unknown, and the term $-\frac{1}{2}\sum_i^N \left(\nabla_i^2 \right)$ can’t be written explicitly in the Hamiltonian. Kohn and Sham realised that another method performed much better in this respect\(^9\): the Hartree-Fock method.

The Hartree-Fock method, in order to solve the Schrödinger equation, approximates the full many-body wavefunction to a N-electron single Slater determinant (i.e. an antisymmetric product of N one-electron orbitals). This approach treats all electrons as non-interacting particles. Instead, each single electron evolves independently in the mean field created by the N-1 others (the Coulomb repulsion is only described in an average, classical way, and the remaining instantaneous electron-electron correlation is completely neglected). However, by construction, such a wavefunction must satisfy the condition that two electrons of anti-parallel spins cannot be found
at the same position in space (Pauli exclusion principle). The electrons therefore feel an additional repulsion, known as the exchange, or Fermi correlation.

The game-changing idea of Kohn and Sham, in order to capture as much kinetic energy as possible, was to treat the electrons as non-interacting particles, like in Hartree-Fock. Considering such a non-interacting reference system, they built an effective Hamiltonian with an effective, one-electron potential \( V_{\text{eff}}(\vec{r}) \), containing the average electron-electron repulsion and the nuclear-electron repulsion:

\[
\hat{H}_{\text{eff}} = -\frac{1}{2} \sum_{i}^{N} (\nabla_i^2) + \sum_{i}^{N} V_{\text{eff}}(\vec{r}_i) = \sum_{i}^{N} \left\{ -\frac{1}{2} \nabla_i^2 + V_{\text{eff}}(\vec{r}_i) \right\}
\]

\[
\hat{H}_{\text{eff}} = \sum_{i}^{N} \hat{h}(\vec{r}_i)
\]

Finding much inspiration in the Hartree-Fock method, they built a “Kohn-Sham” wavefunction \( \Phi^{KS} \) for this reference system, defined as a Slater determinant of \( N \) non-interacting one-electron “Kohn-Sham” orbitals \( \phi^{KS}_i \). These orbitals are determined by solving \( N \) one-electron Schrödinger equations:

\[
\hat{h}\phi^{KS}_i = \varepsilon_i \phi^{KS}_i
\]

The Kohn-Sham electron density is then retrieved, by definition, by summing the squared moduli of these orbitals. Kohn and Sham then introduced a crucial condition: the effective potential \( V_{\text{eff}} \) must be chosen such that the electron density of this fictitious system, \( \rho_s(\vec{r}) \), exactly equals the ground state density of the real system, composed of fully interacting electrons.

\[
\rho_s = \rho_0 = \sum_{i}^{N} |\phi^{KS}_i|^2
\]

Having an expression for the density, all terms included in the total electronic energy can now be expressed as a functional of \( \rho_0 \), except the kinetic energy that still needs to be written in terms of orbitals, as in the Hartree-Fock scheme.
In this approach, all known energies (namely the non-interacting kinetic energy, the classical (average) Coulomb electron-electron repulsion, and the classical nuclear-electron attraction) are described explicitly via the Kohn-Sham Hamiltonian, while all remaining corrections needed to reach the exact ground state energy of the real interacting system (namely the missing part of the kinetic energy, the Coulomb correlation, the exchange correlation, and the electron self-interaction correction) are gathered in an additional term, the so-called exchange-correlation energy \( E_{\text{xc}}[\rho(\vec{r})] \).

As \( V_{\text{eff}} \), which is needed to build the orbitals and compute the electron density, depends itself on the electron density, this is a self-consistent equation that must be solved iteratively, by looping through:

- Guessing an initial effective potential \( V_{\text{eff}} \),
- Building the effective one-electron Hamiltonians,
- Solving the one-electron Schrödinger equations to build the Kohn-Sham orbitals,
- Computing the electron density, and the total electronic energy,
- Recalculating \( V_{\text{eff}} \) from the density, and so on...

One can also start by guessing initial orbitals, and then compute the density, calculate \( V_{\text{eff}} \), build \( \hat{H}_{\text{eff}} \) and solve the Schrödinger equation, to finally find the orbitals, and repeat till convergence.
2.1.4. Functionals

We just saw that the exchange-correlation (XC) functional \( E_{\text{xc}}[\rho] \) plays a crucial role in DFT. It is the only remaining part that needs to be approximated, in order to get closer to chemical accuracy. Many different types of XC functionals have been developed over the years, and fall in three main categories: LDA, GGA, or hybrid functionals.

The simplest approximation to the XC potential is the local density approximation (LDA), where the density \( \rho(\vec{r}) \) is treated locally as a uniform electron gas. This model is rather far from any realistic situation for atoms or molecules, which are usually characterised by rapidly varying densities. However, it does give rather accurate results in many cases, due to serendipitous error cancellation. The generalised gradient approximation (GGA) was then introduced to account for the non-homogeneity of the real electron density, by adding information about the gradient of the charge density, \( \nabla \rho(\vec{r}) \).

As it has been known from the HF theory that the exact exchange energy can be computed from a slater determinant, it then seemed appropriate to introduce some “exact” Hartree-Fock exchange in the XC term, instead of relying on density functionals. However, only some fraction of this “HF-like” exchange energy can be used to good accuracy, since this is now built from Kohn-Sham orbitals, instead of the true orbitals of the real, interacting system. This is the concept behind hybrid functionals. For example, the B3LYP\(^{10-13}\) hybrid functional, which is one of the most popular for chemical applications, contains 20% of HF-like exchange. In this project, unless stated otherwise, I will use the B3LYP functional, one of the most successful and widely used functionals in the literature, that is overall well-balanced; it gives accurate predictions for many properties over a wide range of chemical systems. However, the B3LYP functional has well-known shortcomings: among others, it fails at predicting charge-transfer (CT) excitations, Rydberg states, and other long-range interactions such as van der Waals forces and hydrogen bonding. To address those issues, the BHLYP (50% HF-like exchange) and the CAM-B3LYP\(^{14}\) (Coulomb-
attenuated, with a distance-dependent HF-like exchange percentage) functionals will also be used. CAM-B3LYP is a range-separated exchange-correlation that combines the hybrid qualities of B3LYP and the long-range correction presented by Tawada et al.\textsuperscript{15} The CAM-B3LYP functional comprises 19\% HF-like exchange interaction at short-range, and 65\% HF-like at long-range, which makes it performs well for CT excitations, which B3LYP underestimates enormously.

### 2.1.5. Basis sets

In DFT, the complex system of coupled equations introduced by the Kohn-Sham scheme needs to be solved in a computationally efficient way. Procedures that expand the orbitals on a grid can be employed, but are too much demanding for routine applications, and other techniques are required. For most applications, linear combinations of atomic orbitals (LCAO) are used to linearly expand the Kohn-Sham orbitals in a set of basis functions \( \{ \Theta_\mu \} \), as introduced by Roothaan in the HF framework:

\[
\Phi_{i}^{KS} = \sum_{\mu} c_{i\mu} \Theta_\mu
\]  

(15)

If the basis was complete (\( L \rightarrow \infty \)), every orbital \( \Phi_{i}^{KS} \) could be expressed exactly. However, this is not possible in real applications, and finite sets of \( L \) basis functions are used. The basis should be designed in a way that allows for an orderly and systematic extension towards completeness, rapid convergence to any atomic or molecular electronic state (requiring just a few terms for an accurate description of the electronic distribution) and the functions \( \Theta_\mu (\vec{r}) \) should have an analytical form allowing for simple manipulation\textsuperscript{16}.

One of the most accurate ways to describe atomic orbitals, from a physical point of view, is to use Slater-type Orbitals (STOs): indeed, they decay exponentially with distance from the nuclei, and reach a maximum at zero, accurately describing the long-range overlap between atoms and the charge and spin at the nucleus. However, STOs are computationally demanding. In molecular calculations, the most widely
used type of basis functions is Gaussian-type Orbitals (GTOs): they combine reasonably short expansions with a fast integral evaluation, and relatively high computational efficiency. Therefore, GTOs are used almost universally as basis functions in molecular calculations and they are centred at the nuclei of the atoms. They can be expressed in Cartesian form, as:

\[
\theta_{\xi, l_x, l_y, l_z}^{\text{GTO}}(x, y, z) = N x^{l_x} y^{l_y} z^{l_z} e^{-\xi r^2}
\]

(16)

where \(\xi\) is the orbital exponent which translates how compact (large \(\xi\)) or diffuse (small \(\xi\)) the resulting function is, and \(l_x + l_y + l_z\) determines the type of orbital (e.g. \(l_s + l_p + l_d = 0\) or \(1\), respectively for a \(s\) or a \(p\) orbital).

Nowadays, most molecular quantum chemistry codes relying on the Kohn-Sham approach employ the so-called contracted Gaussian functions (CGFs), where the basis functions are designed as linear combinations of primitive GTOs, with coefficients chosen in such a way that they resemble as much as possible a single STO function.

The number of primitive functions used for the expansion of the electron density defines the quality of the CGF basis set. The simplest expansion utilises only enough functions to contain all the electrons of the neutral atoms and it is called the minimal basis set. The next level of accuracy is obtained with the double-zeta basis sets, where the term \(\xi\) refers to the exponent of the primitive GTOs and double means that two contracted functions are employed for each atomic orbital. However, by considering that chemical reactivity is better described by the valence space, one can limit the use of CGFs to the valence orbitals, and describe the inert core electrons with the minimal set. This defines the split-valence basis sets. The next level of sophistication requires the use of polarisation functions, i.e. functions of higher angular momentum than those occupied in the atom, such as \(p\)-functions for hydrogen, which ensure that the orbitals can deform from their initial symmetry to better adapt to the molecular environment\(^9\).
In this project, unless stated otherwise, I will mainly use the DZP (Double Zeta plus Polarisation) basis set, but the def-SVP (Split-Valence plus Polarisation), and the def2-TZVP(P) (Triple Zeta Split-Valence plus Polarisation) basis sets will also be employed in particular cases.
2.2. Time-Dependent Density Functional Theory

Nowadays, DFT is a widely used method to predict ground-state quantities (ground state energies and equilibrium geometries, binding energies, forces and electric constants, dipole moments, and static polarisabilities). However, to describe the behaviour of molecules that are not in their ground state, static DFT is not enough. Indeed, the inability of the latter method to describe excitations severely restricts its range of applications, since many crucial properties such as the band gap in semiconductors, or the optical/fundamental gaps in molecules, as well as their optical absorption and emission, are associated with excited states.

In such cases, time-dependent DFT is the method of choice. TD-DFT allows one to follow the dynamic response of systems out of equilibrium (e.g. molecules irradiated by an external electromagnetic field). In such a quantum system, when electronic transitions occur, TD-DFT can be used to compute excited state properties, such as excitation energies, excited-state geometries and electronic densities\textsuperscript{17}.

In this project, I will carry out linear-response TD-DFT calculations within the context of the adiabatic approximation (see below), to predict absorption and fluorescence energies, excited-state geometries, for selected conjugated oligomers, and calculate the standard reduction potentials associated with them, when they are involved in the photocatalysis of water splitting half-reactions.

2.2.1. Formalism

The most direct approach to calculating the behaviour of electrons in a time-dependent field would be to solve the time-dependent Schrödinger equation. However, this task can rapidly become extremely computationally expensive, and hence prohibitive, mainly due to the Coulomb repulsion between electrons. Instead, many aspects of TD-DFT build upon the ground state DFT framework. In DFT, the Hohenberg-Kohn theorem provides a one-to-one mapping between any time-
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independent external potential and the resulting electronic density, up to a constant. In TD-DFT, its analogue, the Runge-Gross\textsuperscript{18} theorem, provides a one-to-one mapping between any time-dependent external potential and the resulting time-dependent electronic density, up to a time-dependent constant. For a given initial state, the electronic density, a function of just three spatial variables plus time, determines all other properties of the interacting many-electron system\textsuperscript{2}.

An adaptation of the Kohn-Sham approach can then be used, as formally proven by van Leeuwen\textsuperscript{19}. It guarantees that the time-dependent density $\rho(\mathbf{r}, t)$ of an interacting system, evolving from an initial state $\Psi_0$ under the influence of a potential $\phi(\mathbf{r}, t)$, can also be represented by a non-interacting system\textsuperscript{17}, evolving under the effective potential:

$$ v_s[\rho, \Psi_0, \Phi_0](\mathbf{r}, t) $$

which is a functional of the time-dependent density, the initial many-body state, and the initial state $\Phi_0$ of the non-interacting system. However, if the system is initially (at $t_0$) in its ground state, the Hohenberg-Kohn theorems apply, and $\Psi_0$ and $\Phi_0$ become functionals of the ground-state density, turning $v_s$ into a functional of the density only, $v_s[\rho](\mathbf{r}, t)$. The initial wavefunction $\Phi_0$ is made up of the Kohn-Sham orbitals $\phi_j^{KS}$, following a self-consistent solution of the static Kohn-Sham equation.

Immediately after $t_0$, the time-dependent potential kicks in: the system starts to evolve under its influence, and the time-dependent density is given by:

$$ \rho_j(\mathbf{r}, t) = \rho(\mathbf{r}, t) = \sum_j |\phi_j^{KS}(\mathbf{r}, t)|^2 $$

where the $\phi_j^{KS}(\mathbf{r}, t)$ follow from the time-dependent Kohn-Sham equation:

$$ \left[ -\frac{\nabla^2}{2} + v_s[\rho](\mathbf{r}, t) \right] \phi_j^{KS}(\mathbf{r}, t) = i \frac{\partial}{\partial t} \phi_j^{KS}(\mathbf{r}, t) $$
which translates the time-propagation of the N initially occupied single-electron orbitals from a time \( t_0 \) (with the condition that \( \varphi_{j}^{KS}(\mathbf{r}, t) \) is time-independent) to a time \( t \). Like in static DFT, a formally unknown exchange-correlation potential is now defined as a time-dependent quantity, which as always needs to be approximated, in a quantum chemistry code, for “real” applications.

Currently, most applications of TD-DFT are in the so-called linear response regime (i.e. for external perturbations that are small, in the sense that they do not completely destroy the ground state structure of the system), and are based upon the linear response theory. Nevertheless, TD-DFT can also be used in the non-linear regime (e.g. when using strong laser fields).

### 2.2.2. Adiabatic approximation

As the time-dependent density evolves, the exchange-correlation potential exhibits a history dependence, meaning that it is defined not solely by the present density \( \rho(\mathbf{r}, t) \) but also by its history \( \rho(\mathbf{r}, t') \) \( 0 \leq t' < t \). The adiabatic approximation, which is used in the vast majority of TD-DFT calculations in the literature, ignores all dependence on the past, and allows only a dependence on the instantaneous density of the system (i.e. it approximates the density as being local in time, which is valid when the time-dependent potential changes slowly). In practice, it means that the (TD-)DFT functionals used throughout this project are in fact ground state functionals.

### 2.2.3. Strengths and limitations of (TD-)DFT

As seen previously, in DFT, the Kohn-Sham orbitals are a useful fictitious representation for the real, interacting system. As a result, some properties are poorly described by this approach. For example, the Kohn-Sham HOMO-LUMO gap is not the fundamental gap of the system (as explained in the previous section, see
also Chapter 3). For the Helium atom, the difference between the KS gap and the fundamental gap ranges up to 3.5 eV.

Time-dependent DFT generally yields accurate excited state properties, such as bond lengths, vibrational frequencies, forces and dipole moments, and it is well established that conventional GGA and hybrid functionals are accurate to within 0.1-0.5 eV in the description of local excitations\textsuperscript{22-23}. In practice, adiabatic linear-response TD-DFT achieves remarkable balance between accuracy and efficiency, to calculate the excited state properties of molecular clusters.

However, it is known that TD-DFT usually fails to describe non-local excited state processes, such as charge-transfer and Rydberg excitations, or multiple excitations\textsuperscript{24}. Although it doesn't fundamentally solve the issue (intrinsic to the way TD-DFT describes excitations), the range-separated CAM-B3LYP functional will be used, as mentioned earlier, in order to better approximate excitations for systems in which charge-transfer is likely to be problematic.
2.3. Coupled-cluster

Coupled-cluster (CC) methods, developed from the Hartree-Fock framework, are another way to tackle the many-body problem. Instead of relying on the electronic density, like (TD-)DFT does, they reformulate the electronic Schrödinger equation by expressing the ground state wavefunction $\Psi_{cc}$ using an exponential excitation operator:

$$|\Psi_{cc}\rangle = e^:\hat{T}|\Phi_0\rangle = \left(1 + \frac{\hat{T}^2}{2!} + \frac{\hat{T}^3}{3!} + \cdots\right)|\Phi_0\rangle$$  \hspace{1cm} (20)

$$\hat{T} = \hat{T}_1 + \hat{T}_2 + \hat{T}_3 + \cdots$$  \hspace{1cm} (21)

where $\Phi_0$ is a reference wavefunction (typically a Slater determinant), and $\hat{T}$ is the cluster operator, which produces a combination of excited determinants from the reference wavefunction (where $\hat{T}_1$ is the operator of all single excitations, $\hat{T}_2$ is the operator of all double excitations and so forth).

CC methods allow for efficient, accurate, and size-extensive description of solutions of the Schrödinger equation, for weakly correlated systems (*i.e.* where a single-determinant HF solution already gives a good approximation to the sought ground-state wavefunction, leaving only a very small correlation energy unaccounted for). Depending on the level of approximation needed, the cluster operator $\hat{T}$ can include single excitations only (CCS, where $\hat{T} = \hat{T}_1$, scaling as $N^4$, $N$ being the number of orbitals), or also double excitations (CCSD, where $\hat{T} = \hat{T}_1 + \hat{T}_2$, scaling as $N^6$) and triple excitations (CCSDT, where $\hat{T} = \hat{T}_1 + \hat{T}_2 + \hat{T}_3$ scaling as $N^8$), and so on. Because of the high computational cost of fully treating many excitations, some of them can be estimated non-iteratively using Many-Body Perturbation Theory arguments (*e.g.* CCSD(T) includes a full treatment of *singles* and *doubles*, while approximating the contribution of *triples* using perturbation theory).
In this project, to complement (TD-)DFT calculations in specific cases, I will use CC2: it is an approximation to CCSD that scales as $N^5$ instead of $N^6$, which makes it more computationally tractable. From the CC2 response functions, dynamic properties as well as excitation energies and transition moments can be obtained.
2.4. Conductor-like screening model

When using computation methods to study materials, especially when trying to model the properties of molecular clusters, taking into consideration the chemical environment of said molecular cluster is of utmost importance. Indeed, molecules are rarely isolated, and the presence of a solvent can have a strong influence on their electronic, electrostatic and geometric properties. This is especially relevant in the case of photocatalysis, where the photoexcitation of electrons leads to the creation of excitons, that can subsequently dissociate, usually at an interface (e.g. between a solid particle and the solution around it), and generate charge carriers that may drive chemical (half-)reactions. In order to correctly describe those phenomena, the inclusion of solvent models therefore becomes crucial.

One strategy would be to model solvent molecules explicitly, by adding those discrete molecules directly to the chemical system of interest. One would then simulate their behaviour and interactions, not only with respect to the chemical system of interest, but also between the solvent molecules themselves. For such an approach to be relevant, it should take into account both short and long-range solvent effects (e.g. hydrogen bonding, or the screening of charges due to solvent polarisation), which would require the inclusion of hundreds of solvent molecules, and can therefore rapidly become prohibitively expensive computationally.

Another strategy (the one used throughout this project), fundamentally different, is to describe the solvent molecules implicitly. The conductor-like screening model (COSMO)\textsuperscript{29-30} is a solvation model in which the solvent is treated as a dielectric continuum, possessing a relative permittivity $\varepsilon_r$. It surrounds the solute molecules by this dielectric continuum outside of a cavity, constructed by an aggregation of atom-centred spheres, slightly larger than their Van der Waals radii.

In the context of a DFT calculation, for example, the COSMO model generates screening charges on the cavity surface, whose distribution polarises the solvent as a response. A three-dimensional cavity surface grid is constructed, and the
screening charges calculated. Then, the potential generated by those charges is included in each self-consistent field (SCF) step of the DFT calculation, which guarantees that both screening charges and molecular orbitals are constantly being updated and optimised while taking the solvent into account.
2.5. Conformational search

Some structurally simple molecules, such as methanol, benzene and ethane, have only one unique conformer, at room temperature in their electronic ground state. In that case, their measured properties can be obtained by considering the structure of this single conformer. This is not necessarily the case for systems that possess additional degrees of freedom (e.g. chemical groups that can rotate around single bonds, such as ethanol and butane), where several low-energy conformers may coexist, which is likely to happen when modelling larger, more structurally complex molecules like oligomers and polymers. The presence of different conformers, even when structurally similar or close in relative energy, can dramatically alter the overall properties of a chemical system, hence the need to perform a conformer analysis before choosing a particular molecular structure as a basis to run simulations.

In my project, I will use a low-mode sampling algorithm\textsuperscript{31} coupled with the OPLS-2005 forcefield\textsuperscript{32}. Low-mode searching explores the low-frequency eigenvectors of the system to generate new conformations. Starting from a given input structure, the algorithm generates normal modes, then selects one of these modes, amplifies it and distorts the molecule along it (within a predetermined distance limit) to generate a very different structure. This distorted structure is then optimised via the forcefield, and if the resulting geometry is unique, and its total energy falls within a chosen energy window (typically a few hundreds of kJ/mol, \textit{i.e.} a few eV) then the new structure is saved, and the whole process repeated using a different mode, until the maximum number of steps (typically several thousand) is reached. In summary, upon completion, the conformational search algorithm finds other molecular structures that are energy minima on the potential energy surface and ranks them according to their energies (the conformers with the lowest energy being the most abundant).

In the case of conjugated oligomers, modelled as molecular clusters, several low-energy conformers found \textit{via} conformational search are systematically considered,
and then optimised using DFT. Their optimised structures and relative ground-state energies are then compared. In this project, for each oligomer studied, I typically selected the lowest-energy conformer found, as well as one higher-energy conformer, and all other conformers described in the literature, when relevant (e.g. see Chapter 6).
2.6. References

CHAPTER 3:
Predicting PPP’s thermodynamic ability to split water

In this chapter, I will present a new computational methodology that was developed in order to model the thermodynamic ability of a molecule, in this case a conjugated polymer, poly(para-phenylene) (PPP), modelled as oligo(p-phenylene) clusters, to split water into molecular hydrogen and oxygen. More specifically, I will describe and investigate key photochemical properties of oligomers, such as their optical and fundamental gaps, exciton binding energy, ionisation potential and electron affinity, using phenylene as a starting point, that will then be used in the next chapter to consistently screen for new suitable water splitting photocatalysts. The chemical composition and environment of oligophenylenes, as well as their size and topology, will be taken into account.

*The content of this chapter has been taken from part of the following published work:*


3.1. Motivation and Literature review

In this chapter I discuss a computational method of analysing the thermodynamic ability of materials to act as photocatalysts for water splitting, and apply it to a class of photocatalysts that have recently attracted great attention; organic conjugated polymers.

Chemically, the overall photocatalytic water splitting reaction is the combination of two half-reactions:\textsuperscript{1-2}

\[
\begin{align*}
2\text{H}^+ + 2e^- & \rightleftharpoons \text{H}_2(g) \quad \text{(A)} \\
\text{O}_2(g) + 4\text{H}^+ + 4e^- & \rightleftharpoons 2\text{H}_2\text{O}(l) \quad \text{(B)}
\end{align*}
\]

As briefly described in Chapter 1, half-reaction (A) runs in the forward direction, the reduction of protons to hydrogen gas, and (B) backwards, the oxidation of water to oxygen gas and protons. In order for both of these half-reactions to take place, a photocatalyst will have to provide electrons for half-reaction (A), and accept electrons, or in other words donate holes, for half-reaction (B). Experimentally, half-reaction (A) has a standard reduction potential of 0 V relative to the Standard Hydrogen Electrode (SHE) and half reaction (B) a standard reduction potential of 1.23 V. A photocatalyst needs therefore to provide at least this amount of potential to split water. In practice, generally, a larger potential (\textit{e.g.} 2 V) is required to overcome kinetic barriers and energetic losses, the difference between the effective and thermodynamic potentials being the overpotential. Another requirement for a successful water splitting photocatalyst is that the (standard) reduction potential of its charge-carriers (electrons, holes) straddle those of half-reactions (A) and (B). In other words, the (standard) reduction potential of its electrons should be more negative than that of the proton reduction half-reaction (A) and the potential of its holes more positive than that of water oxidation half-reaction (B) (see Figure. 3.1).
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Figure 3.1: Scheme showing how the (standard) reduction potentials of the ideal photocatalyst straddle the proton reduction and water oxidation potentials.\(^3\)

Experimental potential values are given relative to the Standard Hydrogen Electrode (pH = 0). In the scheme, as explained in-depth in the next section, IP refers to the photocatalyst’s ground-state adiabatic ionisation potential (the energetic cost of extracting an electron from the top of the photocatalyst’s valence band), EA to the ground-state adiabatic electron affinity (the energy released upon adding an electron to the bottom of the photocatalyst’s conduction band), IP* the excited-state ionisation potential, and EA* the excited-state electron affinity.

Currently, most polymeric photocatalysts only catalyse the proton reduction half-reaction (A) in the presence of a sacrificial electron donor (\textit{e.g.} methanol or triethylamine) and thus, for the moment, very few can split water as such. Moreover, one of the few polymeric systems in the literature that are reported to split pure water, a carbon nitride polymer with polypyrrole nanoparticles on its surface\(^4\), produces hydrogen and hydrogen peroxide instead of hydrogen and oxygen. In the last two years however, two additional polymeric systems were reported that do split pure water without using any sacrificial reagent; (i) a metal-free carbon nanodot–carbon nitride nanocomposite\(^5\) that splits water \textit{via} a two-step two-electron pathway, oxidising water into hydrogen peroxide, but the carbon nanodots subsequently catalyse the conversion of hydrogen peroxide into molecular oxygen, and (ii) a carbon nitride polymer\(^6\) decorated with \textit{in-situ} photodeposited Pt and PtO\(_x\).
that act as co-catalysts for the proton reduction and water oxidation reactions, respectively.

The lack of experimental activity for the water oxidation half-reaction (B) could in principle be thermodynamic in nature, e.g. because the (standard) reduction potential of the polymers holes is not sufficiently positive, or alternatively a kinetic issue. In the latter case, a co-catalyst that either lowers the kinetic barriers for water oxidation (i.e. reduces the required overpotential) or prevents electron–hole recombination, might turn a polymer that only catalyses half-reaction (A) into one that splits pure water. In contrast, if the lack of activity for reaction (B) is due to thermodynamics, a possible route towards true water splitting would be to use the polymer as a photocathode in combination with an electrical bias and a suitable counter electrode, or as part of a Z-scheme.\textsuperscript{7-8}

In order to resolve if the issue with water oxidation for a given polymer is kinetic or thermodynamic in nature, in the Zwijnenburg group, we develop an approach that not only considers the free electron and holes but also the bound exciton (excited electron–hole pair). We also explicitly consider the effect of the environment and the nuclear relaxation associated with localising an excited electron, hole, or exciton (adiabatic potentials versus vertical potentials). I use this approach here primarily to rationalise the lack of water oxidation activity in the original poly(p-phenylene) (PPP) photocatalyst\textsuperscript{9-10} of Yanagida and co-workers. I will demonstrate that the holes in PPP thermodynamically cannot drive the oxidation of water, but also suggest that for other systems the problem must be kinetic in nature and should be resolvable with the choice of a suitable co-catalyst.
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3.2. Modelling the polymer and sacrificial reagents

3.2.1. Modelling the polymer

In Kohn-Sham DFT, molecular orbitals are one-electron wavefunctions, each associated with a specific energy level. The difference in energy between the Highest Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO) of a molecule is of particular interest, since it gives an approximation of its optical gap, that is often sufficient. However, it is important to note that what is measured experimentally upon excitation is the difference in energy between the N-electron ground state and the N-electron excited state of the molecule (the real optical gap\(^{11}\)). In that case, the value of the Kohn-Sham band gap yielded by a DFT calculation is of little interest. Moreover, during photocatalysis, the effective energy to be provided by the incident photon must excite one electron, and overcome the electron-hole binding energy: in other terms, it must be equal to, or higher than the molecule’s fundamental gap\(^{11}\) (see Figure 3.2).

In other words, one must consider both the ground and excited states in order to assess a conjugated polymer molecule’s capability to split water. Instead of relying on a pure HOMO-LUMO picture, the presented computational method introduces several quantities, each associated to a specific electron or hole behaviour:

- the ionisation potential of the ground state, IP, describing how readily an electron can be extracted from the ground-state system (or alternatively, how readily a hole from the ground state can accept an electron from somewhere else),
- the ionisation potential of the exciton, IP*, describing how readily the highest-energy electron from the excited state can be given away,
- the electron affinity of the ground state, EA, describing how readily an additional electron can be added to the ground-state system,
- the electron affinity of the exciton, EA*, describing how readily an additional electron can be added to the excited-state system.
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Figure 3.2: Scheme illustrating the connection between the vertical potentials and the fundamental (or band) gap $\Delta E_{\text{fund}}$ the optical gap $\Delta E_{\text{opt}}$ and the exciton binding energy $E_{\text{EB}}$.

When considering the ability of a photocatalyst to drive the reduction of protons and the oxidation of water or alternative sacrificial electron donors, there are therefore four redox half-reactions to consider. These half-reactions, written in line with convention as reduction reactions, are:

\[
\begin{align*}
\text{(C)} & \quad P^+ + e^- \rightleftharpoons P^* \\
\text{(D)} & \quad P^* + e^- \rightleftharpoons P^- \\
\text{(E)} & \quad P + e^- \rightleftharpoons P^- \\
\text{(F)} & \quad P^+ + e^- \rightleftharpoons P
\end{align*}
\]

where P is the neutral photocatalyst, $P^*$ the excited photocatalyst (i.e. the exciton, a bound excited electron–hole pair), and $P^+ / P$ the photocatalyst with a free electron in the conduction band or free hole in the valence band respectively. Free refers here to the fact that the charge carrier in $P^+ / P$ does not form part of a neutral exciton. In the remainder of the chapter I will refer to the latter three simply as exciton, free electron and free hole.

In half-reactions (C) and (E) the exciton and free electron act as a reductant; they donate an electron and the half-reaction will run in the opposite direction to that
shown above. In the other two half-reactions the exciton and free hole will act as an oxidant; accepting electrons. Finally, the free electrons and holes responsible for half-reactions (E) and (F) could either be formed as a by-product of half-reactions (C) and (D) or directly by thermal or field ionisation of the exciton:

\[ \text{P}^+ + \text{P} \rightarrow \text{P}^+ + \text{P}^- \]  

(6)

The free energies of half-reactions (C)–(F) and reaction (G) then are:

\[ \Delta G(C) = G(P^+) - G(P^+) = -\text{IP}^* \]  

(1)

\[ \Delta G(D) = G(P^-) - G(P^+) = -\text{EA}^* \]  

(2)

\[ \Delta G(E) = G(P^-) - G(P) = -\text{EA} \]  

(3)

\[ \Delta G(F) = G(P) - G(P^+) = -\text{IP} \]  

(4)

\[ \Delta G(G) = \left( G(P^+) + G(P^-) \right) - \left( G(P^+) + G(P) \right) \]  

(5)

\( \Delta G(E) \) and \( \Delta G(F) \) are equal to negative of the common definition of adiabatic electron affinity and ionisation potential. Similarly, \( \Delta G(C) \) and \( \Delta G(D) \) can be thought of as the negative of the excited state ionisation potential and electron affinity, \( \text{IP}^* \) and \( \text{EA}^* \) respectively (see Figure 3.1).

Finally, the (standard) reduction potentials of the half-reactions can be calculated via:

\[ E^0(x) = -\frac{\Delta G(x)}{nF} \]  

(6)

where \( n \) is the number of electrons involved in the half-reaction and \( F \) the Faraday constant. For the polymer, the respective potentials will be labelled as \( \text{IP} \), \( \text{IP}^* \), \( \text{EA} \), and \( \text{EA}^* \).

The Gibbs free energies of each relevant species can be considered as a sum of three contributions:

\[ G(x) = U(x) + G_{vib/rot/trans}(x) + G_{sol}(x) \]  

(7)
where $U$ is the electronic energy, $G_{\text{vib/rot/trans}}$ the contribution to the free energy from vibration, rotation and translation, and $G_{\text{sol}}$ the free energy of solvation. One can consider approximations to equation (7) where either or both of the latter terms are ignored. Below, I will comment on the effect of such an approximation.

Another approximation is to model the species in equations (1)–(5) using the ground state geometry of the neutral photocatalyst for all species, *i.e.* ignoring nuclear relaxation. This would be the so-called vertical approximation, yielding vertical potentials, which can be compared with their full adiabatic counterparts. The vertical approximation is not only a numerical simplification but also physically meaningful. Contrasting vertical and adiabatic values allows one to distinguish what would happen if electron transfer was respectively fast or slow compared with nuclear relaxation.

Now, as alluded to in the previous section, for a photocatalyst to be able to thermodynamically drive both the reduction of protons and the oxidation of water, the potentials of half-reactions (D) and (F) (the potentials $E_{A^*}$ and $I_P$) should be more positive than the $O_2/H_2O$ reduction potential and the potentials of half-reactions (C) and (E) (the potentials $I_{P^*}$ and $E_A$) more negative than the $H^+/H_2$ reduction potential (see Figure 3.1). For either half-reaction to occur at an appreciable rate, like with any electrochemical reaction, an excess overpotential is usually required; *i.e.* the potentials should be even more positive and negative respectively.

At this point, two important observations need to be made. Firstly, as can be seen on Figure 3.2, the fundamental and optical gaps\textsuperscript{11-12} are mirrored in the position of the potentials; the optical gap corresponds to the distance between $I_P$ and $I_{P^*}$ (or $E_A$ and $E_{A^*}$) while the fundamental gap is the distance between $I_P$ and $E_A$. Secondly, my calculations intrinsically yield results at pH 0. It can be argued that such a pH is hardly representative of real water splitting conditions, although (photo)electrocatalysis rarely happen at neutral pH, because of conductivity issues. The reason why I chose, in most cases, to show the results at pH 0 is twofold. First, shifting results to pH 7 instead of pH 0 wouldn’t affect the main conclusions, qualitatively, as it only shifts the proton reduction and water oxidation potentials by
0.413 V to more negative values (as will be shown later). Quantitatively, it makes proton reduction slightly more difficult to drive, while slightly favouring the oxidation of water. Second, using pH 0 makes water splitting potentials easier to locate, and results easier to visualise, since proton reduction is intuitively positioned at 0 V and water oxidation at 1.23 V (or 1.05 V if taking the computational value instead of the experimental one).

3.2.2. Modelling the potentials of water and sacrificial electron donors

Standard reduction potentials for the reduction of protons, the 4-electron oxidation of water; and the 2-electron oxidation of the sacrificial electron donors methanol and triethylamine (TEA),\textsuperscript{13} can be calculated from their respective half-reactions (A), (B), and:

\[
\begin{align*}
\text{CH}_2\text{O} + 2\text{H}^+ + 2\text{e}^- & \rightarrow \text{CH}_3\text{OH} \\
\text{NH}(\text{CH}_2\text{CH}_3)_2 + \text{CH}_3\text{CHO} + 2\text{H}^+ + 2\text{e}^- & \rightarrow \text{N}(\text{CH}_2\text{CH}_3)_3 + \text{H}_2\text{O}
\end{align*}
\]

All these half-reactions involve one or more protons. Calculating the free energy of a proton, however, is rather complicated.\textsuperscript{14,15} Following work of others, I thus use the experimentally determined absolute value of the standard hydrogen electrode for the potential of reaction (A) (4.44 V).\textsuperscript{16} The proton free-energy (\(G(\text{H}^+)\)), for calculating the potentials of the other half-reactions ((B), (H), (I)) is determined via:

\[
G(\text{H}^+) = \frac{1}{2}G(\text{H}_2) - \Delta G(\text{SHE})
\]

where \(\Delta G(\text{SHE})\) is the free energy of the standard hydrogen electrode (4.44 eV).

Tertiary aliphatic amines, such as TEA, are probably the most used sacrificial electron donors to fuel photochemical reduction reactions, thanks to their degradation pathway, that features a carbon-centered radical with significant reductive power.\textsuperscript{17} TEA’s 2 electron oxidation is a succession of two mono-electronic oxidation steps: \textsuperscript{13,17} (i) the formation of an aminyl radical, which is then deprotonated and rearranged into a carbon-centred radical, and (ii) the formation
of an iminium species, which in the presence of water is then hydrolysed to form diethylamine (DEA) and acetaldehyde (see Figure 3.3).

Figure 3.3: Degradation of triethylamine into diethylamine and acetaldehyde, via two 1-electron oxidation steps (TEAH+ refers to protonated TEA).
3.3. Computational methodology

To calculate the photocatalyst potentials outlined in the previous section, in the Zwijnenburg group, we use a combination of DFT,\(^{18-19}\) for the ground (free) energies including those of the cation and anion, and TD-DFT,\(^ {20}\) for the excited state (free) energies. We use a molecular rather than a periodic approach\(^ {21-23}\) as this conveniently gives us access to the vacuum reference state and allow us to study cation and anions (P\(^ +\), P\(^ -\)) without having to introduce additional approximations, such as a neutralising background charge. The molecular approach is also the natural description of the amorphous polymeric photocatalysts studied below, with excited states delocalised over a finite number of polymer units.

My calculations consist effectively of four major steps. First, I perform a conformational search using an interatomic potential to find the lowest energy conformers. Second, I optimise the geometries of these conformers using DFT for its neutral (P), cationic (P\(^ +\)) and anionic state (P\(^ -\)). Third, I optimise the geometry of the conformer in its lowest singlet excited state (S1) using TD-DFT (P\(^ *\)). Fourth, I calculate the vibrational spectra for all four minimum energy geometries (P, P\(^ +\), P\(^ -\) and P\(^ *\)) to determine the vibrational, rotational and translational contributions to the free energy; \(G_{\text{vib/rot/trans}}(x)\) in equation (7). A similar set-up is used to calculate the standard reduction potentials of water and the sacrificial electron donors, except for the lack of a conformer search and no need of TD-DFT calculations.

The effect of the solvent, and the environment in general, is included in all calculations, except where explicitly stated, by using the COSMO dielectric continuum solvation model,\(^ {24-25}\) allowing me to estimate the \(G_{\text{sol}}(x)\) term in equation (7). I consider both single point COSMO calculations on the gas phase minimum energy structures and full COSMO geometry optimisations, except in the case of TD-DFT calculations, where no COSMO gradients are available in the code used, and for which hence only the former option is available. Within the COSMO model, the properties of the environment are characterised by its relative dielectric permittivity (\(\varepsilon_r\)). Calculations for the polymers are performed for a range of 3 values...
(\(\varepsilon_r = 1, 5, 30\) and 80.1), while the standard reduction potentials of water and the sacrificial electron donors are only calculated for the case of \(\varepsilon_r = 80.1\) (solvation in water).

For the initial conformational search, the OPLS-2005 force-field\(^{26}\) and the low-mode sampling algorithm\(^{27}\) as implemented in MacroModel 9.9 (ref. \(^{28}\)) are employed. I typically used a combination of 10000 search steps and minimum and maximum low-mode move distances of 3 and 6 Å respectively. All the structures located within an energy window of 100 kJ/mol relative to the lowest energy conformer are saved.

All the DFT and TD-DFT calculations employ the B3LYP\(^{29-32}\) hybrid Exchange–Correlation (XC) functional and the Turbomole 6.5 code.\(^{33-35}\) The standard basis-set used is the double-\(\zeta\) DZP\(^{36}\) basis set, but for selected calculations also the larger def2-TZVP\(^{37}\) basis-set is employed. In all TD-DFT calculations, I use the Tamm–Dancoff\(^{38}\) approximation.

Finally, for selected systems, Peach’s \(\Lambda\) diagnostic\(^{39}\) is calculated. The \(\Lambda\) diagnostic characterises the overlap between the occupied and unoccupied orbitals involved with an excitation, and the likeliness that this excitation is wrongly described in TD-DFT due to it having a charge-transfer (CT) nature. The \(\Lambda\) scale ranges from 0 (no overlap, CT-excitation) to 1 (full overlap, fully local excitation), and for excitations with \(\Lambda > 0.3\), TD-B3LYP has been found to normally not suffer from any CT-problems.\(^{39}\) The \(\Lambda\) values obtained, typically 0.4–0.8, suggest that CT-problems are unlikely to be an issue in the TD-B3LYP excited state description of any of the systems studied here.
3.4. Results and discussion

3.4.1. PPP model and its optical properties

In the follow-up to the original paper of Yanagida and co-workers, Shibata et al. estimate that the photocatalytically active PPP material consists approximately of \( p \)-phenylene chains of 7 and 11 phenylene units (see below). Hence in my calculations, I primarily focus on these molecules, hereafter referred to as PPP-7 and PPP-11. Figure 3.3 shows a picture of the DFT optimised structure of the lowest energy conformer of PPP-7. To probe the effect of chain length I will also contrast the properties of these longer chains with those of the \( p \)-phenylene dimer, PPP-2.

![Figure 3.4: B3LYP optimised structure of PPP-7.](image)

Before discussing my prediction for the (standard) reduction potentials of the exciton and the free charge carriers, I first compare the predicted absorption onset and luminescence signal of PPP-7 and PPP-11 with experimental data for PPP powder samples from the literature. Different authors report slightly different powder absorption spectra for PPP. These differences probably arise from slight variations in the PPP chain-length distributions obtained during synthesis, and from the experimental difficulty in characterising this chain-length distribution due to the poor solubility of PPP oligomers and polymers in common solvents. In the case of the PPP samples of Shibata and co-workers, the fact that both the PPP-7 and PPP-11 samples have a similar absorption onset (see Fig. 2B in their paper) and the fact that the fluorescence spectrum they obtain for PPP-11 is bimodal (see their Fig. 3) suggest that both samples most likely contain a distribution of PPP chain lengths. The experimental labels PPP-7 and PPP-11, while probably representative, are hence likely to be a slight simplification of the true complexity of the experimental samples.
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When comparing experimental spectra with TD-DFT predicted excitation energies, I make, following previous work in the Zwijnenburg group, the implicit assumption that the top of the first peak or shoulder in the absorption spectrum equals the experimental vertical absorption onset, and that all absorption before this peak arises from vibrational broadening. For the small oligomers, one could assume that the lowest vertical singlet-singlet excitation energy (LVEE) would coincide with the maximum of the first absorption peak and that all experimental absorption intensity at lower energy (in other words between the experimental onset of light absorption, i.e. the optical gap, and the first peak maximum) would be due to vibrational broadening. For longer oligomers, and the polymer, the match might be more complicated due to inhomogeneous broadening and scattering.

As can be seen from Table 3.1, upon making this assumption, TD-B3LYP yields a good match to the experimental data. In line with the literature, adding a dielectric embedding to model the polymer matrix around the chains (assumed to have $\varepsilon_r = 5$) changes the results only marginally.

<table>
<thead>
<tr>
<th></th>
<th>Absorption on-set</th>
<th>Fluorescence</th>
</tr>
</thead>
<tbody>
<tr>
<td>TD-B3LYP PPP-7</td>
<td>340 (350)</td>
<td>430 (440)</td>
</tr>
<tr>
<td>TD-B3LYP PPP-11</td>
<td>360 (370)</td>
<td>450 (460)</td>
</tr>
<tr>
<td>Experiment</td>
<td>$\sim 360^{a-400}^b$</td>
<td>$\sim 460/490^c$</td>
</tr>
</tbody>
</table>

$^a$ From ref. 49 for PPP chains of on 7 units or more. $^b$ From ref. 22 for PPP-7 and 11 (based on top of plateau in Fig. 2B). $^c$ From ref. 22 for PPP-11 (Fig. 3).

Table 3.1: Comparison between the experimental and TD-B3LYP predicted optical properties of PPP-7 and PPP-11. All values given in nm, and $\varepsilon_r = 5$ TD-DFT COSMO results shown in parentheses.

3.4.2. Probing the influence of the environment

While the effect of dielectric embedding is small in the case of the predicted optical spectra, this is not the case for the calculated reduction potentials of the exciton and the free charge carriers. Focusing first on the standard reduction potentials of the free electrons (EA), Figure 3.4 shows that in PPP-7 the EA potential becomes more
positive by approximately 1 V when going from the gas phase ($\varepsilon_r = 1$) to a PPP chain surrounded by water ($\varepsilon_r = 80.1$). The change is far from linear with respect to the relative dielectric permittivity. The predicted standard reduction potential in a methanol environment ($\varepsilon_r = 30$), the solvent used by Shibata and co-workers\textsuperscript{10}, is very similar to that predicted for water, while the $\varepsilon_r = 5$ result lies numerically much closer to that obtained for water than that predicted for the gas phase. The standard reduction potential of the free holes (IP) becomes more negative upon embedding PPP, but again the shift is in the order of 1 V. As a result of these shifts, the thermodynamic ability of the polymer, or photocatalyst in general, will change with the environment it is embedded in.

![Figure 3.5](image)

*Figure 3.5: The (TD-)B3LYP predicted IP, EA, IP* and EA* adiabatic potential values of PPP-7 at pH 0 as function of the dielectric permittivity of the embedding medium (water oxidation and proton reduction potentials calculated with $\varepsilon_r = 80.1$).*

The standard reduction potentials involving the exciton (EA* and IP*) show similar behaviour. Upon increasing the relative dielectric permittivity of the environment, the standard reduction potential of the reaction where the exciton donates an electron (IP*), becomes more negative and the standard reduction potential of the reaction where the exciton accepts an electron (EA*) becomes more positive. The
difference in potential between EA and IP* and between IP and EA* becomes progressively smaller, approaching zero for water (0.2 eV). For PPP-7 embedded in water, less than 10 kT of additional energy (at room temperature) needs to be provided to ionise the exciton into free charge carriers (compared with more than 100 kT for the gas phase). Splitting the exciton, required for chemistry involving the free charge carriers, is thus predicted to be much easier in a high dielectric permittivity environment, even if still unlikely (see next section and Table 3.3).

The large shifts in predicted potentials with changes in the relative dielectric permittivity of the environment in which the PPP polymer is embedded make physical sense. All potentials involve charged species, the free charge carriers, and those charged species are to a much larger degree stabilised energetically by the dielectric embedding than their neutral counterparts. The predicted adiabatic potentials in Figure 3.4 neglect the contribution of \( G_{\text{vib/rot/trans}} \) in equation (7). Data including \( G_{\text{vib/rot/trans}} \) (see Table 3.2) shows that neglecting it generally results in changes of the order of 0.1 V in the predicted potentials. Ignoring nuclear relaxation, using vertical rather than adiabatic potentials, would introduce a larger error (0.2–0.3 V, see Table 3.2). In the remainder of this chapter, all polymer potentials discussed will be adiabatic potentials calculated for an aqueous environment (\( \varepsilon_r = 80.1 \)), where \( G_{\text{vib/rot/trans}} \) is neglected.

<table>
<thead>
<tr>
<th></th>
<th>Vertical</th>
<th>Adiabatic</th>
<th>Adiabatic + ( G_{\text{vib}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>EA</td>
<td>-2.57</td>
<td>-2.35</td>
<td>-2.27</td>
</tr>
<tr>
<td>IP</td>
<td>1.08</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td>EA*</td>
<td>0.96</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>IP*</td>
<td>-2.45</td>
<td>-2.17</td>
<td>-2.05</td>
</tr>
</tbody>
</table>

*Table 3.2:* Vertical, adiabatic, and free energy \( G_{\text{vib/rot/trans}} \) corrected potentials of PPP-7 in water at pH = 0, calculated with (TD-)B3LYP/DZP and the COSMO solvation model \( \varepsilon_r = 80.1 \). All values in Volt.
3.4.3. Exciton dissociation

Commonly, when studying photocatalysis, people only focus on processes involving free charge carriers (i.e. half reactions (E) and (F) as introduced in section 3.2), implicitly assuming that excitons spontaneously dissociate and that the exciton binding energy is negligible. While this is a fair assumption for many inorganic semiconductors, for which experimentally measured exciton binding energies are only in the order of tens of meV, this is not necessarily the case for polymers. For example, for PPP, the vertical exciton binding energy (ignoring nuclear relaxation as a result of localising a hole, electron or exciton on the polymer) is predicted to be $\approx 1200$ meV in the middle of a polymer matrix and $\approx 170$ meV on or near the interface with water (see Table 3.3). The difference between the exciton binding energies in the two scenarios arises from the fact that dielectric screening of free charges is larger in water ($\varepsilon_r = 80.1$) than in polymer ($\varepsilon_r \approx 2$). Such exciton binding energy values are much larger than $kT$ at room temperature (26 meV) suggesting that excitons do not spontaneously dissociate in these polymers. Going from the vertical to the adiabatic picture, where nuclear relaxation is taken into account, does not change this picture, except near the interface with water, for materials made of very short oligomers, where calculations suggest that exciton dissociation might be spontaneous.

### Table 3.3: TD-B3LYP predicted exciton binding energy values for PPP-6 and PPP-12 in three different environments: vacuum ($\varepsilon_r =1$), polymer ($\varepsilon_r = 2$) and water ($\varepsilon_r = 80.1$).

<table>
<thead>
<tr>
<th></th>
<th>vacuum</th>
<th>polymer</th>
<th>water</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPP-6</td>
<td>2.47</td>
<td>1.6</td>
<td>0.14</td>
</tr>
<tr>
<td>PPP-12</td>
<td>1.96</td>
<td>1.36</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Aside from the case of “bulk” exciton dissociation discussed above, where both the free electron and free hole remain in the same phase after dissociation, although far apart, excitons can also dissociate on the interface between two phases. This could be on the interface between different solid phases, which together form the photocatalyst, as exploited in photocatalytic heterostructures, or on the interface between the photocatalyst and the aqueous solution. In both cases, one of the free
charge carriers remains in the phase where the exciton was originally generated, while the other gets transferred to the other phase, and in the case of exciton dissociation on the photocatalyst–solution interface, is subsequently consumed by a solution redox reaction (see Figure 3.5).

For example, the free hole can be transferred to the solution and take part in the oxidation of water (half reaction (B)) or that of a sacrificial electron donor, while the free electron can remain on the photocatalyst, and subsequently reduce a proton (half reaction (A)). For many polymers/oligomers, for example PPP, this is the case for either pure water or the combination of water and a SED. The photocatalytic activity of such polymers can then be understood from a thermodynamic point of view as resulting from excitons dissociating at the polymer–solution interface, driving one of the solution half reactions, and generating free charge carriers in the process, to drive the other solution half-reaction.

This observation, that excitons in conjugated polymers should be so strongly bound that they are unlikely to spontaneously fall apart in the bulk, is confirmed experimentally (see section 4.3 of Chapter 4 for an estimate of the experimental adiabatic exciton-binding energy in P3HT and PPV). From the difference in the measured electron affinity\textsuperscript{45-47} and two-photon photoelectron spectroscopy (2PPE)
intermediate state energy\textsuperscript{45-46}, their exciton binding energy is estimated to be as high as \(\sim 0.7\) (e)V.

The importance of the polymer–water interface in exciton dissociation suggests that a high surface area is a desirable property for a polymer photocatalyst to have, and should result in better quantum efficiencies. As such, photocatalysts based on conjugated microporous polymers\textsuperscript{48} and covalent organic frameworks\textsuperscript{49-50} with large internal surface areas because of their porosity, as will be discussed in Chapter 5, might be an attractive proposition.

3.4.4. Understanding the effect of oligomer length

Figure 3.6 compares the standard reduction potentials predicted for PPP-7, PPP-11 and the PPP-2 dimer, in water. Clearly the differences between PPP-7 and PPP-11 are relatively small, while, in contrast, the potentials of PPP-2 are significantly different. Overall, the potentials in which the polymer accepts electrons (IP and EA*) become more negative with chain length, while potentials in which the polymer donates electrons (EA and IP*) become more positive.

These trends are linked to the fact that PPP is a conjugated polymer, with a finite conjugation length, calculated below. The absorption onset values (modelled as the LVEE) of the infinite chain were determined by performing a least squares fit of the TD-B3LYP predicted absorption onset values to the equations developed by Meier \textit{et al.}\textsuperscript{51}

\[ E(n) = E(\infty) + \left[ E(1) - E(\infty) \right] e^{-a(n-1)} \]  
\[ \lambda(n) = \lambda(\infty) - \left[ \lambda(\infty) - \lambda(1) \right] e^{-b(n-1)} \]

where \(E(\infty)\) and \(\lambda(\infty)\) are the absorption onset of the infinite chain (in eV and nm respectively), \(E(1)\) and \(\lambda(1)\) the absorption onset of the monomer (benzene), and \(a\) and \(b\) numerical constants.
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Following Meier, the conjugation length is here defined as the value of n for which \( \lambda(n) \) differs from \( \lambda(\infty) \) by less than 1 nm, yielding a conjugation length value of 22 for PPP, which is rather long. The 1 nm value is, however, to a certain degree arbitrary, and it should be noted that, as can be seen from Figure 3.7, the difference of the absorption onset of PPP-11 and the infinite chain is of the order of only 0.05 eV. Additionally, while conjugation length may be a useful concept for linear conjugated polymers, it might not be as well defined or meaningful for real polymeric materials, due to molecular chain bending, entanglement, or crosslinking.

Figure 3.7: Comparison of the predicted IP, EA, IP* and EA* adiabatic potential values of PPP-2, PPP-7 and PPP-11 in water (\( \varepsilon_r = 80.1 \)) at pH 0.

Figure 3.8: TD-B3LYP/DZP predicted absorption onset values of PPP in eV as a function of the number of phenylene units in the chain. The dashed line indicates the fitted absorption onset of an infinite PPP chain.
3.4.5. Assessing the water splitting potential of PPP

Using the potentials shown on Figure 3.6, I can now shed light on the ability of the different PPP oligomers to split water. These potentials are strictly speaking for a solution of pH 0, because $G(H^+)$ is calculated from the experimental SHE potential. The Nernst equation can be used to correct these results, where the polymer potentials relative to vacuum stay fixed, but all the water and sacrificial electron donor potentials that involve $H^+$ shift by 0.059 V per pH unit, to more experimentally relevant pH values. Figure 3.8 shows the situation for pH values of 7 (neutral water) and 10 (the likely pH of the methanol–triethylamine–water solutions used in the work of Shibata and co-workers, see Table 3.4 for the numerical values of the predicted potentials at the different pH values). It is clear from the figures that for the pH range studied, there is a strong thermodynamic driving force for proton reduction by both the free electron and the exciton. These results suggest that the exciton does not need to be split in order for photocatalysis to take place, as the exciton itself can thermodynamically reduce protons. This is an important observation, since in polymers there is less likely to be a space charge layer to split excitons through field ionisation. The situation for water oxidation is substantially different. At pH 0, water oxidation by both the free hole and the exciton is endothermic, while at pH 7 and 10 there is only a marginal driving force for the oxidation reaction to proceed. Based on these results, pure water splitting is thus unlikely to happen in the absence of some external electrical bias. Alternatively, PPP might find use as part of a Z-scheme.\(^7\)\(^-\)\(^8\)

Figure 3.8 also includes the predicted potentials for the 2-electron oxidation of methanol and triethylamine (reactions (H) and (I)). Clearly there is a thermodynamic driving force for the oxidation of both by PPP-7 and PPP-11. The driving force is largest for triethylamine, in line with the results of Shibata and co-workers, where its use gave the highest hydrogen yield. The two expected products of the 2-electron oxidation of triethylamine (ethanol, produced through photoreduction of acetaldehyde, see equation (I) in section 3.2, and diethylamine) are indeed observed by Shibata and co-workers to be produced in conjunction with
The success of triethylamine as a sacrificial electron donor is probably due to its more negative potential than that of water, combined with the fact it involves a 2- rather than a 4-electron reaction.

![Figure 3.9: Predicted potentials of PPP at pH 7 (left side) and 10 (right side). The potentials of the 2-electron oxidation of triethylamine (TEA) and methanol are also shown (blue and brown lines respectively).](image)

<table>
<thead>
<tr>
<th></th>
<th>pH 0</th>
<th>pH 7</th>
<th>pH 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂/H₂O</td>
<td>1.05</td>
<td>0.64</td>
<td>0.46</td>
</tr>
<tr>
<td>H₂O/H₂O₂</td>
<td>1.64</td>
<td>1.23</td>
<td>1.05</td>
</tr>
<tr>
<td>TEA</td>
<td>0.03</td>
<td>-0.38</td>
<td>-0.56</td>
</tr>
<tr>
<td>MeOH</td>
<td>0.29</td>
<td>-0.12</td>
<td>-0.30</td>
</tr>
</tbody>
</table>

Table 3.4: Effect of the pH on the adiabatic and free energy ($G_{\text{vib/rot/trans}}$) corrected potentials of water, hydrogen peroxide and sacrificial electron donors (triethylamine and methanol). Potentials calculated using B3LYP/DZP and the COSMO solvation model ($\epsilon_r = 80.1$). All potential values in Volt.

All results discussed here were obtained using the DZP basis-set. Some of the potentials for the polymer and all of the solution reaction potentials (reactions (A), (B), (H) and (I), see Table 3.5) were recalculated with the larger def2-TZVP basis; the effect of increasing the basis-set was found to be generally small. The most noticeable change was an even better agreement of the calculated standard reduction potential of water oxidation (1.05 V for DZP and 1.21 V for def2-TZVP) with its experimental value. Finally, while $G_{\text{vib/rot/trans}}$ is neglected for the polymer, it is always included when calculating the solution reaction potentials. Due to the structural differences between reactants and products, the effect of neglecting $G_{\text{vib/rot/trans}}$ would be substantially bigger here.
### Table 3.5: Basis-set effects on adiabatic and free energy ($G_{\text{vib/rot/\text{trans}}}$) corrected standard reduction potentials of water, hydrogen peroxide and sacrificial electron donors. Calculated using B3LYP (all values in V, pH = 0)

<table>
<thead>
<tr>
<th></th>
<th>DZP</th>
<th>def2-TZVP</th>
<th>def2-QZVP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_2/H_2O$</td>
<td>1.05</td>
<td>1.21</td>
<td>1.26</td>
</tr>
<tr>
<td>$H_2O/H_2O_3$</td>
<td>1.64</td>
<td>1.85</td>
<td>1.91</td>
</tr>
<tr>
<td>TEA</td>
<td>0.03</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>MeOH</td>
<td>0.29</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>
3.5. Conclusions

Using a newly developed computational approach, I probed the thermodynamic ability of a polymeric water splitting photocatalysts, PPP, to drive both the reduction of protons and the oxidation of water. Some optical properties of PPP were calculated and compared to experimental data. I took into consideration the effect of the chemical environment around PPP, and discussed the effect of increasing its oligomer length on the predicted IP, EA, IP* and EA* potentials.

Calculations strongly suggest (and it is confirmed experimentally) that, while this material can drive the oxidation of protons into hydrogen gas, in the presence of a sacrificial electron donor, it remains thermodynamically unable to oxidise water and hence split pure water. It is important to note that in PPP (and more generally for similar types of conjugated oligomers/polymers) according to calculations, excitons do not spontaneously dissociate, and are able to drive one electronic half-reaction on their own, as they dissociate at an interface, similar to exciton dissociation in organic photovoltaics on the donor−acceptor interface, and generate free charge carriers.

The presented computational method proves its value as a tool to systematically study polymeric systems of interest, in the quest for an overall water splitting photocatalyst, in a rather computationally inexpensive way. After validating it in the next chapter, it will be used in Chapter 5 to carry out a broad screening among various types of chemical systems, and its predictive performance will be assessed.
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CHAPTER 4:
Confronting theoretical predictions to experimental data

In this chapter, I will compare the (TD-)DFT predicted reduction potentials associated with charge carriers and excitons to those measured experimentally, for a variety of conjugated oligomers relevant to water splitting. I will confront the results produced by the total-energy ΔDFT approach to experimental results found in the literature, obtained via two different methods, ultraviolet photoemission spectroscopy (UV-PES) and cyclic voltammetry (CV), for materials in the gas or solid phase, and in solution, respectively. I will then gauge how well predictions fit to experimental data, and evaluate the quality of my results and of the approximations used. Finally, I will discuss what such a comparison can teach us about the use of conjugated polymers as photocatalysts, focusing on their large exciton binding energy, and the mechanism through which free charge carriers are generated.

*The content of this chapter has been taken from part of the following work:*

4.1. Motivation and Literature review

One of the crucial requirements for a potential photocatalyst, polymeric or not, to meet is the thermodynamic ability to drive both of the water splitting, as seen in the previous chapter, or CO$_2$ photoreduction solution half-reactions. Knowledge of the IP, EA, IP$^*$ and EA$^*$ potentials is hence crucial when trying to understand the activity of known photocatalysts or develop new ones. Reliably measuring such potentials, especially under operating conditions, however, is far from easy. For example, cyclic voltammetry on solid polymer films, placed on an electrode in contact with an aprotic polar solvent system, is generally hard to interpret because the voltammograms tend to be broad, show signs of irreversibility$^{1-3}$ and involve the incorporation of counter ions and solvent molecules into the film,$^4$ which would not be expected under photocatalysis conditions. A related problem with CV is that measuring the electron affinity values of polymers is complicated by the fact that these often lie outside the stability window of common solvents, and that one thus has to be cautious not to confuse a signal due to solvent oxidation with the signature of electron affinity. The ability to calculate the redox potentials of charge carriers and excitons therefore is very useful, especially as it moreover allows one to predict those of hypothetical materials that have not been synthesised as yet, and thus to screen computationally for promising photocatalysts (see Chapter 5). The latter is an especially attractive proposition for polymeric materials, for which the synthesis, purification and characterisation of both the polymer and constituting monomers can be very time consuming.

The main difference between our group’s computational approach and that developed by others$^5-11$ is that it revolves around molecular calculations in combination with a continuum dielectric screening model$^{12}$ to describe the material and its environment rather than calculations using periodic boundary conditions (PBC).

The focus, in the case of polymeric materials, on a single polymer strand and the assumption that all intermolecular interaction, be it with other polymer strands or
water, can be described in terms of a dielectric response, is related to the fact that such materials are often amorphous or only poorly crystallised. Therefore, we do not have good experimental structural models for polymers to use in PBC calculations, and even if we did construct periodic models artificially, they would not necessarily be representative of the solid. Another difference between our approach and that of many others is that we calculate the potentials using a total-energy ΔDFT approach, rather than equate IP and EA with generalised Kohn-Sham (GKS) orbital energies (see Chapter 2), which is problematic, at least conceptually, especially for EA.\(^{13-14}\) Finally, we also take into account the (self-)trapping of charge carriers and excitons, \textit{i.e.} the formation of polaron and polaronic excitons, into account by considering adiabatic rather than vertical potentials.

In this chapter, I compare predicted polymer and oligomer potentials to those measured from three distinctly different datasets; gas phase photoemission spectroscopy (PES) for oligomers of poly(p-phenylene),\(^{15}\) solution electrochemistry data for oligomers of poly(p-phenylene)\(^{16}\) and poly(fluorene)\(^{17}\) derivatised with solubilising alkyl chains, and solid-state (inverse) PES data\(^{10, 15, 18-27}\) for a range of conjugated polymers. The differences between this and previous work validating the use of hybrid DFT for predicting redox potentials in the literature\(^{28-40}\) is a combination of (i) our focus on oligomers/polymers rather than small molecules or metal complexes, (ii) our emphasis on potentials in condensed phases, including the solid-state, (iii) the fact that we calculate adiabatic rather than vertical potentials and/or (iv) because we also consider excited state potentials.

I will show that (TD-)DFT calculations using the standard B3LYP\(^ {41-42}\) density functional yield reasonable gas and solution phase potentials and rather consistently good solid-state potentials, the latter in line with previous work for the IP and EA of small molecules.\(^ {32-34}\) I will further demonstrate that these good solid-state potentials appear to be the result of rather benign error cancellation. I will discuss that the good fit for solid-state potentials in vacuum suggests that a similar accuracy can be expected for calculations on solid-state polymers interfaced with water. I will also outline the requirements on a density functional to consistently calculate the potentials associated with charge carriers and excitons in polymeric...
materials. Finally, I will examine what a comparison of experimental and computationally predicted potentials teaches us about conjugated polymers as water splitting photocatalysts.
4.2. Computational methodology

Potentials, be they computationally predicted or experimentally measured, are always expressed with respect to a reference (typically vacuum in the case of photoelectron spectroscopy) and a reference electrode, for example, the standard hydrogen electrode (SHE), for liquid electrochemistry. A key parameter in the conversion from one potential reference to another is the value of the SHE absolute potential (SHEAP), for which a range of experimental values are proposed, something that is partly related to different possible choices for thermodynamic standard states and partly due to extra-thermodynamic assumptions. In this chapter, I consider two values of the SHEAP: 4.44 V, the original IUPAC-recommended value as used in the previous chapter when studying PPP, and a more recently proposed value of 4.28 V. Where possible, I will present results for both SHEAP choices. However, if in the text only one value is mentioned for a given system this will be based on the use of 4.44 V for SHEAP, which is the default value used throughout this thesis.
4.3. Results and discussion

4.3.1. Ionisation potentials

When an oligomer or polymer, or more generally a molecule, is taken from the gas phase into a solution, the solid state or a solid in contact with a solution, the IP of the molecule gets reduced and becomes shallower, through two different mechanisms.\(^{45-46}\) Firstly, prior to ionisation, in solids, where the molecules are densely packed, hybridisation raises the energy of the highest-energy occupied orbital, from which an electron will get removed upon ionisation. Secondly, after ionisation, the dielectric nature of the environment will screen the generated charge by polarisation and stabilise energetically the charged species formed. The difference between the gas and condensed IP values is commonly referred to as the polarisation energy, even if only part of this difference is the result of dielectric polarisation and, in contrast to what the names suggest, it also contains a contribution due to hybridisation.

<table>
<thead>
<tr>
<th>(n)</th>
<th>gas phase</th>
<th>(n)</th>
<th>DCM(^b)</th>
<th>solid phase</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(UV\text{-}PES^a)</td>
<td>(B3LYP^a)</td>
<td>(CV^c)</td>
<td>(B3LYP^a) (\varepsilon = 8.93)</td>
</tr>
<tr>
<td>2</td>
<td>3.72 (3.88)</td>
<td>3.26 (3.42)</td>
<td>1.91</td>
<td>1.42 (1.58)</td>
</tr>
<tr>
<td>3</td>
<td>3.36 (3.52)</td>
<td>2.71 (2.87)</td>
<td>1.78</td>
<td>1.22 (1.38)</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1.73</td>
<td>1.13 (1.29)</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>1.69</td>
<td>1.09 (1.25)</td>
</tr>
<tr>
<td>6</td>
<td>2.76 (2.92)</td>
<td>2.08 (2.24)</td>
<td>1.66</td>
<td>1.07 (1.23)</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>1.65</td>
<td>1.05 (1.21)</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>1.65</td>
<td>-</td>
</tr>
<tr>
<td>(\infty)</td>
<td>-</td>
<td>-</td>
<td>1.5^d</td>
<td>0.9^d</td>
</tr>
</tbody>
</table>

*Table 4.1: Experimentally measured and computationally predicted IP values of \(p\)-phenylene oligomers and polymers in different environments vs. SHE (all values in volts).*

\(^a\)Absolute IP vs. vacuum converted to SHE scale by a shift of 4.44 and 4.28 (inside parentheses), respectively. \(^b\)Oligomers with branched iso-alkyl chains at the terminal p-carbon atoms. \(^c\)Measured in DCM in the presence of 0.2 M n-Bu4NPF6 supporting electrolyte against SCE, values converted to SHE scale by application of a shift of +0.244. \(^d\)Obtained through linear extrapolation vs. 1/n. \(^e\)Value obtained by two different extrapolation methods in the original experimental paper. \(^f\)Modelled using an oligomer of 12 units.

Experimental CV data taken from reference 16, and UV-PES data from reference 15.
Table 4.1 shows experimental and DFT predicted values of the IP of oligomers and polymers of p-phenylene in the gas phase, in a dichloromethane (DCM) solution, and as a solid. I will first concentrate on the experimental values taken from the literature.\textsuperscript{15-16} While one has to be slightly careful with comparing these experimental potentials as they are measured using two fundamentally different methods, ultraviolet PES (UV-PES) and CV, and because of the need to convert between different potential references, vacuum for UV-PES and the standard calomel electrode (SCE)/SHE and the ferrocene/ferrocenium redox couple in the case of CV, such a comparison is very insightful.

As expected based on the literature, the gas phase IP values are the deepest, with the solid state and DCM solution values being 1-2 V smaller than the corresponding gas phase values. More interestingly, the polarisation energies for the different oligomers in the solid state and DCM, which can be extracted from the IP values in Table 4.1, are very similar. As the dielectric permittivity of the solid-state oligomer/polymer phase is likely to be smaller than that of DCM, especially given the fact that the supporting electrolyte is likely to increase the effective dielectric permittivity of the DCM solution through ion-pair formation,\textsuperscript{47} this suggests that the smaller dielectric contribution to the permittivity and thus screening of the formed charge in the solid state relative to the solution is more than compensated by the larger contribution due to hybridisation in the former. On the basis of the numbers, it is hard to extract an exact value for the effect of hybridisation, but it is likely to be at least a few tenths of volts. The experimental polarisation energy values measured for the oligomers, finally, are similar in magnitude to those measured for organic crystals\textsuperscript{45-46} and appear to decrease with oligomer length.

Figure 4.1: Structures of oligomer models studied computationally.
Moving on to the computational predictions, where the alkyl side chain is approximated by an isopropyl group (see Figure 4.1), inspection of Table 4.1 shows that, for the gas and solution phases, ΔDFT calculations using the B3LYP functional yield IP values that are 0.5–0.6 V shallower, i.e. less positive, than those measured experimentally. A similar shift was reported by Baik and Friesner when calculating EA values of small molecules in solution using B3LYP. Calculations using a slightly higher dielectric permittivity for the DCM solution than that of pure DCM in order to take into account that the supporting electrolyte will likely increase the effective dielectric permittivity (see Table 4.2), as well as calculations with larger basis-sets (Table 4.3), do not sufficiently change this observation.

Table 4.2: Experimentally measured and computationally predicted IP values of p-phenylene and fluorene oligomers and polymers in a DCM solution vs. SHE (all values in volts).

<table>
<thead>
<tr>
<th>n</th>
<th>p-phenylene</th>
<th>fluorene</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CV</td>
<td>B3LYP&lt;sup&gt;a&lt;/sup&gt; ε = 8.93</td>
</tr>
<tr>
<td>2</td>
<td>1.91</td>
<td>1.42 (1.58)</td>
</tr>
<tr>
<td>3</td>
<td>1.78</td>
<td>1.22 (1.38)</td>
</tr>
<tr>
<td>4</td>
<td>1.73</td>
<td>1.13 (1.29)</td>
</tr>
<tr>
<td>5</td>
<td>1.69</td>
<td>1.09 (1.25)</td>
</tr>
<tr>
<td>6</td>
<td>1.66</td>
<td>1.07 (1.23)</td>
</tr>
<tr>
<td>7</td>
<td>1.65</td>
<td>1.05 (1.21)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Absolute IP vs. vacuum converted to SHE scale by a shift of 4.44 and 4.28 (inside parentheses), respectively. <sup>b</sup> Measured in DCM in the presence of 0.2 M n-Bu₄NPF₆ supporting electrolyte against SCE, values converted to SHE scale by application of a shift of +0.244.

Phenylene experimental CV data taken from reference ¹⁶, and fluorene CV data from reference ¹⁷.

Moreover, a comparison between similar ΔB3LYP calculations and experimental data for the ionisation potentials of oligo(fluorene) in solution (Table 4.2) finds a similar 0.5–0.6 V shift, suggesting this to be a quite general feature. In contrast to the gas and solution phases, in calculations for the solid state, in which hybridisation is neglected, the predicted IP values are 0.2–0.4 V more shallow, less positive, than those measured experimentally.
For the dissolved oligomers, the calculations reproduce the experimentally obtained polarisation energy values rather well, but the solid-state polarisation energies are underestimated by ~1 V. If the isotropic dielectric screening model used in the calculation correctly reproduces the dielectric component of the polarisation energy, this would suggest that the effect of hybridisation is ~65% of the polarisation energy and far from negligible (calculated from values in Table 4.1 for the trimer and hexamer: comparison between the difference between (i) experimental data in gas phase and solid state, and (ii) B3LYP predictions in gas phase and solid state). However, the absolute values of the solid-state IPs, most relevant in this work, are, as discussed above, reasonably well reproduced. As the inherent density functional related error and the error introduced by neglecting hybridisation have similar magnitudes and opposite signs, the solid-state values lie close to their experimental counterparts by error cancelation.

This success in reproducing experimental values of solid-state IP values for polymers appears to be not limited to oligomers and the polymer of p-phenylene. Figure 4.2 and Table 4.4 show a comparison of IPs of a range of conjugated polymers measured experimentally by UV-PES\textsuperscript{15, 18-21, 23, 27} and B3LYP calculations, again using $\varepsilon_r = 2$, for oligomers of 12 units (see Chapter 1 for the structures of different polymers studied). Concentrating on the polymers without side chains, for all materials, except perhaps polypyrrole, the match is quite good (maximum deviation of ~0.44 V, for polypyrrole, and a mean absolute deviation of 0.20 V) and the DFT predictions correctly recover the relative ordering of the IPs of the different
polymers. Since polypyrrole is easily oxidisable,\(^{21}\) the deviation observed for this material can in part find its origin in experiment.

![Figure 4.2: Comparison between the potentials predicted using (TD-)B3LYP and \(\epsilon_r = 2\) (thick lines), and measured experimentally (thin lines), for a range of conjugated polymers.](image)

<table>
<thead>
<tr>
<th></th>
<th>B3LYP(^a)</th>
<th>Experimental literature values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>non-derivatised</td>
<td>derivatised</td>
</tr>
<tr>
<td>PPP</td>
<td>5.85 (5.89)</td>
<td>5.65 / 5.85(^b,15) -</td>
</tr>
<tr>
<td>PF</td>
<td>5.56 (5.60)</td>
<td>-</td>
</tr>
<tr>
<td>PPV</td>
<td>5.18 (5.21)</td>
<td>5.2(^19) 5.4(^25) / 5.6(^23)</td>
</tr>
<tr>
<td>PPyri</td>
<td>6.15 (6.19)</td>
<td>6.3(^22) -</td>
</tr>
<tr>
<td>PPyrr</td>
<td>4.40 (4.44)</td>
<td>4.0(^21) -</td>
</tr>
<tr>
<td>PT</td>
<td>5.06 (5.09)</td>
<td>5.3(^20) 4.3-5.0(^d,27) / 4.85(^26)</td>
</tr>
</tbody>
</table>

\(a\) values including outlying charge correction in between parentheses.

\(b\) value obtained by two different extrapolation methods in the original experimental paper.

\(c\) result for calculations including short alkyl chains.

\(d\) range of values reported depending on the regiochemistry and molecular weight.

\(\epsilon_r\): relative dielectric constant.
Use of a slightly higher dielectric permittivity than 2 for the heteroatom containing polymers, to account for the fact that such polymers probably have a higher dielectric permittivity than pure hydrocarbon polymers (see Table 4.5), if anything worsens the fit. In this context, it is important to remember that photoemission is likely to mostly involve molecules near the polymer-vacuum interface due to the surface sensitivity of UV-PES and that such molecules as a result will be less screened than in the bulk.\textsuperscript{48}

<table>
<thead>
<tr>
<th></th>
<th>IP</th>
<th>EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPyri</td>
<td>5.85</td>
<td>2.69</td>
</tr>
<tr>
<td>PPyrr</td>
<td>4.06</td>
<td>1.13</td>
</tr>
<tr>
<td>PT</td>
<td>4.76</td>
<td>2.69</td>
</tr>
</tbody>
</table>

*Table 4.5: B3LYP solid-state IP and EA values for polypyridine, polypyrrole and polythiophene calculated using $\varepsilon_r = 10$ instead of 2. All values in Volt vs. vacuum.*

These results also suggest that the single oligomer embedded in a dielectric continuum approximation, which ignores details of molecular packing, works very well for these amorphous/quasi-crystalline polymers, even if for fully crystalline materials there are cases known where non-isotropic packing effects are large and one has to go beyond the continuum approach.\textsuperscript{49} Overall, these results and the fact that the (dielectric) effect of going from an interface with vacuum to water is most likely additive suggest that the computational setup used will also provide decent predictions for the IP of a polymer interfaced with water. Protonation of a polymer might induce an additional shift in the potentials, but this is, even for the nitrogen containing polymers, unlikely to be an issue at (near) neutral pH.

### 4.3.2. Electron affinities

In contrast to the relative multitude of reference data on the IP of oligomers and polymers, there is very little experimental data on the EA of oligomers and polymers, especially in the solid state. Most reported electron affinities are obtained by adding the optical gap, *i.e.* the onset of light absorption, to the value of the IP, but this is a questionable approach. More theoretically justified values can be obtained from
either inverse PES or the high kinetic energy edge of two-photon PES (2PPE) spectra. Such data only seem to be available, currently, for three of the polymers discussed in the previous section, which are the alkyl-chain derivatised versions: of PT, poly(3-hexylthiophene) (P3HT),\textsuperscript{26,27} of PF, poly(9,9-dioctylfluorene)\textsuperscript{24} (PF8), and of PPV, poly(2-methoxy-5-(2-ethyl-hexyloxy)-p-phenylene vinylene)\textsuperscript{25} (MEH-PPV).

<table>
<thead>
<tr>
<th></th>
<th>B3LYP\textsuperscript{a}</th>
<th>Experimental literature values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>non-derivatised</td>
</tr>
<tr>
<td>PPP</td>
<td>1.48 (1.52)</td>
<td>-</td>
</tr>
<tr>
<td>PF</td>
<td>1.41 (1.45) - 1.45\textsuperscript{b}</td>
<td>-</td>
</tr>
<tr>
<td>PPV</td>
<td>2.19 (2.23)</td>
<td>-</td>
</tr>
<tr>
<td>PPyr</td>
<td>2.19 (2.23)</td>
<td>-</td>
</tr>
<tr>
<td>PPyyr</td>
<td>0.54 (0.58)</td>
<td>-</td>
</tr>
<tr>
<td>PT</td>
<td>2.17 (2.20) - 1.95\textsuperscript{b}</td>
<td>-</td>
</tr>
</tbody>
</table>

\textit{Table 4.6: Comparison between solid-state EA values for the different polymers predicted by B3LYP calculations, and experimental values from the literature. All values in Volt vs. vacuum. PPV refers to poly(p-phenylene-vinylene).}

\textsuperscript{a} values including outlying charge correction in between parentheses.

\textsuperscript{b} result for calculations including short alkyl chains.

\textsuperscript{c} range of values reported depending on the regiochemistry and molecular weight.

As can be seen from Figure 4.2 in the previous section and Table 4.6 above, the fit is good for P3HT and PPV, and slightly less good for PF8. This is for calculations neglecting the alkyl side chains. However, calculations that take these side chains into account, included in Table 4.6, show that these side chains are predicted to only have a small effect on the electron affinity. While these three data points are not sufficient to properly test it in terms of its ability to correctly predict electron affinities of polymers in the solid state, they at least give some confidence in our approach. Similarly, as for the IP, the difference in the EA for a polymer in contact with vacuum and water is expected to be adequately described by changing the dielectric permittivity from 2 to that of water.
4.3.3. Excited-state potentials

Experimental benchmark data for the excited state potentials of relevant polymers are as rare as data for EA, if not rarer. There exist some 2PPE data, where the process of ionisation of the intermediate state by the second photon can be hypothesised to correspond to the ionisation of a (self-trapped) exciton and thus IP*, for only two polymers: P3HT,\textsuperscript{26} and MEH-PPV.\textsuperscript{25} As can be seen from Figure 4.2 in previous section 4.3.1, and in Table 4.7 below, the experimentally measured values appear in line with the values predicted by our computational approach for the polymers without side chains. Moreover, for both P3HT and MEH-PPV, EA and IP* are split by \(\sim0.7\) (e)V, \textit{i.e.} the adiabatic exciton-binding energy, in experiment, and by \(\sim1\) (e)V in my calculations. Similarly, as for EA, while these two data points for IP* are not sufficient to properly test the computational methodology in terms of its ability to correctly predict electron affinities of polymers in the solid state, it does give confidence in our approach.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>(\text{IP}^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPV</td>
<td>3.14 \textsuperscript{26}</td>
</tr>
<tr>
<td>PT</td>
<td>3.25 \textsuperscript{26}</td>
</tr>
</tbody>
</table>

\textit{Table 4.7: Comparison between solid-state excited-state ionisation potentials for the different polymers predicted by B3LYP calculations and experimental values from the literature. All values in Volt vs. vacuum.}

Experimental data that could directly validate EA* predictions, not found in the literature, would require a 2PPE equivalent inverse photoemission spectroscopy. However, as by definition, the splitting between IP and EA* is the same as between EA and IP*, the fit between predicted IP* and 2PPE values in combination with the fit between experimental and computational IP values suggests that EA* might be as well described as IP*. Again, just as for IP and EA, the effect of water is likely to be additive for IP* and EA*. 
4.4. Perspectives

Consistently calculating the set of potentials associated with the charge carriers and exciton is a rather demanding application. Other density functionals than B3LYP, for example optimally tuned range-separated density functionals,\textsuperscript{36, 39, 50} might very likely yield more accurate values for the ionisation potential or electron affinity of oligomers in the gas phase or in solution. However, to be useful in this context, use of such a functional should simultaneously allow for the calculations of the other potentials, including the excited state potentials (and hence the optical properties of a system) and the potentials of solution reactions, and all to a similar consistent standard. Additionally, while the dependence on error cancelation to predict decent solid-state values is unsatisfying from a theoretical point of view, it saves one from having to do calculations on extended models of the solid.

If our estimate of the contribution of hybridisation to the polarisation energy for PPP is correct and a general feature of conjugated polymers, then calculations with functionals that give better gas phase values might require calculations on explicit stacks to obtain solid-state values or \textit{ad hoc} shifts. The latter is probably as conceptually unsatisfying as relying on error cancelation, while the former is, at least for polymers that are amorphous or poorly crystallised, difficult to achieve due to, as discussed in the first section of this chapter, the lack of meaningful structural models. An additional complication with calculations on explicit stacks is the fact that the percentage of Hartree–Fock exchange included the density functional fixes the intermolecular dielectric screening inside the stack.\textsuperscript{51} As a result, the effective dielectric constant inside the stack might be different from its desired value and different from that used in the external continuum dielectric screening model.
CHAPTER 4: Confronting theoretical predictions to experimental data

4.5. Conclusions

For a range of polymers relevant to photocatalysis, the predictions of density functional theory for the redox potentials associated with charge carriers and excitons were compared to those measured experimentally. A good fit was found between the values predicted using ΔB3LYP and those measured experimentally, for the ionisation potentials of solid-state polymers in contact with vacuum. Among the different classes of potentials available experimentally for conjugated polymers, the ones considered were those measured under the conditions most similar to those occurring during water splitting.

Although experimental data measured under similar conditions for the electron affinity and excited state ionisation potential are much more limited, the fit to ΔB3LYP is decent in both cases. Overall, the comparison with experimental data gives good confidence in the use of ΔB3LYP to predict polymer potentials for solids and suggests that, if the effect of replacing the interface with vacuum by an interface with water is largely dielectric in nature, the here used approach should also give accurate predictions under water splitting conditions.

In contrast to the case of solid-state polymers, the ΔB3LYP predicted ionisation potentials for oligomers of p-phenylene in the gas phase and solutions and oligomers of fluorene are off by 0.5–0.6 V with respect to experiment. A combination of this observation and comparison of experimental and theoretical estimates of the polarisation energy suggests that the consistently good fit for solid polymers may be the result of error cancellation. Despite the lack of similar data for the electron affinity and excited state potentials, but it stands to reason that the decent description of these potentials is similarly the result of error cancellation.
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CHAPTER 5:
Beyond PPP; screening for suitable photocatalysts

In this chapter, I will apply the computational methodology presented in Chapter 3 and validated in Chapter 4, to systematically calculate the redox potentials associated with free charge carriers and excitons (IP, EA*, IP*, EA), for a variety of oligomeric systems. Those include oligofluorene derivatives, phenylene and pyrene-based conjugated microporous polymers (CMPs), linear oligomers of common conjugated “building blocks” (pyridine, pyrimidine, pyrazine, pyrrole, furan, and thiophene), and carbon nitride flakes or oligomers (based on triazine and heptazine motifs). I will comment on key factors that can enhance photocatalytic properties, and describe the strengths and limitations of our computational approach.

Some of the content of this chapter has been taken from the following published work:


Sprick R. S.; Bonillo B.; Clowes R.; Guiglion P.; Brownbill N.J.; Slater B.J.; Blanc F.; Zwijnenburg M. A.; Adams D. J.; Cooper A. I., “Visible Light-Driven Water Splitting

5.1. Motivation and Literature review

The computational method introduced in Chapter 3 and validated in Chapter 4 offers a tool for screening molecules that is robust and computationally tractable. The idea of using computational screening in order to find promising candidate photocatalysts is not a new one. However, studies that compare the effectiveness of chemical systems to split water traditionally employ a rather crude approximation. Such studies generally assess the relevance of photocatalysts by predicting and comparing the positions of their Kohn-Sham HOMO and LUMO. As explained in Chapter 3, the presented methodology goes beyond those limitations by considering both the ground state and excited state of chemical systems, using a TD-DFT approach.

The screening for relevant photocatalysts will be carried out by gradually moving away from pure PPP. I will first investigate copolymers of phenylene and fluorene (and of other fluorene-type derivatives), then focus on Conjugated Microporous Polymers (CMPs) based on phenylene and pyrene, before shifting my attention to a variety of heteroatom-containing linear oligomers. Finally, I will discuss one of the most promising candidate photocatalysts for overall water splitting, Carbon Nitride (CN).

Copolymers based on fluorene and its derivatives are a class of materials that show great potential. Starting from a rather flexible PPP chain, it is possible to further planarise and rigidify the molecular backbone, by introducing a methylene linker between every other phenylene unit (effectively replacing some phenylene moieties by fluorene motifs). Indeed, extended planarisation in polymers has been shown to decrease the electron-hole binding energy, and to increase exciton dissociation yields\(^1\)\(^-\)\(^2\) and charge carrier mobility\(^3\)\(^-\)\(^4\), which should result in overall better photocatalytic activity. Additionally, Sprick and co-workers\(^5\) recently demonstrated experimentally that planarisation leads to increased hydrogen evolution rates. I will therefore discuss several planarised copolymers of phenylene and fluorene, and of fluorene-type derivatives (introduced in Chapter 1) to hopefully find the origin of
such enhanced photocatalytic performance for the reduction of protons to molecular hydrogen.

Conjugated Microporous Polymers (CMPs) have also generated a lot of interest in the last few years. Phenylene and pyrene-based CMP materials (introduced in Chapter 1) are rather challenging to characterise experimentally, hence the need for a computational approach to help elucidate their structure-property relationships. In particular, the origin of the relatively good performance of pyrene-phenylene CMPs compared to their pure phenylene counterparts, noted by Sprick et al., needs to be explained.

Apart from fluorene derivatives and pyrene and phenylene-based CMPs, other types of oligomers, built from linear arrangements of common conjugated molecules (introduced, along with PPP, in Chapter 1), widely described in fields such as organic photovoltaics and organic light-emitting diodes, will be investigated. Those include linear homopolymers of pyrrole, pyridine, diazine, pyrimidine, thiophene, phenylene-vinylene, and furan, as well as their phenylene copolymers.

Linear polymer and 2D carbon nitride materials are another very promising type of materials, that have received much attention in the last few years, due to the experimental report, in 2009, by Antonietti and co-workers, of their experimental activity for the reduction of protons, in the presence of a sacrificial electron donor, and for the oxidation of water, in the presence of a sacrificial electron acceptor, under visible light. More recently, other carbon nitride systems containing carbon nanodots or decorated with Pt-based co-catalysts were reported to split pure water in the absence of any sacrificial reagent.

In the next section, the standard reduction potentials of CN cluster models will be calculated, first, in order to evaluate the established computational methodology, and second, to hopefully determine the reason why in most cases, experimentally, carbon nitride, until recently, was only known to catalyse either the proton reduction half-reaction in the presence of a SED, or the oxidation of water into molecular oxygen in the presence of a SEA, but not both concurrently.
Among those different types of materials, I will aim at finding the most promising candidates for solar-driven water splitting, *i.e.* photocatalysts that have deep (very positive) IP and EA*, and shallow (very negative) EA and IP*, always bearing in mind the additional constraint that the absorption onset of the ideal material should be small enough for it to absorb visible light, and large enough for it to drive, at least thermodynamically, ideally both the proton reduction and the water oxidation half-reactions.
5.2. Results and discussion

5.2.1. Fluorene-based oligomers and derivatives

The standard reduction potentials of four fluorene-type oligomers (Fl-Ph, Cz-Ph, DBT-Ph and DBTsulf-Ph, as introduced in Chapter 1, see p. 24) were calculated, using the same methodology as for PPP in Chapter 3, i.e. using (TD-)B3LYP/DZP and the COSMO solvation model, with $\varepsilon_r = 80.1$ to take into account the influence of an aqueous environment. The standard reduction potentials of the diethylamine/triethylamine (DEA/TEA) redox couple was also calculated. As shown in our previous work on PPP\textsuperscript{14}, using the dielectric permittivity of methanol or triethylamine (experimentally used as a mixture of sacrificial reagents by Sprick et al.\textsuperscript{5}) instead of water only makes a small difference. The magnitude of the contribution of vibrational/rotational/translational free-energy to the potentials of the half-reactions associated with the reduction of the oligomers (IP, EA, IP* and EA*) is small, as found in our previous work\textsuperscript{14-15}, because of the structural similarity between products and reagents, but it is large for the oxidation half-reactions of water and triethylamine.

![Figure 5.1: Comparison between the predicted potentials for the p-phenylene (left) and the Fl-Ph (right) oligomers, calculated at pH = 0. The numbers along the x-axis correspond to the number of equivalent phenylene moieties.](image-url)
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Figure 5.2: Predicted potentials for the Cz-Ph (left), the DBT-Ph (centre), and the DBTsulf-Ph (right) oligomers, calculated at pH = 0.

The absorption onsets of those oligomers were also predicted by calculating their lowest vertical singlet-singlet excitation energy (LVEE) using TD-B3LYP, either in the gas phase, or in chloroform, the solvent used experimentally when measuring the UV-Vis spectrum of the soluble oligomers, by using the COSMO model with $\varepsilon_r = 4.81$.

Figure 5.3: Predicted LVEE in chloroform.

For a given type of oligomer, our calculations predict a decrease in absorption onsets and a shift of EA/IP* potentials towards more positive values, when the oligomer length increases (see Figures 5.1, 5.2 and 5.3), in line with previous observations for
PPP. However, in all cases, those potentials remain considerably more negative than the potential for proton reduction to hydrogen, meaning that there will still be, in principle, ample thermodynamic driving force for hydrogen generation (Figures 5.1 and 5.2) in the long chain limit. It is therefore predicted that all fluorene-type oligomers considered should be able to run the reduction of protons to hydrogen, although it is difficult to know with certainty which material will perform best based on calculations only, due to the similarity of their EA/IP* potentials.

Sprick and co-workers, our collaborators from the University of Liverpool, carried out a series of experiments\textsuperscript{5} where they measured the hydrogen evolution rates of small molecules including \textit{p}-phenylene and Fl-Ph oligomers, and of polymers including PPP and Fl-Ph (and other fluorene-type, such as Cz-Ph, DBT-Ph and BDTsulf-Ph) copolymers. They also observed (unpublished work) that the photocatalytic performance of some fluorene-type homopolymers, \textit{i.e.} without any phenylene moiety, was worse, in general, compared to their phenylene copolymer analogues. For this reason, although some pure fluorene-like homopolymers (\textit{e.g.} polyfluorene, not shown here) are predicted to have slightly more favourable potentials for proton reduction and smaller optical gap than Fl-Ph polymers, this section will focus on copolymers instead of fluorene-like homopolymers. For all the oligomers considered, Sprick \textit{et al.} measured a steady, almost linear increase in hydrogen evolution rates with increasing chain length (see Figure 5.4), related to a red shift of absorption onsets, enabling longer oligomers to absorb a larger part of the visible spectrum, and thus to generate more charge carriers, leading to enhanced rates of hydrogen formation.\textsuperscript{5}

Within a range chemical compositions, for a given oligomer length, my (TD-)DFT calculations predict no significant change in absorption onset (Figures 5.1 and 5.2 for optical/fundamental gaps, and Figure 5.3 for LVEE). For short oligomer lengths, oligo(\textit{p}-phenylene)s are expected to have consistently higher LVEE values than fluorene-\textit{co}-phenylenes. In contrast, in the long oligomer limit, all the materials we modelled have very similar LVEE values. This is confirmed experimentally by the fact that the measured absorption onsets lie between 2.7 and 2.9 eV for all copolymers (where the conjugation limit is presumably reached), whereas for all
small oligomers, they range from 4.4 to 3.5 eV, decreasing as expected with oligomer length.

![Figure 5.4: Experimentally measured photocatalytic performance of oligomers against their optical gap. SM1-5 refer to PPP of oligomer lengths 3-7, FSM1-3 refer to Fl-Ph containing 2-4 phenylene equivalents, and DBT, DBT-SO$_2$ and Cz refer to our DBT-Ph, DBTsulf-Ph and Cz-Ph respectively.](image)

It can be observed that, in line with the successful use of triethylamine as a sacrificial electron donor, triethylamine oxidation is overall predicted to be exothermic; the calculated IP/EA* potentials are considerably more positive than the triethylamine oxidation potential. The same also holds for methanol oxidation, not shown here, although there, the overpotential is smaller, as the methanol oxidation reaction is predicted to have a potential of +0.29 V instead of +0.03 V in the case of triethylamine (see Chapter 3).

Interestingly, it is the DBTsulf-Ph copolymer that achieves the highest hydrogen evolution rate experimentally,\(^5\) both under UV and visible light irradiation (~145µmol/h, i.e. up to 15 times better than pure PPP, which evolves from ~10 to ~15 µmol/h of hydrogen depending on the type of polymerisation) followed by the DBT-Ph copolymer (~102µmol/h). By looking at the EA and IP* potentials alone, it seems that the computational approach doesn’t predict those dramatic improvements in HER, which can’t be rationalised by a decrease in optical gap, nor by an increased thermodynamic driving force for proton reduction. However, it is important to keep in mind that hydrogen generation is enabled by the oxidation of a
SED, here triethylamine, whose reaction rate is regulated by the positions of IP and EA* potentials. The overall water splitting reaction rate (and HER), therefore, is limited by the slowest reaction between proton reduction and triethylamine oxidation. The IP and EA* values, for the DBT sulf-Ph oligomers, are slightly deeper that for all other fluorene-type copolymers (see Figure 5.2), while their EA and IP* levels (responsible for hydrogen generation) do not vary significantly, meaning that triethylamine oxidation would be slightly favoured, which could partly explain the better performance of DBT sulf-Ph compared to the other fluorene-types, if triethylamine oxidation is indeed the rate-limiting step. This increase in HER is also likely to be ascribed to a combination of other factors, such as a change in charge carrier lifetime, charge carrier mobility, or specific surface wettability.

5.2.2. Conjugated microporous polymers

Phenylene and pyrene-phenylene CMPs

In a first step, the LVEE of the phenylene and pyrene-phenylene CMP cluster models (presented in Chapter 1) were calculated using TD-DFT with a combination of the B3LYP and CAM-B3LYP functionals (the CAM-B3LYP results are not shown here as they yield similar results and lead to the similar conclusions).

As discussed previously in the case of fluorene, for small molecules, one could assume that the LVEE coincides with the maximum of the first absorption peak. For the more complicated extended CMPs, however, the situation is more convoluted. The absorption spectrum of a CMP can be understood as the weighted average of the absorption spectra of the different local environments present, those sampled in our calculations by the different cluster models. As a result, if the more red-shifted environments form only a relatively small part of the CMP structure, the true vertical absorption onset of the CMP and other vertical excitations will lie in between the experimental absorption onset and the maximum of the first absorption peak.
We observe that, independently of ring size and ring type (i.e. short or long vertices), phenylene rings are always predicted to have the most blue-shifted LVEE values (see Figure 5.5). The LVEE of the pyrene-phenylene rings are found to be more red-shifted relative to the pure phenylene rings (while pure pyrene rings, not shown here, are predicted to have the most red-shifted vertical absorption onset values, unsurprisingly\textsuperscript{16}). It is likely that the above-mentioned trend in LVEE for ring cluster models is virtually independent of ring size and ring type, and that this shift is also the origin of the experimentally observed red shift in absorption onsets of the series of CMPs considered by Sprick \textit{et al.}\textsuperscript{10} from pure phenylene, to pyrene-phenylene, and pure pyrene. For real materials, the ring-size distribution is likely to be different for different CMPs in the series, and some of the intermediate compositions might have phenylene-rich or phenylene-poor domains, but we believe that this will only result in second-order shifts relative to the simple effect of composition.

Computationally, the origin of the effect of composition appears to be a change in the character of the orbitals contributing to the excitations responsible for the absorption onset. The highest occupied molecular orbital (HOMO) of a pyrene ring always lies higher in energy than that of its phenylene equivalent and equally the
lowest unoccupied molecular orbital (LUMO) of a pyrene ring always lies lower in energy than that of its phenylene equivalent.

In a second step, to assess these materials’ relevance for water splitting, their IP/EAA* and EA/IP* potentials were calculated for the different cluster models (see nomenclature p. 29 and p. 30 Fig. 1.15).

All isomers considered show significant driving force for the reduction of protons to hydrogen, regardless of cluster size see Figure 5.6). There are, however, two key differences between phenylene and pyrene-phenylene materials. We observe that phenylene clusters (B5 and B1) overall, have more negative EA/IP* potentials (by ~0.5 to 0.7 V), but that their optical gaps are on average 1 eV larger than their pyrene-phenylene counterparts (as can be seen on both the potential and LVEE figures above). We can therefore predict that, although phenylene clusters have a larger thermodynamic driving force for proton reduction, pyrene-phenylene clusters will absorb visible photons more readily, creating more excitons, thus generating more charge carriers, potentially resulting in improved hydrogen
evolution rates. Unfortunately, those observations are not sufficient to determine accurately which of those two competing effects will predominate. However, in contrast to the previous section, where the surprisingly good HER of DBTsulf-Ph was in part rationalised by a larger driving force for SED oxidation, we know that here it cannot be the case, since for pyrene-phenylene clusters compared to pure phenylene clusters, both the IP/EA* and the EA/IP* couples are more unfavourable (respectively for SED oxidation, and for proton reduction).

In contrast to their good predicted performance for proton reduction, all phenylene and pyrene-phenylene clusters show no or negligible driving force for water oxidation to oxygen. Therefore, sacrificial electron donors such as di- or triethylamine, whose oxidation is predicted to be very exothermic, will need to be used as electron donors.

Experimentally\textsuperscript{10}, all CMPs across a range of chemical composition, from pure phenylene to 50:50 pyrene-phenylene, show steady hydrogen production under visible-light illumination, with a gradual increase from the pure phenylene CMP (~1\(\mu\)mol/h), to the 50:50 pyrene-phenylene CMP, which performs best (~17\(\mu\)mol/h). The consistent decrease in optical gap between those two types of CMPs, which is also confirmed experimentally, seems to be the origin of the enhanced performance for the hydrogen evolution. Measurements subsequently performed on CMPs with even increased pyrene content (obtained by gradually replacing phenylene linkers by pyrene linkers, effectively increasing pyrene content gradually from 50% to 100%) showed dramatically worse hydrogen evolution rates, corresponding to much smaller optical gaps (decreasing from 2.33 to 1.94 eV, \textit{i.e.} absorbing UV instead of visible light). All hydrogen evolution rates were measured in the presence of diethylamine as a sacrificial electron donor, since experimentally the water oxidation half-reaction cannot be driven by these CMPs.

It appears, despite the fact that the position of EA/IP* potentials is what dictates if a material can theoretically drive the reduction of protons to hydrogen, that the width of the optical gap plays a crucial role in their overall experimental hydrogen evolution performance. Among two CMPs that have well-positioned EA levels, the
best candidate will therefore be the one which has an optical gap between 2.3 and 2.5 eV, *i.e.* small enough to absorb many visible photons, but a fundamental gap large enough to straddle the potentials of the two water splitting half-reactions and drive those reactions.

**Covalent triazine frameworks**

The standard reduction potentials of some CTF fragment clusters were also calculated. The CTF materials of interest (presented in Chapter 1) are similar to CMPs, to the extent that they include *p*-phenylene “linker” building blocks in their molecular backbone, and can form ring structures (such as CTF-1, see Figure 5.7, and other related ring clusters)\textsuperscript{17-18}, but also very unique since they have a high nitrogen content, are typically 2-dimensional (although in practice, stacking usually makes them 3-dimensional), and possess an inherently different connectivity (trivalent triazine vs. tetravalent phenylene vertices).

![Figure 5.7: B3LYP optimised ground state structure of CTF-1, modelled as a single ring cluster.](image)

Figure 5.8 below shows a comparison between the predicted potentials of those CTF clusters, and that of CTF-1 (see nomenclature p. 31 Fig 1.16). First, we observe that all CTF fragments have much deeper IP/EA* values than the phenylene/pyrene CMPs, and that these are ideally positioned (more positive than the water oxidation potential), meaning that they should theoretically be able to drive oxygen evolution. Their EA/IP* values, although deeper than those of the CMPs due to their overall smaller optical and fundamental gaps, are still predicted to be sufficiently negative to drive hydrogen evolution. Second, we notice that the potentials of cyano-
terminated CTF clusters are shifted to more positive values, which can be rationalised by the very electron-withdrawing nature of the cyano group.

![Graph showing TD-B3LYP predicted IP, EA*, IP* and EA values of selected CTF fragments](image)

**Figure 5.8:** TD-B3LYP predicted IP, EA*, IP* and EA values of selected CTF fragments (see nomenclature p. 31 Fig 1.16). The “−CN” suffixes indicate a cyano termination on each of the terminating phenylene para position. Potentials calculated in water.

Third, we note that the exciton binding energy (EBE) of CTF-1, *i.e.* the difference between its fundamental and optical gaps, is predicted to be much smaller than that of the other CTF clusters. More precisely, while their fundamental gaps stay similar, the optical gap of CTF-1 is larger than those of the other CTFs. In other words, while the ring and non-ring clusters have a similar ability to drive water splitting half-reactions through charge carriers, calculations predict that in the non-ring clusters, excitons themselves can drive those reactions directly, and do not need to dissociate (which is very unlikely to happen spontaneously, given the magnitude of the predicted EBE values). However, for this last point, as the EBE values of most materials are typically in the order of tens of meV, the calculated EBE values (up to ~1.5 eV, *i.e.* larger by two orders of magnitude) and the associated interpretations should be taken with caution. Those high EBE values are likely to be artefacts due to the highly symmetrical structure of the CTF clusters, which introduces an additional excited state minimum where the excited state is delocalised over the whole structure, not encountered for real, less symmetrical structures.¹⁹
5.2.3. Linear conjugated oligomers

Although for PPP, in line with our predictions\textsuperscript{14}, and similarly for fluorene-phenylene oligomers\textsuperscript{5} and (pyrene-)phenylene CMPs,\textsuperscript{10} water oxidation has never been observed, other photocatalysts do oxidise water experimentally when using a sacrificial electron acceptor (or a sacrificial hole donor) other than water. Most of these photocatalysts are not simple hydrocarbons, but contain heteroatoms. Aside from carbon nitride (one of the most promising candidates, which will be discussed in the next section) I will now discuss simple linear, heteroatom-substituted variations of PPP. Specifically, as presented in Chapter 1, I will focus on oligomers based on pyridine, pyrimidine, pyrazine, pyrrole, thiophene and furan, some of the most popular aromatic building blocks used in the fields of organic photovoltaics and organic light emitting diodes.\textsuperscript{20-21}

In our original PPP study\textsuperscript{14}, calculations on a heptamer of poly(pyridine-2,5-diyl)\textsuperscript{22-23} (PPyri), the pyridine equivalent of PPP-7, suggested that the presence of nitrogen in the backbone of the polymer leads to a positive shift of the IP and EA* potentials, and thus to a larger thermodynamic driving force for water oxidation (see Figure 5.9).

![Figure 5.9: Comparison between (TD-)B3LYP predicted adiabatic potentials of PPP and PPyri, for oligomer lengths of 7 and 12, at pH = 0.](image-url)
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PPyri has only been observed to catalyse the proton reduction reaction experimentally\textsuperscript{22-23} in the presence of triethylamine as sacrificial electron donor (although those studies, dating back to the years 1990s, didn’t aim at achieving overall water splitting). Our calculations, however, predicted a significant overpotential (0.6 V at pH 7), implying that the lack of water oxidation activity could also be resolved for PPyri through the addition of a suitable co-catalyst. We thus observed that nitrogen substitution is a promising method of shifting the water oxidation potential in the desired direction. Moreover, in the last section, we also observed that CTFs, which were reported to oxidise water in the presence of a SEA\textsuperscript{24}, had relevant IP/EA* potentials for water oxidation.

![Figure 5.10: Comparison between the predicted adiabatic potentials of a range of conjugated molecules, for oligomer lengths of 7 and 12, at pH = 0 and pH = 7. See nomenclature p. 23 Fig. 1.5.](image)

Now considering the whole range of heteroatom-containing linear oligomers (see Figure 5.10), we see that in all cases, increasing the oligomer length, as observed previously, red-shifts the optical (and fundamental) gaps. The most promising candidates for proton reduction (that have the largest driving force, \textit{i.e.} the most negative EA/IP* potentials) are the pyrrole oligomers (PPyrr). The phenylene (PPP) and furan (PFur) oligomers, followed by the pyridine (PPyri) and thiophene (PT)
 oligomers, also have suitable EA/IP* levels, whereas the pyrimidine (PPyrim) and pyrazine (PPyra) oligomers seem unpromising. All of these molecules can theoretically drive the proton reduction half-reaction. The most promising candidates for water oxidation (that have the largest driving force, i.e. the most positive IP/EA* potentials), on the contrary, are the pyrimidine and pyrazine oligomers, and the pyridine oligomers only show a very small overpotential for water oxidation. The remaining ones, namely PPP, PT, PFur and PPyrr, can be eliminated because of very shallow IP/EA* potentials, regardless of the pH considered.

The pyrrole and furan oligomers have more negative IP/EA and EA*/IP* potentials than the other oligomers considered. This can be explained by the fact that, although both the pyrrole and furan molecules are aromatic, they contain heteroatoms (an oxygen and a nitrogen atom, respectively) that each have two lone-pair π-electrons that participate in the molecule’s aromaticity, effectively making the aromatic rings electron-rich, which shifts reduction potentials to more shallow (negative) values. Conversely, the pyridine oligomers contain nitrogen atoms that have two lone-pair π-electrons that do not contribute to the molecule’s aromaticity, as they reside in a sp² hybrid orbital (as opposed to a 2p atomic orbital in the case of pyrrole and furan, see Figure 5.11), thus making the aromatic rings electron-deficient, which shifts reduction potentials to more positive values (see Figure 5.12 that shows electron-rich and electron-poor aromatic rings in the resonance structures of pyridine and pyrrole).

Figure 5.11: Diagram²⁵ showing the difference in electronic configuration of the lone pairs of pyridine (left side) and pyrrole (right side).
Figure 5.12: Resonance structures or pyridine (top) and pyrrole (bottom), showing electron-depleted and electron-rich aromatic rings, respectively.

For the same reasons, as they contain two nitrogen atoms per aromatic ring that make them even more electron-deficient, the pyrimidine and pyrazine oligomers have even deeper IP/EA* potentials than pyridine oligomers. The potentials of thiophene oligomers are in the same range as those of the pyrrole oligomers, because thiophene and furan have the similar electronic configuration, but the more electronegative sulphur atom of thiophene makes his aromatic ring more electron-depleted than furan, therefore shifting potentials to slightly more negative values.

Aside from these homopolymers, their PPP copolymer homologues are also investigated. For example, the pyridine-co-phenylene oligomers (PPyri-Ph) are formed by a succession of alternating pyridine and phenylene units. Our interest in phenylene copolymers rather than pyridine/pyrimidine homopolymers, for example, finds its origin in experimental observations. This class of (homo)polymers, as well as CMPs, can be synthesised mainly through Yamamoto or Suzuki couplings; the former is nickel-catalysed and involves a reaction between two bromides, while the latter is palladium-catalysed and involves a condensation between a bromide and a boronic acid. Firstly, polymers obtained via Yamamoto coupling experimentally give worse hydrogen evolution rates and different optical spectra (compared to those obtained via Suzuki coupling), and hence are likely to be have different microstructures and molecular weights. The possibility that such differences arise from the presence of residual traces of nickel or palladium in the final product was ruled out by subsequent carbon monoxide poisoning experiments\textsuperscript{10}. Secondly, the preferred method of synthesis, Suzuki coupling, requires the presence of a boronic acid. However, boronic acids of the small
nitrogen-containing aromatic monomers prove to be challenging to synthesise, which makes their homopolymerisation via Suzuki coupling unpractical.

Unsurprisingly, the potentials of the phenylene co-oligomers (Figure 5.13), which contain an equal number of phenylenes and other aromatic motifs (e.g. PPyri-Ph-12 contains 6 phenylene and 6 pyridine aromatic rings) lie halfway between the potentials of their two homo-oligomer counterparts. For example, PPyri-Ph-12 has an IP of 1.52 eV vs. SHE, while the pyridine and phenylene homo-dodecamers have IP values of 1.41 and 1.71 eV, respectively.

Figure 5.13: Comparison between the predicted adiabatic potentials of the PPyri (pyridine) and PPyrim (pyrimidine) oligomers, and their phenylene co-oligomer analogues PPyri-Ph and PPyrim-Ph, all having a chain length of 12 equivalent phenylene units.
5.2.4. Carbon nitride

In previous work within our group, by Butchosa et al., the IP/EA* and EA/IP* potentials of carbon nitride cluster models were calculated. Although the calculations on heptazine and triazine oligomers were originally performed by C. Butchosa, I repeated the calculations on the heptazine models introduced in Chapter 1, starting from their ground state B3LYP optimised molecular structures, and extended those calculations by taking into consideration different solvents (e.g. acetonitrile) in order to compare calculated values to experimental data.

Let’s first consider heptazine-based linear chains and graphitic clusters (see nomenclature pp. 26-27).

![Figure 5.14: Comparison between the predicted adiabatic potentials of melem (heptazine monomer), and heptazine-based linear chains of length 2 to 6, taking into account two possible conformers (F stands for flat and H stands for helical). See nomenclature p. 26.](image)

As we discussed in the original paper, all linear cluster models are predicted to have significant thermodynamic driving force for both the reduction of protons and the oxidation of water (see Figure 5.14). Smaller clusters have higher absorption...
onsets than longer chains (increasing cluster size shifts absorption onsets to the red). Therefore, if one makes the reasonable approximation that the exciton binding energy (i.e. the difference between the fundamental and the optical gap) doesn’t vary much, smaller cluster models are predicted to have a larger thermodynamic driving force for proton reduction (the EA and IP* of the former being more negative than those of the latter), since IP and EA* do not vary significantly. However, smaller clusters might not absorb light in the desired range (visible) because of the high absorption onset.

![Figure 5.15: Comparison between the predicted potentials of graphitic heptazine-based clusters of sizes 3, 6 and 10. See nomenclature p. 27.](image)

All graphitic clusters are predicted to have significant thermodynamic driving force for both the reduction of protons and the oxidation of water (see Figure 5.15). Increasing the size of the cluster shifts absorption onsets slightly to the red, and brings both IP/EA* and EA/IP* to more positive values, which only slightly decreases the driving force for proton reduction, but is beneficial for water oxidation.

Additional calculations on graphitic triazine-based clusters of sizes 3, 6, 10 and 15 by Butchosa et al.\textsuperscript{15} (not shown here) lead to similar conclusions; all clusters are
predicted to have sufficient driving force for the reduction of protons. Smaller clusters have larger driving force than the larger ones; clusters of sizes 3 and 6 are predicted to have a very low driving force for water oxidation, while clusters of size 10 and 15, however, are predicted to perform better for water oxidation that their smaller counterparts, but are slightly worse for proton reduction. In line with graphitic heptazine-based clusters, increasing the cluster size shifts all absorption onsets to the red, which is desired in order to use those materials as photocatalysts under visible light irradiation.

A comparison of three different isomers of heptazine trimers was subsequently performed. Three heptazine units are (A) linked to form a linear chain, (B) joined through a central 3-coordinated nitrogen atom, and (C) each linked to the two others via -NH- bridges to form a graphite-like shape, relatively flat but slightly buckled (see Figure 5.16). The potentials (not shown here) of all three isomers are in the same range, theoretically making them all suitable for both proton reduction and water oxidation. We also observed slightly shallower IP/EA* and deeper EA/IP* for the graphitic cluster (C), i.e. slightly worse predicted performance for both reactions, but slightly better visible light absorption due to its lower absorption onset, in line with previous observations.\(^{15}\)

![Figure 5.16: DFT-optimised ground state structures of three different isomers of a heptazine trimer.\(^4\) The black spheres show the positions where the isomers would extend, in the case of larger, more realistic clusters.](image)

Generally, the predicted potentials for all the carbon nitride cluster models considered are significantly different from those for PPP. Now, there is not only a clear driving force for proton reduction, but also for water oxidation. These results
strongly suggest that with a suitable co-catalyst such materials should be able to photocatalyse both reactions and split pure water into hydrogen and oxygen.

The reason why, until year 2015\textsuperscript{12-13}, no carbon nitride photocatalyst had been observed experimentally to split pure water into hydrogen and oxygen is most likely related to the fact that water oxidation to oxygen is a 4-electron reaction; therefore it is likely to be outcompeted by electron–hole recombination that prevents the build-up of sufficient amount of holes for the oxidation, in the absence of some mechanism of keeping electron and holes apart. In contrast, the oxidation of sacrificial electron donors, typically methanol (as shown on Figures 5.14 and 5.15) or triethylamine, is much more favourable both thermodynamically, because the associated potentials are shifted by approximately 1 V, making them more exothermic than water oxidation, and kinetically, since it involves only two electrons (for both methanol and triethylamine) instead of four for water.

Before the discovery of two new CN-based overall water splitting photocatalysts by Liu \textit{et al.} and Zhang \textit{et al.}, the only experiment in the literature where carbon nitride split pure water, by Sui \textit{et al.}\textsuperscript{26}, used a polypyrrole co-catalyst and formed hydrogen peroxide rather than oxygen. Below, I discuss the reason for such observations. The oxidation of water to hydrogen peroxide, while thermodynamically much less favourable than the oxidation of water to oxygen (it involves a larger potential of 1.64 V, with an overpotential of 0.4–0.6 V), only requires 2 instead of 4 electrons. Liu and co-workers then showed that incorporating carbon nanodots within the carbon nitride matrix could subsequently catalyse the decomposition of photogenerated hydrogen peroxide into molecular oxygen,\textsuperscript{12} effectively making CDot-CN an overall, metal-free water splitting photocatalyst, although still \textit{via} a two-electron pathway.

Calculating IP and EA potentials for a graphitic heptazine-based cluster model and a pyrrole is useful to understand the observations of Sui \textit{et al.} (see Figure 5.17). We have seen that most graphitic heptazine-based materials don't catalyse the oxidation of water, for kinetic reasons. The reduction of protons by PPyrr is predicted to be strongly exothermic, due to its very negative EA potential. However, polypyrrole shouldn’t be able, on its own, to drive any oxidation (water to oxygen or
to hydrogen peroxide), on purely thermodynamic grounds, due to its extremely shallow IP.

![Graph showing the comparison of the predicted IP and EA potentials of a graphitic carbon nitride cluster (H10G) and a polypyrrole oligomer (PPyrr-12) in water (ε_r = 80.1) at pH 7. E_F denotes the Fermi levels of corresponding materials.]

**Figure 5.17:** Comparison of the predicted IP and EA potentials of a graphitic carbon nitride cluster (H10G) and a polypyrrole oligomer (PPyrr-12) in water (ε_r = 80.1) at pH 7. E_F denotes the Fermi levels of corresponding materials.

However, taking the semiconductor nature of both materials into account, when carbon nitride and polypyrrole come into contact, a heterojunction is formed, and the Fermi levels of the two previously isolated semiconductors, which are likely to be very different, should equilibrate. This results in a shift between the vacuum levels on both side of the junction, which generates a difference of electrical potential, and hence an electric field. Although the exact character of the junction formed is unknown, we believe, based on the alignment of the potentials in Figure 5.17, that this built-in potential will create, after equilibration of the Fermi levels, a net negative charge on the carbon nitride, and a net positive charge on the polypyrrole. This prevents photo-generated electrons from trickling down from the conduction band of polypyrrole to the conduction band of carbon nitride, and photo-generated holes from rising up to the valence band of polypyrrole. Not only does it keep electrons and holes where they are thermodynamically able to drive water...
oxidation to hydrogen peroxide and proton reduction to hydrogen, *i.e.* in the polypyrrole conduction band, and in the carbon nitride valence band, respectively, but it also increases the lifetime of charge carriers, by preventing electron-hole recombination to some extent. A similar mechanism probably explains why the CDot-CN material reported by Liu and co-workers exhibits those high oxygen evolution rates.\textsuperscript{12}

Moving away from fully polymeric photocatalytic systems, Zhang *et al.*'s latest breakthrough\textsuperscript{13} uses similar a mechanism to split water directly, for the first time, *via* a four-electron pathway, using selectively photodeposited Pt, PtO\textsubscript{x} and CoO\textsubscript{x} species as redox co-catalysts (*e.g.* Pt for hydrogen evolution and Co(OH)\textsubscript{2} for oxygen evolution). Those catalysts greatly improve reduction and oxidation rates at the active sites, leaving few electrons and holes available for recombination. While this chemical system is not metal-free, it does overcome the kinetic barriers to the oxidation of water, and doesn’t need any sacrificial reagent, which shows that indeed, carbon nitride can inherently drive water oxidation, as predicted by our computational method.
5.3. Conclusions

Applying the computational methodology described in Chapter 3 to a range of conjugated molecular cluster models reveals some of the strengths and limitations of this approach.

Firstly, the study of fluorene-type oligomeric materials shows that the computational approach is successful in predicting which materials will be able to catalyse the reduction of protons to molecular hydrogen. However, there are some factors, related to experimental conditions during synthesis or photocatalysis, such as kinetic aspects, or the material’s microstructure, that can’t be easily predicted. Therefore, although qualitative predictions seem robust, the main goal of those calculations is not to yield an accurate and quantitative comparison of the performance of several materials. The value of this methodology, rather than finding the perfect candidate for water splitting, lies in its ability to easily and consistently rule out certain materials that would be poor choices, and hence not be worth studying for that particular application.

Secondly, comparing phenylene to pyrene-phenylene CMPs shows that absorption onsets related to the width of the optical/fundamental gap) play a crucial role in a material’s photocatalytic performance; two materials that are predicted to have a similar ability to drive the proton reduction half-reaction, due to very similar EA and IP* values, might in fact differ radically because one can absorb a larger part of the visible spectrum than the other. It hence appears crucial to take into consideration both potentials and absorption onsets when screening for suitable photocatalysts.

Lastly, applying the computational methodology to linear oligomers confirms that, by introducing heteroatoms in a linear conjugated chain, it is possible to tune the position of their standard reduction potentials, effectively making them potentially suitable, in theory, for overall water splitting. Their IP and EA potentials can either be shifted to more negative values, when making the aromatic ring units electron-rich (hence favouring thermodynamically the reduction of protons, or of sacrificial
hole donors), or to more positive values, when rendering the aromatic ring units more electron-deficient (hence favouring the oxidation of water, or of sacrificial electron donors). This prediction that heteroatom doping controls IP/EA levels is observed experimentally for polymeric materials in vacuum (see Figure 4.2 in the previous chapter).

It is also possible to tune the optical gaps of these linear oligomers or polymers, by controlling their chain length; for the materials studied, increasing the chain length leads to smaller absorption onsets, and conversely, very short oligomers often absorb light in the UV range.

Finally, for carbon nitride, in contrast to PPP, we predict that overall water splitting is feasible in theory, which was recently confirmed\(^{12-13}\), although experimentally, it has been notoriously challenging to drive both water splitting half-reactions concurrently. Typically, one would focus on hydrogen generation by using a sacrificial electron donor that was oxidised instead of water, or alternatively would favour oxygen generation by using a sacrificial electron scavenger that was reduced instead of protons. Any previous issue with water oxidation, as demonstrated by our approach, appears kinetic in nature, since the IP/EA* and EA/IP* are ideally positioned for overall water splitting. Indeed for these materials, the development of suitable co-catalysts that minimises electron–hole recombination by keeping them apart and maximises water oxidation kinetics (e.g. through the targeted deposition of selective co-catalysts on the photocatalyst's active sites)\(^{13}\) has the potential to transform them into true water splitting photocatalysts.
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CHAPTER 6:
Contrasting the optical properties of the different isomers of PPP

In this chapter, I will study and compare the trends in optical properties of the three isomers of oligophenylene (ortho-phenylene, meta-phenylene and para-phenylene) using a combination of TD-DFT, with three different exchange-correlation potentials (B3LYP, BHLYP and CAM-B3LYP), and approximate Coupled Cluster Theory (RI-CC2). By carefully investigating their structure, topology, and excited-state electronic properties (absorption and fluorescence energies), I will highlight a striking difference in behaviour between those three isomers, and propose an explanation for the origin of this observed phenomenon.

The content of this chapter has been taken from the following published work:

6.1. Motivation and Literature review

Polyphenylene is perhaps one of the simplest conjugated polymers imaginable; consisting of a chain of aromatic phenylene units linked together by single carbon-carbon bonds. This simplicity is, however, deceptive as polyphenylene can occur in three different structural isomers; poly(ortho-phenylene) (o-phenylene), poly(meta-phenylene) (m-phenylene) and poly(para-phenylene) (p-phenylene) (see Figure 1).

![Figure 6.1: Structures of the p-terphenyl (A), m-terphenyl (B) and o-terphenyl (C) oligomers.](image)

The difference between these three isomers is the position of the carbon atom through which the phenylene units are linked; this structural change gives rise to significantly different optical properties. For example, experimentally, the fluorescence spectrum of oligomers of p-phenylene is known to red shift with increasing chain length\(^1\textsuperscript{-5}\) while for oligomers of o-phenylene, surprisingly, it shifts to the blue.\(^6\textsuperscript{-9}\) In contrast, m-phenylene is effectively non-conjugated\(^10\) and its optical properties are virtually independent of chain length.

The differences in the optical properties of these three phenylene isomers are not merely of academic interest. Polyphenylene, as outlined in Chapter 1, finds application in light emitting diodes\(^11\) and as a photocatalyst\(^12\textsuperscript{-16}\) for the reduction of protons to molecular hydrogen (see Chapter 3) and carbon dioxide to formic acid, both in the presence of a suitable electron donor. Most of these applications involve p-phenylene and it stands to reason that the other isomers would give rise to a different performance in such applications. Indeed a study that explicitly compared
the ability of \textit{o}-terphenyl, \textit{m}-terphenyl and \textit{p}-terphenyl oligomers to act as photocatalyst for the reduction of carbon dioxide found that \textit{p}-terphenyl was significantly more active than the other two isomers, and interestingly also more active than the \textit{p}-phenylene polymer.\textsuperscript{14}

Elucidating the origin of the starkly different optical properties of the isomers of such a conceptually simple polymer is clearly both an academically and practically relevant question. Not surprisingly, there is thus a large number of computational studies on the optical\textsuperscript{3, 5-6, 8} and related structural\textsuperscript{9-10} properties of oligomers of phenylene. Such studies generally focus on only one of the three isomers and attempt to correlate its structural and optical properties. In this chapter, I go a step further, and study oligomers of all three isomers of phenylene on an equal footing in order to uncover the overarching structural and electronic features that explain the deviation between the optical properties of the different isomers. In order to minimise the chance of computational artefacts complicating the comparison between the different isomers, I not only use TD-DFT to calculate the optical properties of the oligomers but also, where possible, approximate couple cluster theory (see Chapter 2 for theoretical details). Finally, I carefully consider the treatment of intramolecular dispersive interactions, which will prove to be especially crucial in the case of \textit{o}-phenylene.
6.2. Computational methodology

The computational investigation of the optical properties of oligophenylenes was carried-out using a six-step approach. First, for every system, a conformational search was performed in order to find the lowest-energy conformers. Second, the singlet ground state (S0) of selected conformers was optimised using DFT\textsuperscript{17-18}. Third, for selected structures (trimer and hexamer), harmonic frequency calculations were performed to verify that the stationary points obtained in the S0 optimisation indeed correspond to ground-state minima. Fourth, the vertical excitation energies of the oligomers were calculated using both TD-DFT\textsuperscript{19} and the approximate coupled-clusters singles-and-doubles method\textsuperscript{20} (CC2). Fifth, for each oligomer, the geometry of the first excited state (S1) was relaxed using TD-DFT to obtain the S1 minimum energy structure and predict its photoluminescence (PL) energy. Finally, for selected oligomers (trimer and hexamer), numerical TD-DFT frequency calculations were performed on the S1 relaxed geometries to verify that they indeed correspond to minima.

For the conformational sampling (see Chapter 2), the OPLS-2005 forcefield\textsuperscript{21} and the low-mode sampling algorithm\textsuperscript{22} were employed, as implemented in Macromodel 9.9.\textsuperscript{23} I used a combination of 10000 Monte Carlo search steps and minimum and maximum low-mode move distances of 3 and 20 Å respectively. All the structures located within an energy window of 200 kJ/mol relative to the lowest energy conformer were saved.

The DFT and TD-DFT calculations employed three different hybrid Exchange-Correlation (XC) potentials; B3LYP\textsuperscript{24-27}, BHLYP\textsuperscript{26} and CAM-B3LYP\textsuperscript{28}. As mentioned in Chapter 2, the B3LYP and BHLYP XC potentials include 20% and 50% Hartree-Fock-like exchange (HFLE) respectively, whereas the percentage of HFLE in CAM-B3LYP, a range separated XC-potential, changes from 19 to 65 with increasing interelectronic separation. As a result, the asymptotic behaviour of the CAM-B3LYP XC-potential (the derivative of the XC-potential with respect to the interelectronic separation r) will be closer to the formal 1/r dependence of the exact XC-potential.
Furthermore, in all TD-DFT calculations, the Tamm–Dancoff approximation to TD-DFT$^{29}$ was used, which fixes among other things problems with triplet instabilities present in full TD-DFT.$^{29-30}$ Finally, in the case of B3LYP, Grimme’s D3 empirical dispersion correction was also employed.$^{31-33}$

In the B3LYP and BHLYP calculations, the double-$\zeta$ DZP$^{34}$ basis set was used, while the CAM-B3LYP calculations typically employed the 6-31G** split-valence basis set$^{35}$. A limited number of calculations with other basis-sets such as the larger triple-$\zeta$ def2-TZVP$^{36}$ were performed for selected systems in order to check the effect of the basis set size on the results.

The CC2 calculations were carried-out using the frozen core approximation and the resolution-of-the-identity (RI-CC2) approximation to the electron repulsion integrals. The majority of RI-CC2 calculations, for reasons of computational tractability, further employed the small def2-SV(P)$^{34}$ split-valence basis. However for single points on the smallest oligomers, calculations with the larger triple-$\zeta$ def2-TZVPP$^{36}$ basis set were also performed.

Finally, all B3LYP, BHLYP and RI-CC2 calculations were performed with the Turbomole 6.5 code$^{37-38}$. The CAM-B3LYP calculations used NWChem 6.0$^{39}$ except in the case of the TD-DFT S1 relaxations, which were performed using GAMESS-US$^{40}$ (version 1 October 2010 R1).
6.3. Results and discussion

6.3.1. Structural models

I will start with a brief discussion of the classes of conformers considered for each isomer and their characteristic structural features before moving on to an in-depth analysis of the predicted absorption (optical gap) and fluorescence (fluorescence energy) spectra. Oligomers of $o$-, $m$- and $p$-phenylene were built. Oligomer lengths ranging from 3 (trimer) to 8 (octamer) phenylene repeat units were considered. The dimer is not considered since it is the same for $o$-, $m$- and $p$-phenylene; because of the high symmetry of benzene, the labels $o$-, $m$- and $p$- only become meaningful for oligomers of 3 units of phenylene or more.

For each isomer, conformer searches were performed to find a number of low energy conformers, with a specific focus on classes of ordered conformers, that were selected and subsequently re-optimised via DFT(+D), i.e. taking dispersion into account. The latter selection includes for every oligomer-size the lowest energy structure found by OPLS_2005, any ordered structures (see Figure 6.2), any structures previously reported in the literature, and a number of less-ordered structures. The ground state energy differences and variations in optical gap values between the different conformers are typically very small (less than 0.1 eV, not shown here).

The class of $p$-phenylene conformer of interest here are the lowest-energy structures for each oligomer length. It consists of a linear backbone, and has alternating torsion angles of approximately $+37^\circ$ and $-37^\circ$ (see Figure 6.2 A). Another slightly higher-energy class of $p$-phenylene conformer also has a linear backbone, but with $+37^\circ$ torsion angles between each phenylene unit, making it essentially helical. The latter structural difference, however, is of limited significance in the context of this study, since the optical properties of both conformers are generally very similar. The class of $o$-phenylene conformer of interest are again the lowest-energy structures for each oligomer length (when
taking into account the dispersion correction). This class of conformer has a helical backbone, where phenylenes stack every three units (see Figure 6.2 B).

For \( m \)-phenylene, finally, three low-energy conformers are considered: the "flat" lowest-energy conformer (see Figure 6.2 C), and two conformers with helical backbones ("large helix" and "small helix", see Figure 6.2 D and E). All those three \( m \)-phenylene conformers yield almost identical optical properties (again, differing by less than 0.1 eV, calculations not shown here), and are treated collectively in the remainder of this chapter.

![Figure 6.2](image_url)

*Figure 6.2: Top and side views of B3LYP optimised ground state geometries of the lowest energy conformers of \( p \)-quinquephenyl (A) and \( o \)-quinquephenyl (B), as well as three low energy conformers of \( m \)-quinquephenyl (flat structure: C; large helix: D; small helix: E).*
6.3.2. Predicting the effect of isomer type and oligomer length on optical gaps

The variation of the optical gap (assimilated to the lowest vertical excitation energy, as explained in previous chapters) with the oligomer length for the different phenylene isomers is shown in Figure 6.3.

As can be seen, TD-DFT using all the three density potentials considered (B3-LYP, BH-LYP and CAM-B3LYP), as well as RI-CC2, generally yield the same qualitative trends. Moreover, quantitatively, the predictions of RI-CC2 lie in between those obtained using TD-B3YLP and TD-CAM-B3LYP. The effect of increasing the basis-set quality in the DFT calculations to def2-TZVP finally is very small (see Table 6.1). For \( p\)-phenylene, a pronounced red shift in the optical gap with increasing oligomer length is observed, as previously reported in the literature\(^1\,^3\,^5\) (see also Table 6.1).
Table 6.1: Comparison between TD-B3LYP predicted optical gaps (in eV) of p-phenylene oligomers, in the gas phase and dichloromethane (DCM, $\varepsilon_r = 8.93$) and experimental data.\(^4\) Values in brackets are obtained with the larger def2-TZVP basis-set.

<table>
<thead>
<tr>
<th>n</th>
<th>gas phase</th>
<th>DCM</th>
<th>$\text{DCM}^9$</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4.48 (4.44)</td>
<td>4.37</td>
<td>4.24</td>
<td>4.28</td>
</tr>
<tr>
<td>4</td>
<td>4.11 (4.09)</td>
<td>3.99</td>
<td>3.92</td>
<td>4.07</td>
</tr>
<tr>
<td>5</td>
<td>3.89 (3.87)</td>
<td>3.78</td>
<td>3.73</td>
<td>3.95</td>
</tr>
<tr>
<td>6</td>
<td>3.75</td>
<td>3.63</td>
<td>-</td>
<td>3.85</td>
</tr>
<tr>
<td>7</td>
<td>3.65</td>
<td>3.54</td>
<td>-</td>
<td>3.80</td>
</tr>
</tbody>
</table>

\(^a\) Substituted at both chain ends with isopropyl groups in para position.

Experimental data taken from reference \(^4\)

Ortho-phenylenes show similar behaviour, again in line with literature\(^6,8,9\). However in this case, use of Grimme’s dispersion correction\(^{31-33}\) to DFT (DFT-D3) is needed to accurately describe Van der Waals interactions (arene-arene $\pi$-stacking) between the phenylene units, due to their spatial proximity. Calculations on o-phenylene without the use of DFT-D3 in contrast predict that the optical gap first decreases then increases and ultimately decreases again with increasing oligomer length. Finally, for m-phenylene, increasing the oligomer length does not result in any significant change in the calculated optical gaps beyond the trimer, again in agreement with literature\(^10\) where they are described as “conjugation breakers”.

Finally, the effective conjugation length of o-, m-, and p-phenylene was calculated in the case of TD-B3LYP using the methodology of Meier and co-workers\(^{41}\), as described in Chapter 3. Among the three isomers, p-phenylene is predicted to have the longest effective conjugation length ($\sim$20 repeat units, $\lambda_\infty \approx 370$ nm, $E_\infty \approx 3.35$ eV), followed by o-phenylene ($\sim$10 units, $\lambda_\infty \approx 293$ nm, $E_\infty \approx 4.23$ eV), and ultimately m-phenylene ($\sim$6 units, $\lambda_\infty \approx 276$ nm, $E_\infty \approx 4.49$ eV). The here predicted p- and o-phenylene conjugation lengths are larger than the values obtained from experimental spectra (9 and $\sim$4 respectively) but the calculations and experiment agree on the relative conjugation lengths of the different isomers.\(^7,41\) The consistent difference in the absolute magnitude of conjugation lengths between the calculations and experiment is probably due to a combination of three factors.
Firstly, our calculations ignore thermal effects that might reduce the effective conjugation length, secondly, experimentally the spectra of many longer oligomers do not show well-defined peaks, and thirdly, the general insolubility of the same oligomers in most solvents means that experimental spectroscopy is inherently limited to short oligomers.

6.3.3. Linking structure, topology, and optical gap

Naïve considerations based on Hückel or perturbation theory would suggest that the optical gap of phenylene oligomers and polymers is linked to the overlap between the π-systems of adjacent phenylene units and that the predominant structural parameter controlling this overlap is the interphenylene torsion angle. Flat structures with torsion angles of ~0° are expected to have maximum π-systems overlap and, as a result, small optical gap values while structures with torsion angles approaching 90° should have large(r) optical gap values not dissimilar to that of the monomer. For the case where torsion angles do not change much with the oligomer length, true for all systems studied here except o-phenylene when optimised with standard DFT instead of dispersion corrected DFT+D, one would thus expect to see this also reflected in the trends of optical gap with oligomer length. More specifically, one would expect for the optical gap to smoothly decrease with oligomer length in an approximate $1/n$ fashion, and the long oligomer limit of the optical gap ($E_{0\infty}$) of different isomers to be smallest for the isomer with the smallest torsion angles. Indeed $p$-phenylene oligomers have consistently smaller average torsion angles than $o$-phenylene oligomers (37° versus 50°, see Figure 6.4, when concentrating on the DFT+D optimised geometry in the case of $o$-phenylene) and steadily lower optical gap values and a longer effective conjugation length.
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Figure 6.4: TD-B3LYP predicted average ground (right) and excited state (left) interphenylene torsion angles as a function of oligomer length for the different phenylene isomers.

Also, a D$_{2h}$ version of the $p$-phenylene trimer, a transition state with two imaginary frequencies but 90° torsion angles, is predicted by TD-B3LYP to have a much larger optical gap than the $p$-phenylene trimer minimum energy geometry (5.28 vs. 4.49 eV), which lies rather close to that predicted for benzene (5.51 eV). The only minor issue with this naïve theoretical picture is that visualisation of the orbitals relevant for the optical gap (e.g. HOMO to LUMO excitation in the case of $p$-phenylene, see Figure 6.5), as well as the excited state-ground state density differences, suggest that the naïve picture might be slightly too simple. While the HOMO is typically localised on the constituent phenylene units and has π-like character, the LUMO is predominantly localised along the interphenylene bonds (π-like) with minor π*-like contributions on the phenylene units.

Figure 6.5: HOMO and LUMO for the $p$-quaterphenyl oligomer.
The case of using standard DFT when describing \(\sigma\)-phenylene, where the optical gap is predicted to decrease, increase and decrease again (Figure 6.3) is a more complicated. The fact that \(\sigma\)-phenylene forms helical structures with close contact between non-directly adjacent phenylene units means that a more accurate description of non-covalent dispersion interactions is required than available in standard DFT. As a result, while DFT and dispersion-corrected DFT+D predict essentially identical structures and optical gap values for \(p\)- and \(m\)-phenylene, their predictions differ considerably for \(\sigma\)-phenylene. As can be seen in Figure 6.4, use of standard DFT results in the prediction that the average interphenylene torsion angle of \(\sigma\)-phenylene increases with oligomer length rather than stay constant. Consequently, the trend in the optical gap for \(\sigma\)-phenylene and plain DFT is a convolution of two trends; the decrease in optical gap with increasing oligomer length and the increase in the optical gap with increasing torsion angle. It should be noted here that the effect of the dispersion correction is purely structural and single point TD-DFT vertical excitation energy calculations with DFT and DFT+D give identical results.

Which brings us to the non-conjugated nature of \(m\)-phenylene oligomers. From the average interphenylene torsion angle values for \(m\)-phenylene in Figure 6.4, it is clear that this lack of conjugation is not due to the torsion angle being close to 90°. As a matter of fact, the average torsion angle values for \(\sigma\)-phenylene oligomers are only very slightly larger than those of \(p\)-phenylene oligomers. Having ruled out that the lack of direct geometrical overlap is the origin of the lack of conjugation, we can consider alternative explanations. The most promising of such an alternative explanations is the proposal by Hong and co-workers\(^{10}\) that the lack of overlap between the \(\pi\)-systems of adjacent phenylene units arises from the fact that the frontier orbitals contributing to this excitation only have small coefficients on the \textit{meta} carbon atoms. Indeed, using DFT we find that for the dimer the atoms in \textit{meta} position with respect to the interphenylene bond have a much lower contribution to the frontier orbitals than the atoms that lie in \textit{para or ortho positions}. Similarly, in the valence bond perspective of van Veen and co-workers,\(^{42}\) \(m\)-phenylene is cross-conjugated,\(^{43-44}\) meaning that one cannot conceive a direct pathway involving alternating double and single bonds between more than two phenylene units (see
Figure 6.6), while the other two phenylene isomers are omniconjugated, and possess such pathways.

![Figure 6.6: Direct pathways of alternating double and single bonds in p- and o-terphenyl (A & C) and absence of such a pathway in m-terphenyl (B).](image)

Both explanations thus suggest that the origin of the lack of conjugation in m-phenylene oligomers in a topological rather than a geometric feature. As a result, while the optical gap of p- and o-phenylene can be controlled by changing the interphenylene torsion angle by tuning of the steric bulk of substituents, this strategy does not work for m-phenylene.

The break in conjugation when introducing m-phenylene units, finally, can conveniently be observed by modelling an oligomer consisting of two p-phenylene regions (3 or 4 units, depending on the perspective) separated by a m-phenylene segment in the centre of the molecule (see Figure 6.7). For this oligomers the TD-B3LYP predicted optical gap (4.06 eV) is very similar to the optical gap of an isolated p-phenylene tetramer (4.11 eV) and much larger than the value for the p-octamer (3.58 eV). This effect can also be observed from the electron density difference between the ground and the excited state, which shows that the lowest energy singlet excitation only involves to the para- chain ends (see Figure 6.7).

![Figure 6.7: TD-B3LYP ground-excited state density difference plot for an oligomer consisting of two p-phenylene regions separated by a m-phenylene segment in the centre of the molecule (negative density difference in blue, positive density difference in red).](image)
6.3.4. Investigating the effect of excited state localisation on fluorescence energies

Just as for the optical gap, all the method combinations used generally agree on the trends of fluorescence energies with respect to oligomer length for the different phenylene isomers (see Figure 6.8). However, as expected from the literature\(^2\)-\(^3\),\(^7\)-\(^8\) these predicted trends are very different from one isomer to the other. The \(m\)-phenylene isomers are predicted to have the highest fluorescence energies, of the order of 3.8 eV in the case of TD-B3LYP, and show effectively no variation in fluorescence energy with oligomer length.

![Figure 6.8: Fluorescence energy values as a function of oligomer length for the different phenylene isomers calculated with TD-B3LYP (A), BHLYP (B), CAM-B3LYP (C) and RI-CC2 (D).](image)

The fluorescence energies of \(p\)-phenylene isomers, in contrast, show a distinct red shift with increasing oligomer length, while calculations predict a rather unique blue
shift in fluorescence energies for the o-phenylene isomers. The only structure where there is contention about the description is o-terphenylene. Here, TD-DFT calculations with all XC-potentials considered predict an excited state minimum, while RI-CC2 finds what appears to be a conical intersection between the ground and lowest excited state potential energy surface, where all three phenylene rings end up lying in approximately the same plane.

Having discussed the trend in fluorescence with oligomer length, I will now move on to an in-depth discussion of the differences in excited state relaxation and fluorescence between the different phenylene isomers. Here, the focus is on the results obtained using (TD-)B3LYP but, where insightful, the predictions of excited state relaxation calculations using the other XC-potential, as well as RI-CC2, will also be referred to. Concentrating first on the Stokes shift and its contributions due to the stabilisation of the excited state (Excited State Stabilisation Energy, ESSE) and destabilisation of the ground state (Ground State Destabilisation Energy, GSDE, see Figure 6.9), we observe a gradual increase for p-phenylene in the Stokes shift with oligomer length, and the contributions of the ESSE are roughly 25% larger than those of the GSDE.

**Figure 6.9: Variation in the ESSE and GSDE with oligomer length for p-phenylene (left), m-phenylene (centre), and o-phenylene (right, N.B.: different energy scale).**
For o-phenylene, in contrast, though in line with the blue shift observed in the fluorescence energy, the Stokes shift decreases with increasing oligomer length, however, not as smoothly as for p-phenylene. Use of (TD-)B3LYP+D (which is not necessarily a panacea in this case, because the parameters of the dispersion correction should in principle be different for the ground and excited state, but are not in practice) also yields slightly different results than obtained when using standard (TD-)B3LYP.

Both methods, however, do agree that for the shorter o-phenylene oligomers, the GSDE is considerably larger than the ESSE, while for the longer oligomers they are of similar magnitude. Finally, the Stokes shift of the m-phenylene oligomers is, just like their optical gap and fluorescence energy, virtually independent of oligomer length and is the smallest in magnitude of all three isomers; just as for p-phenylene, the ESSE contribution is approximately 25% larger than that due to GSDE. Overall, it is clear that the Stokes shift does not merely find its origin in the stabilisation of the excited state but also has a large component due to the destabilisation of the ground state, at the excited state minimum energy geometry.

A structural comparison of TD-B3LYP geometries shows that in the case of p-phenylene oligomers, the main differences between the ground and relaxed excited state minimum energy structures responsible for the fluorescence are: (i) a decrease

Figure 6.10: Variation of the TD-B3LYP calculated excited state interphenylene torsion angles (left) and ground state-excited state interphenylene torsion angle difference (right) along the oligomer, for the different p-phenylene oligomers.
in the interphenylene torsion angles relative to those in the ground state (see Figure 6.4 in the previous section, and Figure 6.10 above) and (ii) a para-quinone like distortion of the bond lengths (see Figure 6.11). Both distortions are in all cases symmetrically delocalised over the whole chain with the largest distortion in the centre.

![Diagram](image)

**Figure 6.11: Para-quinone bond length distortion for the p-phenylene tetramer.**

For o-phenylene, a similar reduction in torsion angles relative to the ground state is observed (see Figure 6.4 in the previous section, and Figures 6.12 and 6.13 below) but now combined with an ortho rather than a para-quinone like distortion of the bond lengths (as previously discussed by Hartley, see Figure 6.14). Interestingly, the reduction of the torsion angle and the ortho-quinone like distortion of the bond lengths go together with two other types of distortions that are essentially unique to the excited state minimum of o-phenylene oligomers. Firstly, (i) there is a significant distortion of the planarity of the phenylene unit and, secondly, (ii) after excited state relaxations, the interphenylene bonds typically do not lie (anymore) in the same plane as either of the phenylene units they connect.
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Figure 6.12: Variation of the TD-B3LYP+D calculated excited state interphenylene torsion angles along the oligomer for the different o-phenylene oligomers.

Figures 6.13: Variation of the TD-B3LYP (left) and TD-B3LYP+D (right) calculated ground state-excited state interphenylene torsion angle difference along the oligomer for the different o-phenylene oligomers.

Both of these latter “planarity” distortions are to a certain extent already present in the ground state structure of o-phenylene oligomers but become magnified enormously after excited state relaxation. A tell-tale sign, finally, of (ii) is that the magnitude of the torsion angle between two phenylene units is different depending on which pair of atoms are chosen (beyond those directly involved in the phenylene-phenylene bond) to represent the interphenylene torsion angle, by up to approximately 20° (see torsion angles 1-2-3-4 and 1′-2-3-4′ in Figure 6.15). Taking
this into account, the values reported in Figure 6.4 and Figures 6.12 and 6.13 are thus averages of the two unique angle choices.

**Figure 6.14:** Ortho-quinone bond length distortion for the o-phenylene tetramer.

**Figure 6.15:** The two unique torsion angle choices 1–2–3–4 and 1’-2-3-4’.

The number of phenylene units involved in the distortion and the degree to which it is predicted to be symmetric differ with oligomer length, and the use of dispersion correction with TD-B3LYP+D predicts that the excited state minima remain symmetrical up to the heptamer, where the excited state is most likely delocalised over the whole oligomer length. The maximum distortion relative to the ground state structure is for all these oligomers in the centre of the chain and the flattest torsion angles generally occur at either end of the oligomer. For the octamer, in contrast, TD-B3LYP+D predicts an asymmetric excited state minimum, where the excited state appears to localise on one side of the oligomer. Use of plain TD-B3LYP yields symmetric excited state minima with a delocalised excited state, for oligomers up to and including the pentamer, and asymmetric structures for the longer oligomers, where the excited state has localised on one site of the chain (similar to
that of the TD-B3LYP+D octamer excited state minimum). The increase of selected torsion angles far away from where the excited state localises in asymmetric excited state minima (i.e. torsion angles that are actually larger than in the ground state structure, as previously observed by Hartley\(^8\)) is only observed in my calculations in the absence of dispersion correction. RI-CC2 calculations, finally, only numerically tractable for up to the pentamer, yield symmetric excited state minima, similar to those found with TD-B3LYP+D and plain TD-B3LYP.

For \textit{m}-phenylene, finally, excited state relaxation results in an extremely well localised excited state (see Figure 6.4 in the previous section, and Figure 6.16 below). In line with the lack of conjugation in this isomer, already discussed previously, only two adjacent torsion angles and the associated two interphenylene bond distances are always significantly distorted.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6.16.png}
\caption{Variation of the TD-B3LYP calculated excited state interphenylene torsion angles (left) and ground state-excited state interphenylene torsion angle difference (right) along the oligomer, for the different \textit{p}-phenylene oligomers.}
\end{figure}

The distortion in terms of intraphenylene bond distance changes (see Figure 6.17) is limited to the three phenylene units around these torsion angles and does not follow a simple pattern, perhaps because there is no such thing as a \textit{meta}-quinone like distortion.
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Figure 6.17: Bond length distortion for the m-phenylene tetramer.

6.3.5. Instability of o-terphenyl

This brings us to a reflection on the description of excited state relaxation in o-terphenyl by TD-DFT and RI-CC2. As the RI-CC2 method is known to struggle with the description of conical intersections due to their inherent multi-reference nature, and as the D1 diagnostic\textsuperscript{45} that probes for possible multi-reference issue within the context of RI-CC2 indeed soars at this point to 0.26, one must be careful not to overinterpret the RI-CC2 result for o-terphenyl. However, o-terphenyl is an exception amongst the (o-)phenylene oligomers, as it is known experimentally to undergo photocyclisation to 4a,4b-dihydrotriphenylene (DHT) \textit{via a conical intersection}\textsuperscript{46-47} rather than display fluorescence,\textsuperscript{8} shedding doubt on the TD-DFT excited state optimisation results for this particular structure.

The observed instability is probably related to the fact that the pattern of bond-length elongations and contractions associated with the excited state \textit{ortho-quinone} like distortion is similar to the bond length pattern in the ground state structure of DHT. The longer o-phenylene oligomers also display the same \textit{ortho-quinone} like distortion, but the steric repulsions with the rest of the oligomer means that in these cases, a section of three adjacent phenylene units cannot become approximately coplanar, ruling out cyclisation and explaining why these structures are fluorescent instead.
6.3.6. Understanding the fundamental difference between o- and p-phenylene

This investigation leaves two pertinent interrelated questions to consider; (i) why, for shorter oligomers, is the fluorescence energy of p-phenylene larger than that of o-phenylene oligomers, and (ii) why, for o-phenylene, does the fluorescence energy increase with oligomer length rather than decrease as generally observed for polymers? Both issues are known, as a result of the RI-CC2 calculations, not to be artefacts of the use of TD-DFT or a particular XC-potential.

Focussing first on the question of the origin of the difference between o- and p-phenylene, it is clear that this cannot be simply related to the magnitude of the excited state interphenylene torsion angle. Comparing oligomers of similar size, the torsion angles in the excited state structure of o-phenylene are consistently significantly larger than that of p-phenylene (see Figures 6.4, 6.10 and 6.12). As the excited state for these smaller oligomers is always delocalised, one would thus, based on the link between torsion angle and \( \pi \)-systems overlap, naively have expected the fluorescence energy of o-phenylene to be larger than that of p-phenylene. Similarly, for short o- and p-phenylene oligomers, the change in torsion angle between the ground and excited state is similar in magnitude but the Stokes shift (and its ESSE and GSDE components) is much larger in the case of o-phenylene than for p-phenylene oligomers of the same size. Also, the excited state interphenylene bond distances of o- and p-phenylene oligomers of the same size are very similar (see Figure 6.18), suggesting no link between this structural degree of freedom and the fact the fluorescence energy of p-phenylene is larger than that of o-phenylene either. Finally, partial excited state optimisation of dimeric clusters cut from the o-phenylene trimer and tetramer excited state minima, where all atoms but the newly added one or two terminating hydrogen atoms are held fixed, have larger fluorescence energies than the fully optimised dimer. The planarity distortions thus also cannot explain the low o-phenylene fluorescence energies, at least not for dimer fragments.
Having effectively ruled out most structural explanations, it thus stands to reason that the lower fluorescence energies of short o-phenylene oligomers relative to their p-phenylene counterparts must find its origin in the inherent electronic structure of o-phenylene in general, and the presence of an ortho- rather than a para-quinone like distortion in particular, as the optical gap appears well behaved. Support for this hypothesis comes from the observation that, independent of the XC-potential employed and oligomer length, the difference between the Kohn-Sham orbital energy gap for the pair(s) of orbitals responsible for the lowest energy TD-DFT excitation and its TD-DFT energy is always considerably larger for o-phenylene than for p-phenylene. For example, in the case of TD-B3LYP, the energy difference between the Kohn-Sham gap and the lowest TD-B3LYP excitation energy is of the order of 0.1 - 0.2 eV for the p-phenylene oligomer excited state minima and 0.4 - 0.6 eV for their o-phenylene counterparts. In linear response TD-DFT the Kohn-Sham gap is the zeroth-order approximation to the lowest TD-DFT excitation energy, with all higher-order corrections due to a combination of the contributions of the Hartree and XC kernel ($f_{xc}$, the functional derivative of the XC-potential with respect to the density$^{48}$). The larger difference between the Kohn-Sham gap and lowest TD-DFT excitation energy for o-phenylene oligomers thus suggest that the Hartree and $f_{xc}$ correction is much larger for o-phenylene than for p-phenylene and that the two oligomers indeed fundamentally differ in their many-body electronic structure beyond simply the constituting Kohn-Sham orbitals.
Which brings us, finally, to the question of the origin of the characteristic blue shift of the fluorescence energies of \( o \)-phenylene oligomers with increasing oligomer length. Focussing on the oligomers with symmetric excited state minima and delocalised excited states, it is clear that the torsion angles of the excited state minima steadily increase with oligomer length for \( o \)-phenylene (\textit{e.g.} in terms of the average torsion angle for TD-B3LYP+D, an increase from 23° for the trimer to 40° for the hexamer, see Figure 6.4). For \( p \)-phenylene there is also an increase in the excited state torsion angle with oligomer length but the magnitude of the change is considerably smaller than for \( o \)-phenylene (\textit{e.g.} in terms of the average torsion angle for TD-B3LYP an increase from 10° for the trimer to 17° for the hexamer, see Figure 6.4). If one assumes that the change of fluorescence energy with oligomer length is a balance between two competing effects (the decrease in excitation energy with increasing oligomer length and the increase in excitation energy with increasing torsion angle), then it appears that different terms dominate for \( o \)-phenylene and \( p \)-phenylene. For \( p \)-phenylene oligomers, the increase in torsion angle with oligomer size is relatively small and the decrease in excitation energy with increasing oligomer length dominates, resulting in the conventional red shift in fluorescence energy with oligomer length, while for \( o \)-phenylene oligomers, the increase in excitation energy with increasing torsion angle dominates, giving rise to the rather unique blue shift with oligomer length.

The large change in torsion angle with increasing \( o \)-phenylene oligomer length, finally, is probably related to an increase in steric repulsion due to a growth of the number of intra-oligomer close arene-arene \( \pi \)-stacking contacts with increasing oligomer length (\textit{i.e.} 0, 1, 2 and 3 for \( n = 3, 4, 5 \) and 6 respectively). Such close arene-arene \( \pi \)-stacking contacts are completely absent in \( p \)-phenylene oligomers and all other “straight” conjugated polymers, while for helical structures their effect probably decreases with increasing size of the pitch (4 in the case of \( o \)-phenylene), explaining why a blue shift in fluorescence energy with increasing oligomer length is such a rare phenomenon.
6.4. Conclusions

In conclusion, I showed through a combination of TD-DFT and approximate correlated wavefunction RI-CC2 calculations that the three isomers of oligophenylene, while chemically similar, display quite different absorption and especially fluorescence properties. More specifically, both TD-DFT and RI-CC2 predict that all \textit{m}-phenylene oligomers essentially have the same fluorescence signature, while the fluorescence energy of \textit{p}-phenylene oligomers decreases with oligomer length, and that of \textit{o}-phenylene increases. In the case of \textit{m}-phenylene I discuss that the lack of change in fluorescence energy with oligomer length is a topological feature of the bonding in phenylene, while the difference between \textit{o}- and \textit{p}-phenylene arises from a combination of steric and electronic factors. I further show that these electronic factors, interestingly, result in the fluorescence of small \textit{o}-phenylene oligomers to be significantly red shifted relative to their \textit{p}-phenylene counterparts.

Following on from that, I argue that the rarity of a blue shift in fluorescence energy with increasing oligomer length, as observed for \textit{o}-phenylene oligomers, is probably related to the absence of close intraoligomer arene-arene \(\pi\)-stacking contacts in most other oligomers and polymers. Finally, I hypothesise that the reason that \textit{o}-terphenyl experimentally photocyclises to 4\textit{a},4\textit{b}-dihydrotriphenylene while the longer \textit{o}-phenylene oligomers do not, and are fluorescent, is due to the fact that the steric bulk of the longer oligomers do not allow for the planarisation required for cyclisation.
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CHAPTER 7:

Summary and perspectives

In this thesis, I introduced a new computational approach based on (TD-)DFT that can be used to systematically calculate the standard reduction potentials of target conjugated oligomers and polymers, in order to assess their relevance as water splitting photocatalysts. Unlike other methods based on static DFT, this methodology takes into account electronic excitations, considers both charge carriers and excitons, and is therefore more realistic when modelling processes that involve chemical systems in their excited state. It is computationally simple to implement, tractable for relatively small molecular clusters (up to ~200 atoms), and yields exploitable predictions within short timescales (a few hours to a few days). This approach can be used to rapidly screen for new promising photocatalysts for water splitting, possibly with high throughput. However, as it only takes thermodynamic effects into consideration, and neglects important kinetic processes that happen in materials (e.g. exciton dissociation, transport of recombination of charge carriers) as well as some of their intrinsic properties (e.g. wettability, porosity, surface area, interfaces, defects), its real strength resides in its ability to consistently rule out materials that are inherently bad choices for such an application, before synthesising and characterising them (i.e. that do not and will never, according to our calculations, have sufficient thermodynamic force to drive proton reduction, like poly(p-phenylene), or water oxidation, like polypyrrole, on their own). Predictions of the (relative) photocatalytic activity of a material therefore largely remain out of reach. Additionally, one must be careful when employing this computational methodology to study systems where charge-transfer or multiple excitations are likely to occur, situations in which (TD-)DFT is known to struggle.
This methodology was then tested; the calculated standard reduction potentials were compared to experimental results from IP/EA measurements in the literature, and the predicted performance of some oligomers and polymers was confronted to photocatalytic measurements by our collaborators, the Cooper Group, at the University of Liverpool. Overall, despite the lack of consistent and reliable measurements, especially for IP*/EA*, a good fit was found for IP values, and a decent fit for EA values, for samples measured in the solid state, although such accuracy might be due to error-cancellation among the theoretical tools used. A poor fit, however, was found for the potentials of p-phenylene and fluorene oligomers in gas phase and solution. Some of the optical properties of p-phenylene (absorption onset) were also compared to experimental results from the literature, with a very good fit.

I then applied the methodology to a wide range of cluster models of oligomers. Firstly, for PPP, it confirmed the material’s thermodynamic ability for to drive hydrogen evolution, but showed that it is fundamentally unlikely to drive oxygen evolution for thermodynamic reasons. Secondly, for a range of linear oligomers, calculations showed that oligomers can be designed and their shape and chemical functions changed, to tune their optical properties and thermodynamic potentials to desired levels, by adjusting the electron-rich or electron-poor character of its monomers. Thirdly, moving on to 2D and 3D molecular clusters (CTFs and CMPs), it confirmed that the optical/fundamental gaps, intrinsically tied to the positions of IP/IP* and EA/EA* levels, can have a dramatic influence on the overall photocatalytic performance of a system (e.g. some materials might absorb a larger part of the visible spectrum than others, or absorb at very different wavelengths, e.g. UV vs. visible). Finally, considering the particular case of carbon nitride, although it had been experimentally unable to drive overall WS, the computational methodology predicted that carbon nitride had suitable thermodynamic potentials to drive both water splitting half-reactions, which was finally achieved experimentally in the last couple of years.1-2

Throughout the thesis, the role of excitons was emphasised, as the computational approach predicted that many oligomers relevant to water splitting had IP* and EA*
values that were well positioned, \textit{i.e.} that excitons themselves could often drive the proton reduction and/or water oxidation half-reactions directly. The observation that excitons in conjugated polymers are so strongly bound (\textit{i.e.} often have high exciton binding energies) that they do not spontaneously fall apart in the bulk, was confirmed through comparison to experimental results. Therefore, in such cases, charge carriers must be generated by the dissociation of excitons at an interface, such as the polymer-solution interface, or a polymer-polymer interface in the case of heterogeneous materials. An area of polymer photocatalysis that deserves special attention and could benefit from a combined computational and experimental effort, is indeed the physics and chemistry that underlie the electron–hole separation in heterostructures and the origin of their activity for the overall splitting of water.

Finally, I studied the optical properties of the three isomers of oligophenylene (and their main conformers) by submitting them to the same computational setup. I shed some light on the relationship between their molecular structure and their absorption and fluorescence energies. Firstly, both ortho- and para-phenylene are well behaved, to the extent that their absorption onsets decrease with oligomer length, whereas meta-phenylene shows no variation in absorption energies, due to “cross conjugation” leading to very localised excitations. Secondly, the three oligomers show very different fluorescence features: para-phenylene fluorescence energies unsurprisingly decrease with oligomer length, while for meta-phenylene, oligomer length has no influence, still due to cross-conjugation, but interestingly, fluorescence blue-shifts for ortho-phenylene, due to increasingly larger interphenylene torsion angles within its molecular backbone, in the excited state.

Computational tools prove to be of critical importance, especially when coupled to experimental techniques; both approaches must go hand-in-hand. They can offer invaluable insight into the molecular structure of materials, which cannot necessarily be accessed by measurement alone (when polymers are challenging to synthesise or characterise, e.g. insoluble, highly cross-linked polymers, which is often the case for materials presented in this thesis), but these computational methods, as attractive as they may be, do require some experimental validation to be tested and improved. The biggest challenge, as often in computational chemistry,
is striking the correct balance between computational cost, the ability to consistently calculate all the desired properties, and accuracy.
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