Diffuse Optical Tomography based on time-resolved compressive sensing


ABSTRACT

Diffuse Optical Tomography (DOT) can be described as a highly multidimensional problem generating a huge data set with long acquisition/computational times. Biological tissue behaves as a low pass filter in the spatial frequency domain, hence compressive sensing approaches, based on both patterned illumination and detection, are useful to reduce the data set while preserving the information content. In this work, a multiple-view time-domain compressed sensing DOT system is presented and experimentally validated on non-planar tissue-mimicking phantoms containing absorbing inclusions.
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1. INTRODUCTION

Diffuse Optical Tomography (DOT) is an optical imaging technique which aims at quantitatively 3D reconstructing optical parameters (absorption and scattering coefficient) inside in vivo macroscopic organisms ranging from small animals (e.g. mice) to humans. In particular, the absorption coefficient is related to tissue chromophores (e.g. water, lipid, oxy- and deoxy-haemoglobin), while the scattering coefficient provides information about internal structure. The quantification of these parameters and their spatial distribution provides important anatomical and functional features of the biological tissue useful for both diagnostic purposes (e.g. tumor detection) and functional information (e.g. brain functional studies). Closely related to DOT is Fluorescence Molecular Tomography (FMT) which aims to quantify and localize selective fluorescent markers designed (exogeneous) or identified (endogeneous) to target molecular processes. FMT is related to DOT both in terms of technical issues of the system (e.g. similar measurement scheme) and because DOT can be considered as a prerequisite to improve quantification and localization of fluorescent markers.

The usual scheme of a DOT system is based on a point light beam (source) raster scanned around the sample. For each injection point, the diffused light exiting the sample is measured either by a scanning detector or a parallel detector (e.g. CCD, CMOS, Gated camera). Then, by solving an inverse problem, the optical parameters’ distribution inside the tissue can be reconstructed. In general a single detector has higher performances in terms of spectral sensitivity (e.g. Near Infrared range) and temporal resolution compared with a parallel detector. Hence, information content is maximized by adopting a scanning system in both illumination and detection space. Despite the high information content, this scheme shows significant disadvantages because of the huge data set originating from the large number of source-detector combinations. This leads to extremely long acquisition and
computational times which are generally not compatible with pre-clinical and clinical environments. The long acquisition time originates both from the high number of measurements and from safety rules which impose a limitation on the light density at each point and, therefore, a longer acquisition time for each measurement. Moreover the huge data set implies long computational times which rapidly become intractable with standard computers.

The dimension of the data set is further complicated by the highly multidimensional features of DOT scheme. In fact, apart from the measurement of the diffused light intensity around the sample, other parameters provide useful information such as adopting a multiple views acquisition scheme\(^5,6\) and the measurement of temporal and spectral profiles.\(^7,8\) A multiple views scheme consists of measuring the diffused light at different sample rotation which is crucial to improve the spatial resolution. Time-resolved measurements allows one to better disentangle absorption from scattering coefficient,\(^9\) to evaluate the depth of the inclusion\(^10\) and to estimate fluorescence lifetime of fluorochromes in the case of FMT. Spectral information of the diffused light is mainly exploited to better discriminate the different chromophores inside the tissue.

In the last years novel illumination schemes based on structured illumination have been proposed.\(^8,11,12\) The possibility to use a wide field illumination, in contrast to a single source, allows one to input higher intensity on the sample without exceeding the light density imposed by safety limits. Moreover a turbid medium is characterized by a low bandwidth of the spatial information content. This allows one to illuminate the sample with a limited number of patterns and, therefore, to preserve the information content while reducing the data set.

Recently the same approach has been adopted on the detection side. If a parallel detector is used, this approach leads to a post-processing reduction of the data set by exploiting the low pass behavior of the spatial information in a scattering medium.\(^13,14\) Moreover, by adopting the Single Pixel Camera (SPC) scheme,\(^15\) a patterned detection can be exploited at the acquisition stage. The basic idea is to project the image of the object (e.g. the diffused light exiting the sample) on a spatial modulator and to collect the light integral by a single pixel detector. By repeating the measurement with different patterns a sampling in the spatial frequency domain (rather than raster scanning) can be carried out. Similarly to structured illumination, a limited number of patterns can be adopted, exploiting the low bandwidth of the scattering medium. It is worth mentioning that a SPC detection scheme has important instrumental advantages, such as the use of a single pixel detector with higher performances (e.g. temporal resolution and spectral coverage) with respect to parallel ones.

The use of structured illumination/detection allows a reduction of the data set while preserving the information content and reducing the acquisition and computational times.\(^16\) Moreover, the use of a wide field approach allows from the first measurements a global view, even if at low spatial resolution, which is particularly suited towards an adaptive approach. Finally it is worth stressing a simplification of the system and a reduction of the cost, mainly given by SPC approach.

In this work a time-resolved DOT system with multiple views acquisition has been experimentally realized and validated. Measurements on cylindrical tissue mimicking phantoms with absorption inclusions have been carried out in order to test the imaging and tomographic capability of the system, obtaining state of the art reconstruction.

### 2. MATERIALS AND METHODS

The experimental set-up is shown in Fig. 1. A supercontinuum laser source (SuperK Extreme, NKT) provides light pulses (pulse width of tens of picoseconds) at the repetition rate of about 80 MHz over a broad spectral range (450-2000 nm). The supercontinuum is spectrally filtered by means of an acousto-optic tunable filter (AOTF) to select light pulses at 650 nm with 5 nm bandwidth. Through an optical fiber, the light is coupled to a Total Internal Reflection prism and then to a Digital Micromirror Device (DMD Discovery kit 1100, Vialux, Germany) which allows to spatially modulate the light. The pulsed structured light is, finally, imaged over an area of 3x3 cm\(^2\) of the sample by means of a lens (f=50 cm). The sample is placed on a rotational stage in order to allow multiple-view acquisition. By means of a lens (f=60 cm) the diffused light, exiting the sample, over an area of about 2x2 cm\(^2\), is imaged on a second DMD (DMD Discovery 4100, Vialux). The light reflected by the second DMD is focused by a long working-distance objective (10X/0.25) into a 1 mm diameter step-index...
optical fiber. A photomultiplier (PMT) (HPM-100-50, Becker & Hickl) measures the light exiting the fiber and, by means of a Time-Correlated Single Photon Counting (TCSPC) board the temporal profile of the diffuse light is recorded. The Instrumental Response Function (IRF), taking into account the detector time-response and fiber broadening is about 250 ps FWHM.

The time-resolved compression on the detection is achieved by repeating the measurements with different patterns loaded on the second DMD. By means of a flip mirror, a Continuous Wave (CW) low noise 16-bit cooled CCD camera (Versarray 512, Princeton Instruments) is placed on the detection side for direct imaging of the sample output plane. This direct imaging is achieved by rotating all the DMD’s pixels in the same state. The system is fully computer controlled by a home-made LabView software that allows one to automatically acquire the whole data set such as the illumination/detection patterns, sample rotation and time acquisition. Measurements were carried out on a homogeneous cylindrical phantom ($\varnothing=20$ mm, height 50 mm) made of epoxy resin, TiO$_2$ (as scatterer) and toner (as absorber) mimicking the optical properties of biological tissues. The optical parameters of the phantom were measured by means of a broadband time-resolved spectroscopy system\textsuperscript{17} obtaining the following values: absorption coefficient ($\mu_a$) about 0.01 mm$^{-1}$ and reduced scattering coefficient ($\mu'_s$) about 1 mm$^{-1}$. Two holes (see Fig. 2) were drilled into the sample ($\varnothing=1.6$ mm) in order to allow us to insert inclusions with different optical parameters. In particular a totally absorbing solid rod has been exploited in this work.

In order to acquire the shape of the phantom, and consequently to create its mesh, 360 shadows of the sample (every 1$^\circ$) have been acquired.\textsuperscript{6} Before starting with the measurement, a calibration procedure has to be performed to register input/output patterns on the sample, and it is worth stressing its importance to improve the quality of the tomographic reconstruction. To register the patterns, a mapping function of the source and detector points on the corresponding DMD has to be experimentally derived. This step is quite critical to improve the accuracy of the forward model needed by the tomographic reconstruction. By means of the CCD camera, images on the detection side have been acquired, allowing to register the detection area over the sample.

![Experimental set-up](image-url)
Similarly, images of the illumination side have been acquired with a specific low-cost camera positioned for this specific purposes in order to register the illumination area over the sample. This procedure further allows one to map the single element of the DMD to the illumination/detection point on the sample.

The Single-Pixel Camera hardware performs the following operation:

\[ c_k(t) = \int \int I(x, y, t) h_k(x, y, \sigma) dx dy \]  

where \( c_k(t) \) is the time-resolved profile measured by the PMT, \( I(x, y, t) \) the time-resolved image on the output plane of the sample and \( h_k(x, y) \) is the k-th pattern loaded on the DMD, typically belonging to an orthonormal basis set. In this work we used Walsh-Hadamard (WH) patterns, for both illumination and detection, because, due to the fact that they are binary, they can be easily realized on a DMD and, moreover, they form a complete basis with finite cardinality. Mathematically, N-th order (N power of 2) WH patterns can be described by NxN squared matrixes \( H_k \) composed only by +1 and -1 elements. Hereafter an example of order 2 WH matrix:

\[
H_1 = \frac{1}{N^2} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}, H_2 = \frac{1}{N^2} \begin{bmatrix} 1 & -1 \\ 1 & -1 \end{bmatrix}, H_3 = \frac{1}{N^2} \begin{bmatrix} -1 & 1 \\ -1 & 1 \end{bmatrix}, H_4 = \frac{1}{N^2} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}
\]

(2)

In order to physically realize these patterns, for each of them two were created composed with 0 and 1 so that the difference gives the true WH pattern. Besides this operation increases the total acquisition time, it is very helpful for noise subtraction.

It is worth noting that due to the orthonormality property of \( H_k \), spatially realized by the pattern \( h_k(x, y) \), it is possible to reconstruct an N-th order approximation \( \hat{I}(x, y, t) \) of the time-resolved image \( I(x, y, t) \) using the following backprojection operation (fast Walsh-Hadamard inverse transform):\(^{18}\)

\[ \hat{I}(x, y, t) = \sum_{k=1}^{N^2} c_k(t) h_k(x, y, t) \]

(3)

### 2.1 Tomographic reconstruction

The tomographic reconstruction algorithm relies on the minimization of an objective function \( \Psi(x) \) composed by the sum of a quadratic term and a penalty function for the regularization:

\[
\Psi(x) = \frac{1}{2} \sum_n \left[ \frac{y_n - f_n(x)}{\sigma_n} \right]^2 + \tau R(x)
\]

(4)

where \( x \) represents the variables vector (absorption coefficient for every voxel), \( y_n \) is the measurement, \( f_n(x) \) is the forward model, \( \sigma \) is a scaling factor given, in this case, by the forward model with homogeneous optical properties. \( R(x) \) is the regularization functional given in this case by the Total Variation (TV) and \( \tau \) is the hyper-parameter giving the weight of the regularization functional. Minimization of \( \Psi \) is achieved by a 3 iterations damped Gauss-Newton method followed by a line-search algorithm.\(^{19}\) The damped Gauss-Newton method requires the calculation of the Jacobian matrix that, for the time-domain diffusion equation, results:

\[
\frac{\partial f}{\partial \mu_{xt}} \bigg|_{r,t} = m(t) \otimes G(r, t) \otimes G^*(r, t) = \int_0^t \int_0^t m(t') G(r, t'' - t') G^*(r, t - t'') dt' dt''
\]

(5)

where \( m(t) \) is the IRF, \( G(r, t) \) is the fluence distribution in the sample generated by the sources and \( G^*(r, t) \) is the adjoint fluence when sources are placed in the detector positions. This operation is very time- and memory-consuming thus, to speed it up, the convolutions are performed via Fast Fourier Transform (FFT) in time. The only drawback of this operation is that the memory needed quadruples with respect to performing it in time because a zero-padding is needed to avoid aliasing and also because the FFT is complex-valued. After that, all the values belonging at the early(late)-gate used are summed up and stored in the final matrix.
3. RESULTS AND DISCUSSION

In order to demonstrate the tomographic capability of the time-resolved DOT system, reconstructions by using one temporal gate (early or late) of the time-resolved temporal curve have been carried out. Early gate is obtained by integrating the temporal profile over a width of 300 ps from 1% to 80% of the peak intensity on the rising edge, while late gate width is about 860 ps ranging from 80% to 1% of the peak intensity on the falling edge. Measurements were carried out for 8 different views at step of 45° to cover a complete rotation of the sample, and for each view, a squared illumination pattern and 8x8 WH detection patterns have been adopted. This leads to 127 WH patterns for each view. Acquisition time for each pattern is 1 s. The mesh used for the forward problem has 108000 elements and 1016 temporal points (sampled in 130 temporal steps of 12 ps width) have been generated. The computational time for the forward problem is about 25 s on a machine mounting a 2.5 GHz quad-cores Intel i7 processor and 16 Gb RAM memory. The Jacobian computational time in our case is about 1.5 hours. The overall reconstruction time is about 5 hours.

In Fig. 2 the tomographic reconstruction, by using the early gate, of the absorption coefficient $\mu_a$ at different vertical slices is reported. Only the upper half of the cylinder can be reconstructed due to the illumination and detection area. A good reconstruction quality is obtained concerning both the localization and relative contrast of the two inclusions. Fig. 2 also shows an example of line profile across the inclusions at plane $z=17.5$ mm for both reconstruction with early and late gate. As expected, the localization and shape characterization of the inclusions improves by using the early gate.

4. CONCLUSIONS

In conclusion, in this work, a time-resolved DOT system based on structured illumination, single pixel camera detection and multiple views acquisition has been experimentally realized and validated on a tissue-mimicking
cylindrical phantom, obtaining a state of the art reconstruction quality. Future work will be addressed towards an optimal choice of illumination and detection patterns in order to further reduce the data set while preserving the information content.
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