Multi-objective Design of a Transonic Turbocharger Compressor with Reduced Noise and Increased Efficiency

Peng Wang
Department of Mechanical Engineering
University College London

A thesis submitted for the degree of

Doctor of Philosophy

April, 2017
I would like to dedicate this thesis to my families and friends ...
Declaration

I, Peng Wang, confirm that the work presented in this thesis is my own. Where information has been derived from other sources, I confirm that this has been indicated in the thesis.

Signature: 王鹏

Name: Peng Wang

Date: April 11, 2017
Acknowledgements

It would not be possible to complete this work without the countless help and support from many people around me, and it is only possible to give particular thanks to some of them here.

This thesis will never be produced without the help, support and guidance from my principal supervisor, Prof Mehrdad Zangeneh, who introduced me to the field of turbomachinery aerodynamics, aeroacoustics, and optimisations. After three years and a half of doing my PhD, I had the privilege to get a job offer from the company Advanced Design Technology, Ltd founded by him even before the completion of all PhD work. It has been almost three years since I started to work at ADT, and when I look back the journey I have made, I realise how fruitful this experience has been. At ADT, I have had the opportunities to maximise and use the skills and knowledge I learned through the course of this PhD. I have greatly broadened my horizon and deepened my knowledge of the academic research and industry applications in this fascinatingly interesting and challenging field. I am also one of those very lucky people who can have the chance to work with the world-class leading companies for turbomachine’s manufacturing and design. I have learned a great deal from them. None of these could happen if I was not admitted by my supervisor in 2010 when I was struggling for finding a job in the very crucial market. So, thank you very much professor.

I must acknowledge the financial, academic, and technical support from Napier turbocharger Ltd. My both supervisors Dr Frank Heyes and Dr Paul Roach have been extremely patient with my research. They provided invaluable advices for my work and facilitated good
experimental measurements for my final impeller design. I also received very generous hospitality from them every time when I visited Napier for discussions. To them, I express my sincere gratitude.

Experiences at UCL mechanical engineering department will be undoubtedly the most important time for my academic career. I have spent ten years in this place where I have had great opportunities to work with many intelligent and gifted academics. Prof Nader Safsafi, who served as my second supervisor, provided me with significant moral support and careful advices through the period of my PhD. Dr William Suen, who was my undergraduate personal tutor and our graduate student tutor, has given me massive help and support ever since I joined this department in 2006 as a first year undergraduate. I still remember that day when I first stepped into his office. Dr Rama Balachandran, who acted as my third year project supervisor, is a very important model for me to follow in pursuing the academic excellence. He is the one who firstly introduced me to the field of CFD and aero-thermal acoustics. The experience with him of doing the third year project on the CFD simulations for the sheared layer aerodynamics in a combustion chamber actually laid the necessary foundation for my PhD research, and I can only realise the importance until I look back now. Dr Alvin Blackie, who retired three years ago and was the deputy head of department and undergraduate tutor, has given me plenty of help and advices ever since I joined this institute. Particularly, I received a very kind reference letter from him to support my PhD application in 2010. I am rather grateful that he invited me to teach the first year computing course which proved to me a really useful experience.

I am a very lucky man who has had opportunities to work with many fellow PhD students. I must give special thanks to my group members, Pietro Boselli, Jiangnan Zhang, Jeremy Nahon and Irfan Muhammad. Pietro, you are the one I envy most for your smartness and huge muscles. Jiangnan, I have mentioned to many of our common friends that
you are the one I admire a lot because of your ability to concentrate regardless of any surrounding environment. Fellows from other research groups such as Liu Liu and Ye Yuan, I am glad we had the chance to share a flat. Yajie Li, Qicheng Meng, Chongwei Zhang, Guodong Xu, Anne Charlotte Gaillard, I had the most interesting discussions with you guys about many relevant and irrelevant things for academic research. Those joyful moments have been imprinted in my mind forever. Taaha Hussain, Mart Magi, Baptiste Duboc, you are my oldest friends at UCL since the undergraduate time. Zhiyu Yuan, Yuanchang Liu, Rui Song, Wenwen Liu, Xujiang Wang, Yang Chen, Cedrick Lin, thank all of you very much for the wonderful times in Roberts building, Gower Street, Hampstead Road, and many other places.

ADT’s staffs are inseparable from the completion of this work either. Our journey still keeps going on. I need to give my special thanks to Fabio Pengue and Mathieu de Maillard, who were the key design engineers at ADT, and they taught me how to use TD1 properly and showed me the design process step by step. Richard Hunsley, who was our engineering team manager, has been the example for my career development. Nunzio, Abul and Raoul, I cannot remember how many laughters we have shared with. Pedro, David, Peixin, Faidon, Darshan and Paolo for you guys all, I offer my sincere gratitude too. We will keep adventuring as ADT staffs with great fun towards our next big goal!

Last but not least, I would like to thank my family for all their love and encouragement. My parents, Juncai Wang and Yongfang Chen who raised me with a mind full of curiosities. Even if they received little school education, they have never appeared to be short-sighted at all. About 12 years ago, their decision to send me to study abroad has changed my life entirely. Their unquestionable support and love can never be over-exaggerated. And most of all to my beautiful, loving, supportive, encouraging, and patient girlfriend Jing Qian whose
faithful support during the entire course of this PhD is so appreciated. Thank you, my love! You have shown magnificent braveness during these years when I am not with you in China.
Abstract

In marine diesel engines, transonic centrifugal compressors are widely used due to their capabilities to: 1) downsize engines by increasing output power; 2) cause less fuel consumption; 3) enhance the combustion efficiency. The design of a high performance transonic compressor still poses a great challenge to the turbomachinery community. Apart from the traditional requirements such as good choke and stall margin, high boosting pressure ratio, and high stage efficiency, it is also necessary to reduce the turbocharger noise as much as possible for a more comfortable working environment. The most effective way is to reduce the compressor noise at the source, i.e. the compressor impeller itself must produce less aerodynamic noise rather than using any silencers. This thesis is dedicated to present a design methodology for such multi-disciplinary and multi-objective tasks, and propose a new impeller design for a marine turbocharger.

The conventional turbomachinery design method has almost reached its bottleneck even if it is coupled with advanced optimisation algorithms. A different design philosophy, which is known as inverse design theory, suggests an alternative solution for such design challenges. It provides a different perspective to look at the problem. Rather than starting with the blade profiling, this approach prescribes the flow field on the blade surface and robustly finds the corresponding blade geometry that would result in the given flow field. Since the flow field plays a predominant role in determining both aerodynamic and aeroacoustic performances, it gives designers more direct control for getting an optimal design. Thus, this method can significantly strengthen the performances in a much shortened design time.
An in-house aeroacoustic code has been developed based upon the well-known Ffowcs-Williams and Hawkings equation to predict the rotor induced tonal noise at the blade passing frequency and its harmonics. It can also be easily expanded to predict the transient flow induced broadband noise if the very fine unsteady calculations are available.

A new centrifugal compressor impeller was designed in this dissertation using the inverse design code TURBOdesign1. Its performances are evaluated from aerodynamic, aeroacoustic and mechanical aspects. The CFD simulations for the compressor characteristics and internal flow field details, the numerical predictions of aeroacoustic sound emissions, and FEA analysis for the structure integrity have all been attempted to thoroughly assess the performances of baseline and optimised impellers. The computational results found that the new impeller can lead to better performances in all three aspects, which are supported by the experimental measurements conducted for both impellers using the same test configurations. The experimental data confirmed that the inversely redesigned impeller wheel provide a wider compressor operating range, higher efficiency at large rotating speed, and a few dB(A)s lower noise emissions in the upstream.

The present work suggests that the synergistic use of the inverse design approach, aeroacoustic solver, CFD simulations and FEA analysis can allow designers to effectively carry out the multi-disciplinary and multi-objective designs for turbomachines.
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Roman Symbols

- $l$: streamwise length vector in the blade surface
- $u$: fluid velocity
- $V$: velocity vector in the stationary frame
- $v$: blade velocity
- $W$: velocity vector in the relative frame
- $x$: observer position
- $y$: source position
- $M$: Mach number vector
- $n$: normal vector to integral surface
- $r$: radiative vector
- $B$: number of blades
- $B_f$: stream thickness factor
- $c$: speed of sound
- $c_p$: specific heat capacity
- $f$: closed source surface
Nomenclature

\begin{itemize}
  \item \textbf{G} \hspace{1em} \text{Green function}
  \item \textbf{g} \hspace{1em} \text{collapsing sphere}
  \item \textbf{H} \hspace{1em} \text{Heaviside function (in Chapter 3 only)}
  \item \textbf{h} \hspace{1em} \text{stagnation enthalpy}
  \item \textbf{L} \hspace{1em} \text{specific enthalpy}
  \item \textbf{I}_c \hspace{1em} \text{chord length}
  \item \textbf{M}_0 \hspace{1em} \text{\(U_0/c\), convective flow Mach number}
  \item \textbf{M}_r \hspace{1em} \text{Mach number in radiative direction}
  \item \textbf{p} \hspace{1em} \text{static pressure on the blade surface}
  \item \textbf{p'}_L \hspace{1em} \text{loading noise}
  \item \textbf{p'}_T \hspace{1em} \text{thickness noise}
  \item \textbf{Q} \hspace{1em} \text{volume flow}
  \item \textbf{r} \hspace{1em} \text{source-observer distance}
  \item \textbf{rV}_\theta \hspace{1em} \text{swirl velocity/circulation/specific Euler work}
  \item \textbf{S} \hspace{1em} \text{generic integral data surface}
  \item \textbf{s} \hspace{1em} \text{entropy}
  \item \textbf{S'} \hspace{1em} \text{sawtooth function}
  \item \textbf{S}_b \hspace{1em} \text{blade surface}
  \item \textbf{S}_p \hspace{1em} \text{porous surface}
  \item \textbf{t} \hspace{1em} \text{observer/reception time}
  \item \textbf{T}_{ij} \hspace{1em} \text{Lighthill stress tensor}
  \item \textbf{U}_0 \hspace{1em} \text{medium velocity}
\end{itemize}
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>internal energy</td>
</tr>
</tbody>
</table>

#### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>vorticity sheet</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\sqrt{1 - \left(\frac{U_0}{c}\right)^2}$</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker tensor</td>
</tr>
<tr>
<td>$\delta()$</td>
<td>delta function</td>
</tr>
<tr>
<td>$\eta$</td>
<td>isentropic efficiency</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>splitter work ratio</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Clebsch scalar</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Clebsch scalar</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular velocity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>potential function</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\simeq 3.1415926\ldots$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>stream function</td>
</tr>
<tr>
<td>$\rho$</td>
<td>fluid density</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>ambient density</td>
</tr>
<tr>
<td>$\sigma_{ij}$</td>
<td>viscous tensor stress</td>
</tr>
<tr>
<td>$\tau$</td>
<td>emission/source time</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>angle between $\hat{n}$ and $\hat{r}$</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>vorticity vector</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>bound circulation (in Chapter 6 only)</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>intersection curve</td>
</tr>
</tbody>
</table>
Nomenclature

$\Pi$  pressure ratio

$\Sigma$  emission surface

**Superscripts**

*  meridional normalisation

**  conjugate

+  upper surface

−  lower surface

$\overline{()}$  pitchwise/tangential/circumferential average

$i$  superscript index

$\tilde{()}$  periodic component

$j$  superscript index

**Subscripts**

0  subscript index

$am$  artificially modified

$bl$  blade surface

$h$  hub

$mbl$  meridional component on the blade surface

$s$  shroud

**Other Symbols**

$\bar{2}$  convective wave operator

$\Box^{2}$  wave operator

**Acronyms**
Nomenclature

BEP  best efficiency point
BPF  blade passing frequency
IGV  inlet guide vane
LE   leading edge
MP   measurement point
OGV  outlet guide vane
RSM  response surface method
TCN  tip clearance noise
TE   trailing edge
Introduction: design challenges of a transonic turbocharger compressor

1.1 Research background

Turbochargers play a very important role in the modern turbomachinery industry, which are commonly used for transportations such as automotives, trucks, ships, and helicopters. A turbocharger consists of two key components, centrifugal compressor and radial/axial flow turbine. The compressor is connected to the turbine through a coaxial shaft. Turbine blades can be driven to spin by exhausted gases from the engine, and the torque is transmitted through the shaft to rotate the compressor into which air is then extracted. In the fast spinning blade channels, the pressure and kinetic energy of air is increased significantly. After leaving the impeller passages, air flows into a diffuser where the deceleration occurs and high pressure air is obtained. A scroll collector or volute is placed after the diffuser to further decelerate the flow and orient it into the right trajectory.
before going to an engine for burning. Figure 1.1 shows a brief schematic of the entire turbocharging process.

In this work only compressor will be studied. The usual way to characterise a turbocharger compressor’s performances is to use the compressor map, which includes the mass flow rate, pressure ratio, efficiency and turbo speeds. Such a map defines the compressor’s operating range, capabilities of boosting pressure and aerodynamic efficiency. In addition to that, the modern industry has an extra factor to evaluate a compressor’s performances, which is the aerodynamically generated sound. In the U.S and many countries in the Europe the requirement for low noise working environment is getting ever stricter. It poses a very big challenge for the turbomachinery community given that designing transonic compressors with only high aerodynamic performances is already quite difficult. The purpose of this project is to explore the design possibilities of a transonic centrifugal compressor for a turbocharger to get both aerodynamic and aeroacoustic performances enhanced.

In heavy duty applications the compressor is demanded to deliver very high pressure ratio (typically 3.5 : 1 for automobiles and over 5:1 for large marine ships) so as to increase the combustion efficiency. Of these scenarios the flows in the compressor are always transonic and have very complex structures. The strongly distorted flow behaviours can induce a great deal of losses to the compres-
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Aerodynamic noise and generate a large amount of unfavourable aerodynamic sound. This type of aerodynamic noise lies in the field of aeroacoustics, which is an interdisciplinary combining aerodynamics and theory of acoustics. It mainly focuses on investigating the sound generated by turbulent flows and aerodynamic forces interacting with solid surfaces. Although much attention has been paid to studying this phenomenon in the past few decades, the reduction of turbomachinery noise still remains very challenging due to complexities of the acoustic and flow field, particularly for transonic turbomachines. More details about the challenges of modern turbomachinery aeroacoustics research can be found in a review paper by Peake & Parry [2012].

Acoustic liner is a common passive way to reduce the compressor’s noise, but it harms the aerodynamic efficiency. An active way would be more favoured since it can help to reduce the noise at the source, i.e., a successful design for compressor itself that can retain good aerodynamic performances and limit the noise levels without using other supplementary tools.

The conventional way of designing a compressor impeller is to parametrise the blade profile using three-dimensional CAD modelling. Once the blade geometry is fixed, the aerodynamic and aeroacoustic performances can be predicted using computational simulations. The blade profiling must be repeated until the target performances of a compressor are met. The blade parametrisations can be coupled with advanced optimization algorithms and DoE (design of experiment) method to seek an optimal design. This methodology has been proven to be effective for many industrial applications. However, there are still some intrinsic disadvantages embodied in such method listed below:

1. The design period is generally very long.

2. It is often DP-locked (design point locked) rather than multi-points design.

3. The CFD simulations require an enormous amount of computational resources and do not provide guide lines for the refinement of blade profiling in the followed design process.

4. Updating the blade profiles is time-consuming.
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5. The space for exploring the optimal design is constrained.

The current trend of seeking down-sizing and quieter designs has pushed the traditional method to its bottleneck.

An alternative way for the blade design is the three dimensional inverse design method. The conventional design method is nevertheless quite intuitive at first glance, which is a process starting from CAD drawing of an impeller wheel to flow simulations, therefore it is also called the direct design method. The inverse design, as its name suggests, fundamentally differs from the direct method at the starting point. First, the flow field has be to prescribed. Following that, the blade profile is automatically computed in an iterative way until the final blade profile can give the specified flow field, hence, an inverse process. The optimisation for an impeller blade coming out of inverse design is then naturally related to the prescription of the flow field rather than the blade profiling. It is not difficult to see that the advantage of the inverse design is its possibility to take advantage of the knowledge and information from CFD calculations of the flow field. The aerodynamic behaviours of the flow on the blade surface largely determine the performance of a compressor, therefore, one can specify a modified flow field that is devised to lead to better performances of a compressor than the previous step’s design. The aeroacoustic theory has also suggested the close relations between the flow field on the blade surface and noise generations. Thus, it is possible to use the inverse design method to design compressor impellers with multi-objectives.

1.2 Research objectives

This project is motived to redesign a transonic centrifugal impeller used for marine applications by Napier Turbocharger, Ltd. The selected final design will be prototyped and tested. Its macro objectives are three-fold:

- to redesign a transonic centrifugal impeller that can improve both aero-dynamic and aeroacoustic performances when compared with the baseline design;
- to expound the design method for redesigning and optimising impellers
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so further design work with multi-objective and multi-disciplinary can be carried out in the frame work of 3D inverse design;

• to shed lights upon the future multi-point, multi-objective, and multi-disciplinary design of transonic centrifugal compressors.

The micro objectives include:

• to explore the numerical prediction method for rotating rotors in both sub-sonic and transonic regimes;

• to systemically establish a model that can be used for rotor induced noise evaluations;

• to use the inverse design method to design a new impeller that has improved performances over the baseline one, and particularly, the highest efficiency zone needs to be shifted to the higher turbo speeds on the compressor map;

• to investigate the impeller’s performance using CFD and the developed aeroacoustic model;

• to validate the predicted performances of the new impeller experimentally and compare with the baseline back to back;

• to analyse the flow field differences between baseline and redesigned impeller using the detailed CFD calculations.

1.3 Thesis structure

The rest of the thesis will be structured in the following way:

• Chapter 2 presents a literature survey mainly covering two topics, the aero-dynamic design and aeroacoustics of turbomachines. These two topics both have had a long development history and a very broad range, and it is only intended to review those works that can relate these two disciplines focusing on a historical and application point of view.
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- Chapter 3 is devoted to the theoretical formulations of the aeroacoustics that can be used for turbomachine noise predictions. The acoustic genealogy dates back to the well-known Lighthill acoustic analogy and FW-H equation with the convective term.

- Chapter 4 develops a solver that is an extension to the well-known Farassat Formulation 1A for the rotor induced noise in the steady-state form. An algorithm has also been developed for the numerical implementation of this solver. A program named as NoiseComp has been written in FORTRAN 90 to perform acoustic calculations, and its source code and user manual were given to Napier Turbochargers.

- Chapter 5 shows two applications of the acoustic solver, including a 2D helicopter rotor’s noise calculations at various tip Mach numbers, and the 3D SRV2 centrifugal impeller at transonic conditions. The aeroacoustic predictions are compared with the published experimental data for validations.

- Chapter 6 explains the theory used in the inverse design code TURBODEsign1. Most of the key equations have been re-derived and presented in a systematic way in this chapter.

- Chapter 7 details the design procedures for the new impeller. The aerodynamic and aeroacoustic performances of Napier’s baseline wheels are analysed using CFX simulations and acoustic solver, which are validated with test data.

- Chapter 8 discusses the test results of the redesigned impeller and compares its performances with the baseline impeller. Detailed flow analyses of the two designs from CFD solutions are also discussed.

- Chapter 9 gives some conclusive remarks of the current thesis and suggestions for future research and studies.
In the last chapter, the background and objectives of this project have been clearly presented and defined. This chapter is dedicated to reviewing the work that has been done for designing turbomachinery components with multi-objectives. From the literature survey, one can easily find an enormous amount of research articles studying all different turbomachinery components using computational and experimental techniques. It is, however, not intended (neither realistic) to critically review all the existing design and analysis methodologies. Since the purpose of this project is to redesign a transonic compressor with lower noise and better efficiency at higher speeds compared to the baseline design, our efforts for the literature review will be concentrated on these three fields:

1. features of the noise spectrum of turbocharger compressors;
2. LITERATURE SURVEY: MULTI-OBJECTIVE DESIGN AND ANALYSIS FOR A TRANSONIC CENTRIFUGAL COMPRESSOR

2. aeroacoustic noise prediction approach for turbomachines;
3. inverse design method for turbomachines.

The novelty of the current work will naturally emerge in the contextualisation of previous works on these three topics.

2.1 Compressor stage components

The term “compressor stage” normally refers to a system including a few different components which will be mentioned many times in this thesis. In this section we intend to give a brief overview and definition of these components for the convenience that we would not need to explain them in different contexts again.

Dixon & Hall [2010] classified a turbomachine as any device through which the energy can be transferred either from or to the fluid by the rotating blade rows. One of the two main categories of turbomachines absorbs energy to increase the fluid pressure or head, such as, compressors, pumps, and fans; the other one converts the potential and kinetic energy of a flow into the mechanical energy, such as hydraulic, gas, and steam turbines. Depending on the direction of the flow passing through the rotor channels, the turbomachines can be further subcategorised into radial and axial flow turbomachines. The flow path of a radial turbomachine is completely or mainly in a plane that is perpendicular to the rotation axis whereas the flow path of an axial type is completely or mainly in a plane that is parallel to the rotation axis.

A centrifugal/radial compressor is usually constituted of the following ingredients and also schematically illustrated in Fig. 2.1.

1. Meridional contour
   The meridional contour, shown in Fig. 2.1, is perhaps the first important geometric concept for the analysis of any turbomachinery components. It presents a channel formed by the hub and shroud, both of which are solid disks confining the flow. The hub and shroud are projected into the $R - z$ plane that is often used in a cylindrical coordinates. $R$ and $z$ refer to the radial and axial direction respectively, and $z$ axis is usually taken as the rotation axis.
2. LITERATURE SURVEY: MULTI-OBJECTIVE DESIGN AND ANALYSIS FOR A TRANSONIC CENTRIFUGAL COMPRESSOR

2. Impeller

Impeller is the most important part of a compressor. The design or optimisation of a compressor usually means modifying the impeller geometry to get the target performances. For a turbocharger compressor, the impeller normally has a few pairs of full/long and splitter/short blades. The standard industrial compressor often has only the full blades. The frontal part of the blades are usually known as inducer, which is very significant for determining the compressor performances, particularly in determining the efficiency and operating range. This is the area where the most complicated flow behaviours occur, such as shocks, flow separations, reverse flow and vortex sheddings. The exit of the blade is usually known as the exducer, which can have a cut-off or rounded edge. It may or may not be leaned either in the way of its tip leading the root or its root leading the tip. The lean angle of the exducer is quite critical to determine the mechanical stress of the impeller wheel and also the jet-wake flows interacting with the next component, diffuser.

3. Diffuser

Diffuser is the place where exit flow from blade passages decelerates. There are in general two types of diffusers, namely, vaneless and vaned diffuser. The vaneless diffuser is nothing more than an empty section formed by the hub and shroud disk. If one puts some vanes in this space, it then becomes a vaned diffuser. The vaned diffuser can be used to enhance the pressure ratio and efficiency but it will considerably reduce the compressor operating range when compared with the vaneless diffuser. A comprising solution is to use the so called low solidity vaned diffuser (LSVD), which has fewer vanes than the conventional vaned diffuser. The LSVD normally causes smaller losses of choke and stall margins when compared with a vaned diffuser.

4. Volute

A volute, sometimes also known as the scroll collector, is commonly used at the vaneless/vaned diffuser downstream. The flows are diffused and decelerated inside the volute before going into a discharge pipe, which further converts the kinetic energy into the static pressure.
5. Ported shroud
The ported shroud is a casing treatment device placed on the shroud of the impeller wheel, and it is commonly put at an axial position in the vicinity of the splitter leading edge. This device is well-known for its capability to improve the stall margin for a compressor. However, its working mechanism of postponing the compressor instability is still not too well understood yet. In recent years a few articles worth particular attention have been published by some turbomachinery specialists from Honeywell Turbo Technologies, such as Chen & Lei [2013]; Gancedo et al. [2014]. In short, they concluded that the enhanced compressor stability due to the ported shroud is a result of eliminating swirling back flow at the inducer and recirculating it into the impeller channel. This device is of high significance for improving the compressor operating range. The turbomachinery experts from HTT (Honeywell Turbo Technologies) and CTT (Cummins Turbo Technologies) have conducted optimisations for its design, as can be found in the works by Yin et al. [2009] and Sivagnanasundaram et al. [2012].

All these components have both aerodynamic and aeroacoustic effects on the compressor performances. These five components comprise a system in a highly nonlinear manner, and their effects on the flow field interact with each other. A thorough optimisation for every single component with multi-objectives is not realistic. In the current work, only the impeller will be studied.

2.2 Classifications of the turbocharger noise
The noise sources of a turbocharger are quite diversified. The main sources can be of either aerodynamic or mechanical nature. In the book by Hung [2013] the turbocharger noise sources are classified as nine different types enumerated below:

1. Pulsation whistle
   It is caused by the slight differences in the compressor wheel chamber volumes due to the variations of manufacturing processes.

2. Rotational noise
   This is a rotating-blade-related noise by compressor or turbine blade rows.
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![Diagram of centrifugal compressor stage]

Figure 2.1: Meridional view of a centrifugal compressor stage

It has very high frequencies between 8 - 18 kHz or even higher, which results from the number of blades and the turbo shaft speed.

3. Growling noise
   This noise is normally observed when the compressor starts to stall, which results in a partial flow separation at the suction side near the impeller outlet. Its spectrum has a wide band between 1200 and 3500 Hz.

4. Whining noise
   When the whining noise occurs this is an indication of a deep surge condition. The air recirculates from the compressor outlet to the inlet. Its spectrum ranges from 800 to 2700 Hz and this noise propagates to the compressor inlet.

5. Unbalance whistle
   The unbalance whistle noise is due to the unbalanced rotor and unbalanced change of rotor after a long operating time.
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6. Constant tone (howling)
   This type of noise is triggered by oil whirling in the oil film bearing.

7. High-order harmonic noise
   This noise type is caused by an inappropriate design of the oil damper clearance between the bearing outer race or cartridge and bearing house.

8. Wear noise
   It occurs in turbochargers using rolling element bearings if wear defects of balls, rollers, cage, inner and out races take place.

9. Crackling noise
   It mostly takes place in wastegated turbochargers in which the waste gate vibrates about its pivot axis.

The first four noise types are due to flow aerodynamics in the compressor and turbine wheels. The others are related to the solid structure, which is not of interest for this project.

The rotational, growling and whining noise types are closely related to impeller blades and the compressor’s aerodynamic characteristics. The rotational noise is generated by either the compressor or turbine wheel and it usually occurs at high frequencies. The growling noise can be heard when there is partial reversal of the air in the compressor, indicating the stalling starts to happen. The whining noise is due to the complete recirculation of air inside the compressor from outlet to inlet, which means the compressor is in the deep surge mode. The choke and stall related noise is undoubtedly very important for a compressor. However, the numerical evaluations of such noises are quite difficult without a great deal of computational resources, especially for stall and surge noise. The evaluations would have to employ the most advanced transient simulations to model. Additionally, the experimental validations are quite difficult without the most advanced acoustic chamber and testing facilities. It is not our intention to devise a thorough computational strategy to accurately simulate the compressor’s entire noise spectrum. Our primary concern is to get a viable design solution to reduce the compressor noise emissions while maintaining good aerodynamic performances.
The next section will review the rotor related acoustic theories and their expansions to the modern prediction method for the aerodynamic noise.

2.3 Theory of aerodynamic sound: aeroacoustics

In the last section a detailed classification of turbocharger noise is presented from an engineering perspective. As has been understood, the sound perceived from a turbocharger is multi-directional, multi-dimensional, and multi-sourced. In reality these different types of noise always happen simultaneously, and it is not possible to disentangle and handle them individually. Viewing this problem from an aerodynamic design point of perspective, it is reducing the rotor induced noise worth the most effort. Therefore, this section is dedicated to reviewing:

1. the previous work on the mechanism and prediction methods for rotor-induced noise;

2. mechanisms of noise generation in turbomachines and the features of sound spectrum.

2.3.1 Pre-acoustic analogy era: rotor noise physics

In the 1930s, researchers identified that the thickness and loading noise are the two major sources for a propeller noise field, of which the former is due to the displacement of flow by the propeller and the latter by the accelerating force on the fluid by the moving blade. Demming [1938] and Ernsthausen [1937] contributed to the theory of thickness noise and Gutin [1948] studied the loading noise. In the early 1950s, Garrick & Watkins [1954] extended Gutin’s work by replacing the normal pressure distribution over a propeller by a distribution of acoustic pressure doublet acting on blade subject to uniform rectilinear motion for a rotating propeller in forward flight. These works formed the fundamental methodology for predicting the rotor noise before Lighthil’s acoustic analogy theory is developed.
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2.3.2 Acoustic analogy era: Lighthill and FW-H

In 1952, Lighthill developed his well-known acoustic analogy equation by rearranging the momentum and continuity equation. The reason why it is called an acoustic analogy is because this equation is not based on the physics of flow-induced noise but rather a way of representing the sound generation by the governing equations of a compressible flow. This acoustic analogy equation has a wave operator in the LHS (left hand side) and a source term in the RHS (right hand side), thus making it an inhomogeneous wave equation. Initially, this theory was to study the jet flow noise, and no solid boundary effects were considered. Nevertheless, it is widely regarded that Lighthill’s work gave birth to modern aeroacoustics. Curle [1955] extended Lighthill’s theory and studied the solid boundary effects upon the aerodynamic sound, but Curle’s work only considered the stationary solid boundaries which are quite rare in industrial applications. In the late 1960s, Ffowcs-Williams & Hawkings [1969] started from Lighthill’s theory and further extended his work by exploiting the powerful generalised function theory. They included the moving solid boundary effects and developed the so-called FW-H equation which has been the foundation for the aeroacoustic studies ever since. The FW-H equation is a general form of Lighthill’s acoustic analogy equation and characterizes the noise field consisting of three parts, monopole, dipole, quadrupole, of which the former two are surface terms and the final one is a volume term. Since the mid of 1970s, Farassat can perhaps be regarded as the most active researcher of aeroacoustics. Based on the FW-H equation, Farassat [1975] developed two formulations known as Farassat Formulation 1 and Formulation 1A, of which the latter is easier to implement and more accurate than the former. It has been used most for rotor noise predictions and has shown good robustness and reliability. This formulation is a surface integral equation using the retarded time algorithm, which means the observer time series are given first and then the corresponding time when the sound signals are emitted are computed accordingly. Farassat Formulation 1A has a very good reputation in evaluating the noise generated by blades rotating subsonically. Many previous studies have shown that Formulation 1A can give accurate prediction for a rotor with a tip Mach number less than 0.80. It has been adopted over past two
decades for helicopter rotors, and propeller noise predictions. However, the limit of this formulation is that it fails to predict the noise accurately enough in the presence of transonic cases. This is because the original Farassat Formulation 1A neglects the quadrupole term, and this highly nonlinear volume term can have significant contribution to the total noise field so that it should not be neglected under transonic/supersonic circumstances.

2.3.3 Recent research on the aerodynamic noise prediction approach: an integration of FW-H and CFD

Farassat’s Formulations 1 and 1A are the most significant outcome of the aeroacoustic research from the 1970s to 1990s. These two formulations can lead to adequately good results without resorting to a very large amount of computational resources, especially when dealing with low Mach number aerodynamic noise. Since the 1990s, much work has been dedicated to finding feasible methods for accurate predictions of supersonic aerodynamic noise, to which the quadrupole source is mainly attributed. This noise source was not included in Farassat’s Formulations. Brentner [1994]; Farassat [1986]; Farassat & Brentner [1998] and Ianniello [1999, 2007] made much effort to directly evaluate the quadruple source term, but the methods they discovered are all difficult to implement, particularly in the construction of the acoustic surface for the quadrupole source.

The fast-developing CFD (Computational Fluid Dynamics) technology in 1990s shed light upon this difficult problem. di Francescantonio [1997] suggested another perspective to analyse the rotor-induced noise. The idea was that the integral surface used in Farassat’s Formulations is not necessarily to coincide with the rotor blade surface. A fictitious surface that is permeable can be used as the integral surface. If this fictitious surface is able to enclose all the noise sources, then the volume integration to find the quadrupole noise can be neglected, significantly reducing the complexity of fully solving the FW-H equation. This idea was already proposed in Ffowcs Williams and Hawkings original paper(Ffowcs-Williams & Hall [1970]), however; it would never be implemented until the CFD technology is advanced enough to provide accurate predictions of fluid quantities on the permeable surface.
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2.4 Turbomachinery aeroacoustics

2.4.1 Turbomachinery noise sources

Turbomachinery noise has been a very undesirable phenomenon for a long time. Literature dedicated to this research began as early as the 1900s. Some thorough reviews on the axial turbomachinery noise work were published by Morfey [1973] and later Cumpsty [1977]. Understanding turbomachinery noise field requires a very fine knowledge of the flow field going through turbomachines. The physics of the compressible flow inside turbomachines has strong three dimensionality owing to the blade velocity variations and high blade-twisting. Without powerful computational resources, simulations or modellings for complex flow physics are difficult to accomplish, particularly for transonic turbomachines. Only in the past two decades, both computer hardware and CFD techniques have been constantly improved, which paves the way for the aeroacoustic and aerodynamic research.

In a review paper, Peake & Parry [2012] emphasised the present impending quest of the public concern to reduce greenhouse emission and aviation noise. A number of targets have been set in both Europe and the USA to cut the CO$_2$, NO$_x$ emission and significantly reduce aircraft noise.

Turbomachinery noise sources and generation mechanisms must be well understood before better design can be proposed. Cumpsty [1989], Peake & Parry [2012] categorised the noise sources of turbomachines very similarly. Figure 2.2 shows the sub- and supersonic fan noise spectra. One can see that there are two components in the spectra, namely, \textit{tonal} and \textit{broadband noise}. In the subsonic spectrum, it can be seen that the tones at \textit{blade passing frequency} (BPF)$^1$ and its harmonics are dominant, the rest of the spectrum are the broadband noise which is considerably lower. It is, however, quite different a story for the supersonic noise spectrum. The broadband noise is less well-defined and the BPFs noise peaks are mixed up with other pure tones, which are therefore called multiple pure tones, or combination pure tones, or buzz-saw noise as it is heard. Interestingly, the buzz-saw noise is a specific supersonic phenomenon.

The generation mechanisms of tonal and broadband noise are different and

\footnote{BPF = Rotating frequency $\times$ Number of Blades}
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Figure 2.2: Noise spectrum of a transonic fan, Cumpsty [1989]
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elaborated below.

- Tonal noise

  1. Rotor-blade inducing

  The tonal components of BPF and its harmonics are highly associated with the rotor-blades that cause the force and volume displacement effects. Provided that a blade row with \( B \) blades rotating at the speed of \( \omega \) will produce a blade passing frequency \( B\omega \). The sound field at the frequency \( \omega \) can be decomposed into azimuthal harmonics of orders equal to multiples of \( B \). It is worth noting that this mode cannot propagate if the blade tip speed is subsonic, but once the tip speed reaches supersonic conditions, this mode can propagate to the far field. Significantly, the shocks are formed around the blade tips. These shocks attached to the tips eventually cause the buzz-saw noise. This is a primary source noise in transonic turbomachines. The strength of shocks are quite sensitive to the blade geometry and blade-to-blade spatial positions. A careful design of blades can help to reduce the shock strength which is believed to be able to cut the tonal noise eventually.

  2. Wake-stator interaction

  Another factor causing the tonal noise is the interaction between the wake produced by rotating blades and the stator blade row. This noise is highly related to the numbers of rotor and stator rows, which was first studied by Tyler & Sorfin [1962].

- Broadband noise

  Knowledge of the broadband noise was relatively less available as it is difficult to identify from the spectrum as the tonal noise. However, in an experimental study carried out Ganz et al. [1998], an 18-inch model-scale fan was tested. The obtained results provide many insights for the understanding of this particular noise.

  As is shown in Figure 2.2, the broadband noise forms the background for the tonal noise. Cumpsty [1989] suggested two hypotheses for the explanation
of the broadband noise generation, 1) interactions between turbulence in the blade passages and blades; 2) flow instabilities in the passages.

1. Turbulence in blade passages
   The flow physics in the rotating blade passages is extremely complicated. A great deal of turbulent eddies can be produced near the boundary layer, which can significantly amplify the quadrupole source noise. This mechanism was first studied by Ffowcs-Williams & Hall [1970].

2. Blade-tip vortex
   The vortex shedding near the TE (trailing edge) can be formed by the exit flow or the flow in the tip gap shown in Fig. 2.1, which partially originates the broadband noise.

To the best knowledge of the author, the most comprehensive work dedicated to the transonic centrifugal compressor noise measurements is the experimental study by Raitor & Neise [2008], in which detailed acoustic tests were carried out using two centrifugal compressor stages, which are known as the SRV2 and SRV4 impeller respectively. The SRV2 impeller was coupled with both vaneless and vaned diffuser to measure its noise at both the inlet and outlet. SRV4 is a redesigned impeller to replace with SRV2 in order to gain higher aerodynamic performances. It was only coupled with the vaneless diffuser to the noise measurements. Raitor & Neise [2008] identified the dominant noise generation mechanisms at different locations, which are summarised in the Table 2.1 and 2.2. Their experimental investigations were the first detailed systematic study conducted for the characterisations of dominant noise generation mechanisms for centrifugal compressors, providing many insights for the understanding and designing of quieter centrifugal compressors. In addition to that, the SRV2 impeller is a well-known case for the aerodynamic studies too. In Chapter 5, we will investigate many more details of this impeller.

An interesting phenomenon reported in their paper is the tip clearance noise at lower operating speeds. This particular noise is very influential at lower speeds and can even be higher than the BPF tones. Previous studies on this particular noise, e.g. Kameier & Neise [1997] and Fukano & Jang [2004], based on axial
2. LITERATURE SURVEY: MULTI-OBJECTIVE DESIGN AND ANALYSIS FOR A TRANSONIC CENTRIFUGAL COMPRESSOR

Table 2.1: Dominant mechanisms for subsonic noise generation

<table>
<thead>
<tr>
<th>Inlet</th>
<th>TCN (tip clearance noise) at lower impeller tip Mach numbers ( M_{\text{tip}} &lt; 0.95 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outlet</td>
<td>TCN at lower impeller tip Mach numbers ( M_{\text{tip}} &lt; 0.95 ) in case of compressor with vaneless diffuser, and rotor-stator-interaction noise in case of vaned diffuser</td>
</tr>
</tbody>
</table>

Table 2.2: Dominant mechanisms for supersonic noise generation

<table>
<thead>
<tr>
<th>Inlet</th>
<th>Rotor-alone noise at blade passing and its harmonics at sonic speed Mach numbers; Rotor-alone noise at the BPF and its harmonics plus buzz-saw noise caused by shock waves attached to the rotor blades;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outlet</td>
<td>Blade tone noise due to rotor-alone noise and rotor-stator interaction noise</td>
</tr>
</tbody>
</table>

turbomachines, suggested that the TCN is due to the secondary flow in the gap between the blade tip and casing wall which causes the rotating instability (RI). A mathematical relationship between the tip clearance frequency, blade passing frequency and rotational instability frequency was also given in their paper. In Raitor and Neise’s paper they showed that the computed TCN frequency matched the observed one quite well.

2.4.2 Numerical studies on compressor noise

In the past two decades, FW-H approach has been extensively used for rotor-induced noise predictions, such as helicopter rotors, wind turbines. However, the noise induced by more complicated turbomachinery rotor configurations, such as a compressor, has been studied less frequently. Numerical acoustic predictions employing this method for centrifugal compressors were carried out only recently and mainly restricted to subsonic conditions, such as Sun & Lee [2003], Sun et al. [2006], Liu et al. [2006]. These numerical studies suggest that the compressor geometry have strong correlations with the aerodynamic noise field. In order to study the nature of how turbomachine geometries affects the noise field, numerical prediction is a better approach than experimental investigations, since the latter
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is much more expensive.

Amiet [1988] studied the correlations between the noise of a propeller and its blade and suggested that a swept rotor blade produce less noise than straight rotor blade, since the former would remove singularities on the leading and trailing edges. It is worth mentioning that the effects of the geometry of the vaned-diffuser leading edge on the acoustic field have received much attention. In a series of studies by Ohta and co-workers [2005; 2006; 2009], a new design of centrifugal compressor was proposed. They found that a guide vane with leading tip tapered can significantly help reduce the interaction tone noise and also improve the aerodynamic performance. Zhang et al. [2010] studied a centrifugal fan with inclined vaned diffuser leading edge and showed that introducing a proper inclined angle effectively reduces 3.6 dB overall noise while improving fan performances.

However, there is still a lack of a consistent design strategy that considers the aerodynamic and aeroacoustic performances for turbomachines, particularly for the transonic ones. It is mainly due to the decoupling of the blade profiling and flow simulations in the conventional design method. If the blade geometry generation and flow physics calculation can be synchronised in an integrated design process, a design strategy may be possibly devised for the multi-objective and multi-disciplinary design. The inverse design method for the turbomachines actually shed the light to such a difficult problem as it can start from the flow field prescriptions and iteratively update the blade profile until the final blade geometry is obtained that can give the specified flow field. In the next section, the inverse design approach for the turbomachines will be reviewed.

2.5 Inverse design approach for turbomachines

This section is dedicated to the survey of the inverse design approach for turbomachines. As aforementioned, there has been a long history of this design method and a number of different mathematical formulations including numerical and analytical type with/without taking account of fluid viscosity. Due to the mathematical complexities of this method, it is still often regarded massively as an being-developed method that has not survived the real industrial applications yet, however, to the best knowledge of the author, there are indeed two exceptions,
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which are known as the TURBOdesign1 and TURBOdesign2 (TURBOdesign1 and TURBOdesign2 will hereinafter referred to as TD1 and TD2) commercial codes. These two codes, especially TD1, have already received significant attention for their capabilities of conducting rapid designs and optimisations.

A brief historical review on the general inverse design method in different forms will be outlined here and it can be shown why TD1 has been selected for the present study.

2.5.1 Potential flow method
The earliest inverse design method was developed by Lighthill in 1945. He used the conformal mapping to transform the aerofoil into a circle in a complex plane and prescribed the surface velocity distributions. Stanitz [1953] introduced the potential-stream function method, which resolves the flow dynamics on the $\phi - \psi$ plane and uses flow angle to determine the cascade geometry. The hodograph method developed by Nieuwland [1967] solved the potential equations on the velocity - streamline angle plane. Following that, Sobieczky et al. [1978] employed the fictitious gas method to design aerofoils free of shocks by changing the local density in order to maintain the subsonic regime in the flow field. The major disadvantage of these early inverse methods is the prerequisite of aerofoil thickness that must be very thin or the strict requirement of incompressible flow.

2.5.2 Circulation method
The first complete theory of circulation method was reported by Hawthorne et al. [1984]. The blade rows are represented by infinitely thin vorticity sheets on which the average circulation $r\nabla_\theta$ is prescribed. The flow is assumed to be incompressible and inviscid. Hawthorne et al. [1984] used it to design a 2D cascade. The velocity induced by the bound vorticity is obtained by the Biot-Savart method. Using the non-permeable surface boundary condition, the blade profiles can be iteratively calculated. An alternative way is to use Clebsch formulation to decompose the flow field into a tangentially average and a periodic component. The advantage of Clebsch decomposition is that it allows the inverse method to be easily expanded to be three dimensional, which was subsequently continued by
Tan et al. [1984]. He used this method to design the annular cascades. The flow equations are solved by spectral methods in which the velocity is represented by a Fourier series in the tangential direction and a Bessel series in the radial direction. The blade wrap angle is represented by a Chebyshev series in the axial direction and a Cosine series in the radial direction.

Borges [1990a] extended Hawthorne et al. [1984] and Tan et al. [1984]'s work to be adaptable for the incompressible radial turboamachine’s design. The flow field is solved by a finite difference scheme and the physical plane is transformed into a body-fitted frame. Borges [1990b] managed to improve the total to static efficiency of a low speed conventionally designed radial turbine by 1.5%.

Soon after the work completed by Borges [1990a], Zangeneh [1991] presented a complete theory that extended it to be able to cope with the compressible flow regimes within either radial, axial and mixed meridional contours. To model the viscosity effect the concept of blockage factor was introduced, which is for the sake of high speed turbomachines that develop thick boundary layer. Zangeneh [1991] used his inverse code for a high speed radial turbine that showed 2.5% improvement compared to the impeller designed using the conventional approach based on the throughflow theory.

In the subsequent work by Zangeneh [1996], the inverse theory was further developed for impellers with full and splitter blade arrangement. Similarly, Tjokroaminata [1992]; Yang [1991] also extended their inverse design code to design radial turbines with splitter blade. The main difference between Zangeneh [1996] and Tjokroaminata [1992]; Yang [1991] is the way that the blade loading is prescribed.

### 2.5.3 Time marching method

Unlike the circulation method that is of highly analytical nature, the time marching method is more of a numerical one. In general it combines a time marching flow solver (either discretised Euler or Navier-Stokes equations) and blade update algorithm, which iteratively modifies the blade profile based on the difference between the prescribed and a computed flow quantity. It does have the advantage of more accurate solutions over the circulation and potential flow methods, es-
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especially for those cases in which the compressibility plays an important role. Depending on the way of prescribing the flow quantity, one can also categorise two different schemes for the time marching method, namely, $\Delta P$ (the difference between the static pressure on the pressure and suction side) and swirl velocity method.

2.5.3.1 $\Delta P$ method

The so-to-speak $\Delta P$ method can further be sub-categorised into two schemes depending on the way imposing boundary conditions, which are the transpiration wall and moving wall.

- Transpiration wall method
  This method assumes that the blade walls can be treated as permeable and imposes a prescribed flow quantity instead of a zero flux condition. The transpiring flow permeates the blade wall that is iteratively modified until the normal component of the fluxes to the wall vanish to zero. Leonard & den Braembussche [1992] used this idea and prescribed the Mach number on the 2D blade surface. Their work was later extended by Demeulenaere & den Braembussche [1998] to a 3D application with the static pressure specified. The difficulty of using this method is the viable static pressure or Mach number needs to be known a priori, otherwise the modifications of the pressure and suction surfaces can result in impossible designs, such as an overlapped or open trailing edge. This problem can be solved by prescribing the pressure difference, or blade loading, on the pressure and suction surface, hence a $\Delta P$ method. Dang et al. [2000]; Medd [2002] demonstrated their results of using such a $\Delta P$ scheme. Boselli [2016] also tried this method for a LP steam turbine design and he reported that this permeable wall boundary condition method has poor robustness.

- Moving wall method
  Rather than the permeable wall concept Rooij & Medd [2012] proposed a reformulated $\Delta P$ method. The blade updating is driven by the difference between any prescribed loadings and the computed ones by the RANS solver. In their formulation, the residue of blade loadings is resolved as a
virtual blade velocity, hence, a moving wall method. They used this method to redesign the NASA 37 rotor, but there was no obvious improvement obtained when compared with the early 1990s work using transpiration wall method. Arbabi & Ghaly [2013] performed similar studies using moving wall idea and coupling with ANSYS CFX flow solver for an axial compressor and turbine stage design, however, the improvement they achieved was also quite small.

In general the $\Delta P$ method is limited to the well-known axial compressor, axial and fan cases whose geometries have quite low three dimensionality. The literature survey did not find any other industrial applications. Particularly, to the best knowledge of the author, no applications of centrifugal turbomachines are available using this $\Delta P$ method.

2.5.3.2 Swirl velocity method

The second category of time marching method is the so-called swirl velocity method, or $r V_\theta$ method. It is similar to the aforementioned circulation method but the difference is that the flow solution is obtained by the Euler solver instead of a stream function for the average flow component and a potential function for the periodic component. The representative studies of this swirl velocity method were conducted by Dang & Isgro. [1995] and Tiow et al. [2002].

The difference between the prescribed and calculated swirl velocity, $r V_\theta$ gives rise to the blade profile updating. It adopts the equation derived by Hawthorne et al. [1984] and Tan et al. [1984] to associate the blade loading with the meridional derivative of $r V_\theta$.

With an Euler solver used, this swirl velocity method gives more accurate prediction of the flow field in the blade surface and channel. However, the robustness is not as good as the previously mentioned circulation method. In addition to that, there can be quite limited blade loading prescriptions that lead to the converged solutions, which in fact constrains the design space considerably.
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2.5.4 Summary

Of all these inverse method reviewed above, the theories proposed by Zangeneh [1991, 1996] have been mostly applied for the industrial applications, and it has been commercialised with the GUI (graphic user interface). The software is now well-known as TURBOdesign1. It has been used for pumps, fans, compressors, diffusers, torque converters, and turbine designs. The success of this theory is driven by its fast design duration and good correlations with the viscous CFD calculations.

2.6 Existing studies of inversely designed turbomachines with acoustic optimisations

There have already been some studies available using the inverse design method for the acoustic optimisations. For example, Okamoto & Goto [2009] used TD1 to design and optimise axial box fans and they managed to improve the aerodynamic efficiency by 5.7% and significantly lowered the noise by 2.6 dB(A).

Recently, Stadler et al. [2013] employed TD1, genetic algorithm and Lattice-Boltzman method to fully optimise an axial fan to achieve lower noise, higher aerodynamic efficiency and pressure head. They managed to reduce the tonal noise considerably and obtained higher efficiency for a small axial fan. Interestingly, each of their fan blades is individually parametrised, thus, they have different blades for fan to achieve the best aerodynamic and aeroacoustic performances. The experimental measurements confirmed that the variable-geometry fan has considerably lower noise level at the blade passing frequency compared with the identical-geometry fan.

Wang & Zangeneh [2015] studied the USI7 fan from University of Siegen and redesigned it using TD1. This fan’s geometry and acoustic test data were made public by Carolus et al. [2015]. In this paper, it was found that a strong loading at impeller leading edge near the shroud is useful to improve aerodynamic pressure rise, efficiency and reduce noise.

For a multi-objective design and study of a transonic impeller there still remains much space to improve.
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2.7 Summary

In this chapter the description of a turbocharger compressor stage, different types and sources of turbocharger noise, the rotor induced aeroacoustics, sound spectrum of a transonic centrifugal compressor, and different inverse design methods have been reviewed.

It is not difficult to see that there is still a research gap that needs to be fulfilled, which is how to systematically design a transonic centrifugal compressor with improved aerodynamic and aeroacoustic performances. The integration of the inverse design method and aeroacoustic theory provides a possible way to complete such a multi-objective task.

Regarding the compressor noise predictions, a thorough CFD investigation for all noise features in the spectrum accurately predicted is not realistic at this stage for the limited computational resources and affordable time consumptions. Thus, this thesis will only focus on the rotor-related noise, i.e., the tones at blade passing frequency and its harmonics, which are in fact the dominating ones at the inlet of transonic compressors. As to the inverse design approaches, the TD1 code will be employed for this project owing to its robustness and previous success in improving centrifugal machine’s performances. The TD2 code has been proven to be effective for some transonic fan designs, but to the best knowledge of the author, there seems to be no one who has reported the success of using this sort of time marching method for centrifugal machine designs.

Therefore, the contribution of completing this thesis is to couple the inverse design method, in this case, TD1 and the aeroacoustic solver for turbomachine rotors to design a transonic centrifugal compressor. The design strategy and procedures will also be rationalised for further turbocharger compressor designs and optimisations.
“Mathematical reasoning may be regarded rather than schematically as the exercise of a combination of two facilities, which we may call intuition and ingenuity”

Alan Turing (1912 - 1954)

3 Mathematical formulations for aeroacoustics

This chapter presents a systematic mathematical formulation for the prediction of aerodynamic noise in both subsonic and supersonic regimes. The most important literature is reviewed.

3.1 Lighthill’s acoustic analogy

Lighthill’s well-known works [1952; 1954; 1962] have always been marked as the birth of the modern aeroacoustics. By rearranging the continuity and momentum equations, he obtained a wave equation with a source term in the right-hand side, i.e., an inhomogeneous equation, making a connection between fluid mechanics and acoustics. It is called an analogy because this equation only represents a way of how the sound can be represented by a governing equation of a compressible fluid rather than strictly model the acoustics field that is based on the flow-excited
3. MATHEMATICAL FORMULATIONS FOR AEROACOUSTICS

Consider an acoustic perturbation with a velocity \( \mathbf{u} \) in a stationary medium. The continuity equation in tensor form is,

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_i)}{\partial x_i} = 0. \tag{3.1}
\]

The momentum equation in Reynolds form is,

\[
\frac{\partial (\rho u_i)}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ij}}{\partial x_j} \tag{3.2}
\]

where \( \rho \) is the fluid density, \( p \) is pressure, \( \sigma_{ij} \) is the viscous stress tensor, and

\[
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right), \tag{3.3}
\]

in which \( \mu \) is dynamic viscosity and \( \delta_{ij} \) is the Kronecker tensor,

\[
\delta_{ij} = \begin{cases} 
1, & (i = j) \\
0, & (i \neq j)
\end{cases} \tag{3.4}
\]

Taking \( \frac{\partial}{\partial t} \) of both sides of Eq. 3.1, \( \frac{\partial}{\partial x_i} \) of both sides of Eq. 3.2 and subtract the latter from the former gives,

\[
\frac{\partial^2 \rho}{\partial t^2} = \frac{\partial^2 p}{\partial x_i^2} + \frac{\partial^2}{\partial x_i \partial x_j} (\rho u_i u_j - \sigma_{ij}). \tag{3.5}
\]

Subtracting \( c^2 \nabla^2 \rho \) of both sides of Eq. 3.4 yields,

\[
\frac{\partial^2 \rho}{\partial t^2} - c^2 \nabla^2 \rho = \frac{\partial^2 T'_{ij}}{\partial x_i \partial x_j}. \tag{3.6}
\]

Defining that,

\[
T'_{ij} = \rho u_i u_j - \sigma_{ij} + (p - c^2 \rho) \delta_{ij}, \tag{3.7}
\]

For a unperturbed flow in far-field, Eq. 3.6 can be simplified to an acoustic
density wave equation,
\[ \frac{\partial^2 \rho'}{\partial t^2} - c^2 \nabla^2 \rho' = \frac{\partial^2 T_{ij}}{\partial x_i \partial x_j}, \] (3.8)
in which,
\[ \rho' = \rho - \rho_0, \] (3.9)
where \( T_{ij} \) is the well-known Lighthill stress tensor, and \( \rho_0 \) is the ambient density, \( \frac{\partial \rho_0}{\partial t}, \frac{\partial^2 \rho_0}{\partial x_i \partial x_j} \) are both equal to 0.

Eq. 3.8 and 3.10 together give a physical interpretation that “a fluctuating flow in a limited part of an atmosphere otherwise practically at rest, generates the same fluctuations of density as would be produced in a classical stationary acoustic medium by a system of externally applied stress \( T_{ij} \)”. (Lighthill [1961]) The right-hand side of Eq. 3.8 is a second spatial derivative, representing distributed quadrupoles of strength \( T_{ij} \) per unit volume.

### 3.2 Curle’s equation

Lighthill’s equation can be understood that the sound field in a real fluid is a quadrupole field if there are no sources of mass injection or externally applied forces on the internal boundaries. Curle [1955] extended Lighthill’s work and developed his equation to include the internal boundary effects. It should be mentioned that the standard Kirchhoff formulation (Stratton [1941]) was adopted in Curle’s work to solving the inhomogeneous wave equation in an infinite region \( V \) outside a fixed stationary internal surface \( S \). Curle obtained,

\[ c^2(\rho(\mathbf{x}, t)) - \rho_0 = \int_S \left[ \frac{\partial \rho(u_i)}{\partial t} \right] \frac{dS}{4\pi r} - \frac{\partial}{\partial x_i} \int_S \left[ (\rho u_i u_j + (p - p_0) \delta_{ij}) n_j \right] \frac{dS}{4\pi r} \\
+ \frac{\partial^2}{\partial x_i \partial x_j} \int_V \left[ \frac{T_{ij}}{4\pi r} \right] d\tau, \] (3.11)
where $n_i$ is outward normal from $S$, $r$ is the distance from an arbitrary point on $S$ to the observer, $\left[\cdot\right]_\tau$ means that quantities in the square bracket are evaluated at retarded time when the signal is emitted, $\tau = t - r/c$, and $t$ is time when the signal is observed, termed as advanced/observer time.

The important conclusion that can be drawn from Eq. 3.11 is that sound is generated by three parts, 1) sources with strength equal to the rate of variation of local mass outflow from the boundary $S$; 2) dipoles with strength equal to the rate of momentum output from $S$; 3) quadrupoles of strength $T_{ij}$ distributed throughout the flow. The first two terms are surface integrals and the last one is a volume integral.

### 3.3 Ffowcs-Williams and Hawkings equation: a convective scheme

Lighthill and Curle’s research shed light on understanding the mechanism of aero-
dynamic noise generation due to a turbulent flow with/without stationary solid boundaries, and the equations derived suggest good connections between classical fluid dynamics and acoustics. Qualitative and quantitative studies were then performed for the noise predictions. However, neither Lighthill nor Curl’s method can be applied in a moving surface. This problem was solved by Ffowcs-Williams & Hawkings [1969], in which Lighthill and Curl’s work was improved to a higher level and the gate to the more advanced modern aeroacoustic studies was opened.

In the past few decades, the classical FW-H equation has been extensively studied by numerous researchers to conduct the noise predictions for different rotor configurations in the presence of both subsonic and supersonic cases. The obtained numerical results have shown good reliabilities and the implementations are also of good robustness. However, it should also be mentioned that in the derivation of classical FW-H equation the source surface was assumed to be embodied in a static medium, thus the convective flow effects on the noise field were not modelled.
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3.3.1 Convective FW-H

Very recently, Najafi-Yazzdi et al. [2010] developed a more general form of FW-H equation taking account of the presence of a mean flow. A subsequent formulation for solving FW-H has also been derived. This subsection presents the details of the derivation of convective FW-H equation and it can be shown that the convective FW-H equation is reduced to the normal FW-H expression if the convective flow is absent. The convective FW-H equation will be adopted throughout this project for evaluating the noise induced by a centrifugal compressor.

Consider a flow field consisting of a constant moving medium and acoustic perturbation with the velocity of $U_0$ and $\mathbf{u}$. The flow has a velocity of $U_0 + \mathbf{u}(x, t)$ at any arbitrary point. The continuity equation (in tensor form) is,

$$\frac{\partial \rho}{\partial t} + \rho U_0 \frac{\partial \rho}{\partial x_j} + \rho \frac{\partial \mathbf{u}}{\partial x_j} = 0,$$

which can be simplified to,

$$\frac{\partial \rho'}{\partial t} + U_0 \frac{\partial \rho'}{\partial x_j} + \rho \frac{\partial \mathbf{u}}{\partial x_j} = 0,$$  \hspace{1cm} (3.13)

where $\rho = \rho_0 + \rho'$, $[\cdot]'$ and $[\cdot]_0$ denote the perturbation and ambient quantities respectively. The momentum equation is,

$$\frac{\partial[\rho(U_0 + \mathbf{u})]}{\partial t} + \frac{\partial}{\partial x_j}[\rho(U_0 + \mathbf{u})(U_0 + \mathbf{u})] = - \frac{\partial (p - p_0)}{\partial x_i} + \frac{\partial \mathbf{\sigma}_{ij}}{\partial x_j},$$  \hspace{1cm} (3.14)

which can be rewritten as,

$$U_0 \left[ \frac{\partial \rho'}{\partial t} + U_0 \frac{\partial \rho'}{\partial x_j} + \rho \frac{\partial \mathbf{u}}{\partial x_j} \right] + \frac{\partial (\rho \mathbf{u}_i)}{\partial t} + U_0 \frac{\partial (\rho \mathbf{u}_i)}{\partial x_j},$$

$$= - \frac{\partial}{\partial x_j} \left[ (p - p_0) \delta_{ij} + \rho \mathbf{u}_i \mathbf{u}_j - \mathbf{\sigma}_{ij} \right].$$  \hspace{1cm} (3.15)

\(^1\)The medium only has the velocity in the translating direction, $U_0 = (0, 0, U_0)$
3. MATHEMATICAL FORMULATIONS FOR AEROACOUSTICS

Inserting Eq. (2.13) into (2.15) gives,

\[
\frac{\partial (\rho u_i)}{\partial t} + U_0 j \frac{\partial (\rho u_i)}{\partial x_j} = - \frac{\partial}{\partial x_j} \left[ (p - p_0)\delta_{ij} + \rho u_i u_j - \sigma_{ij} \right].
\]  

(3.16)

A closed surface \( f(x, t) = 0 \) is shown in Figure 3.1. One should notice that this surface, \( f(x, t) \) does not have to coincide with impermeable solid rotor surface. It will be shown later that this surface can be permeable depending on the specific problem. Without losing generality, one can define that:

1. \( f(x, t) > 0 \) represents the region exterior to the surface;
2. \( f(x, t) < 0 \) represents the region interior to the surface;
3. \( f(x, t) = 0 \) represents the closed surface;

and \( ||\nabla f|| = 1 \) on the surface.\(^1\)

One may introduce the Heaviside function,

\[
H(f) = \begin{cases} 
1, & (f \geq 0) \\
0, & (f \neq 0)
\end{cases}
\]  

(3.17)

The continuity equation for the region exterior to the surface can then be written as

\[
H(f) \left[ \frac{\partial \rho'}{\partial t} + U_0 j \frac{\partial \rho'}{\partial x_j} + \frac{\partial \rho u_j'}{\partial x_j} \right] = 0,
\]  

(3.18)

\(^1\)This assumption is not necessary, but it does make the derivation process easier. If \( ||\nabla f|| \neq 1 \), then \( f(x, t) \) can always be redefined by \( f(x, t)/||\nabla f|| \).
moving the Heaviside function $H(f)$ into the temporal and spatial differential operators and Eq. 3.18 can be recast as$^1$,

$$
\frac{\partial H(f)\rho'}{\partial t} + U_{0j} \frac{\partial H(f)\rho'}{\partial x_j} + \frac{\partial H(f)\rho u_j}{\partial x_j} = \rho' \frac{\partial H(f)}{\partial t} + \rho' U_{0j} \frac{\partial H(f)}{\partial x_j} + \rho u_j \frac{\partial H(f)}{\partial x_j},
$$

(3.19)

in which,

$$
\frac{\partial H(f)}{\partial t} = \frac{dH}{df} \frac{\partial f}{\partial t} = -v_j n_j \delta(f) = -v_n \delta(f),
$$

(3.20)

$$
\frac{\partial H(f)}{\partial x_j} = \frac{dH}{df} \frac{\partial f}{\partial x_j} = n_j \delta(f).
$$

(3.21)

Two important results have been used in deriving Eq. (2.20) and (2.21), which are

$$
H'(f) = \delta(f),
$$

and on the closed surface $f(x,t) = 0$

$$
\frac{df}{dt} = 0 = \frac{\partial f}{\partial t} + v \nabla f = \frac{\partial f}{\partial t} + v_n.
$$

Thus, $\frac{df}{dt} = -v_n$ Combining Eq. (2.19) - (2.21) finally yields,

$$
\frac{\partial [H(f)\rho']}{\partial t} + U_{0j} \frac{\partial [H(f)\rho']}{\partial x_j} + \frac{\partial [H(f)\rho u_j]}{\partial x_j} = Q_j n_j \delta(f),
$$

(3.22)

in which,

$$
Q_j = \rho(u_j + U_{0j} - v_j) + \rho_0(v_j - U_{0j}).
$$

(3.23)

The same procedure may be applied to the Eq. 3.16 to give

$$
\frac{\partial [H(f)\rho u_i]}{\partial t} + U_{0j} \frac{\partial [H(f)\rho u_i]}{\partial x_j} = -\frac{\partial}{\partial x_j} \left[ H(f)(\rho u_i u_j + (p - p_0)\delta_{ij} - \sigma_{ij}) \right] + L_{ij} n_j \delta(f),
$$

(3.24)

$^1$Differentiation of some discontinuous function needs the knowledge of the generalized function theory, for which a very good introductory literature can be found by Farassat [1994; 2000].
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in which,

\[ L_{ij} = \rho u_i (u_j + U_0 j - v_j) + (p - p_0) \delta_{ij} - \sigma_{ij}. \]  

(3.25)

Similarly, one can do \( \frac{\partial}{\partial t} \) (Eq. 3.22) - \( \frac{\partial}{\partial x_i} \) (Eq. 3.24), which leads to

\[
\frac{\partial^2}{\partial t^2} [ H(f) \rho' ] + U_{0j} \frac{\partial^2}{\partial x_j \partial t} [ H(f) \rho' ] - U_{0j} \frac{\partial^2}{\partial x_i \partial x_j} [ H(f) \rho u_i ]
\]

\[
\frac{\partial}{\partial t} [ Q_{j} n_{i} \delta(f) ] + \frac{\partial^2}{\partial x_j \partial x_i} [ H(f) ( \rho u_i u_j + (p - p_0) \delta_{ij} - \sigma_{ij} ) ]
\]

\[- \frac{\partial}{\partial x_i} L_{ij} n_{j} \delta(f). \]

(3.26)

Using Eq. 3.22 to replace the third term in Eq. 3.26, and then subtracting \( c^2 \frac{\partial^2}{\partial x_i^2} [ H(f) \rho' ] \) at both sides of Eq. 3.26 to obtain the convective FW-H equation,

\[
\bar{\Box}^2 [ H(f) \rho' ] = \left( \frac{\partial}{\partial t} + U_{0j} \frac{\partial}{\partial x_j} \right) [ Q_{j} n_{i} \delta(f) ] - \frac{\partial}{\partial x_i} [ L_{ij} n_{j} \delta(f) ]
\]

\[
+ \frac{\partial^2}{\partial x_i \partial x_j} [ H(f) T_{ij} ],
\]

(3.27)

in which,

\[ \rho' = c^2 \rho', \]

(3.28)

and \( T_{ij} = \rho u_i u_j - \sigma_{ij} + [(p - p_0) - c^2 (\rho - \rho_0)] \delta_{ij} \), same as previously defined in Eq. 3.10.

\[
\bar{\Box}^2 = \left[ \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{\partial^2}{\partial x_i^2} + 2 \frac{U_{0j}}{c^2} \frac{\partial^2}{\partial t \partial x_j} + \frac{U_{0i} U_{0j}}{c^2} \frac{\partial^2}{\partial x_i \partial x_j} \right]
\]

(3.29)

If the medium is at rest, i.e., \( U_0 = 0 \) then Eq. 3.27 reduces to the classical FW-H equation,

\[
\bar{\Box}^2 [ H(f) \rho' ] = \frac{\partial}{\partial t} \left[ (\rho (u_n - v_n) + \rho_0 v_n) \delta(f) \right] - \frac{\partial}{\partial x_i} [ \Delta P_{ij} n_j \delta(f) ]
\]

\[
+ \frac{\partial^2}{\partial x_i \partial x_j} [ H(f) T_{ij} ],
\]

(3.30)

where \( \Delta P_{ij} = \rho u_i (u_j - v_j) + (p - p_0) \delta_{ij} - \sigma_{ij} \), and Eq. 3.29 becomes the normal
This convective FW-H equation interprets the sound field the same as the non-convective FW-H equation. The first two terms on the right-hand side of Eq. 3.27 are regarded as thickness/monople and loading/dipole noise, respectively, of which the former is due to the displacement of the fluid by the rotor and the latter due to the unsteady force distribution on the body surface. The last term in Eq. 3.27 is known as the quadrupole noise that is due to the local sound speed variation and finite fluid velocity near the blade. Extensive research has been done to study the characteristics of these three noise sources. The quadrupole noise is found to be negligible for the subsonic rotor noise predictions, but it can become very significant source of pressure fluctuations at high subsonic or transonic speeds. The direct evaluation of the quadrupole source is quite complicated and computationally demanding. If the FW-H equation is used with a permeable data surface that encloses the acoustic sources, then one can avoid the volume integration of quadrupole noise. Detailed discussions will be given later.

3.4 Integral formulations

The classical FW-H equation 3.30 has the key feature that it is an inhomogeneous wave equation problem for the external flow embedded in unbounded space, and it can be solved by using the free space Green’s function

\[
G(x, t; y, \tau) = \frac{\delta(\tau - t + r/c)}{4\pi r},
\]

(3.32)

in which \(x\) and \(y\) are observer and source coordinates, \(\tau\) is the signal emitting time, also known as retarded/source time, and \(t\) is the observer time, also known as advanced/reception time. These techniques were used in deriving the well-known Farassat Formulation 1 and 1A. As Eq. 3.27 includes the convective term, a little modification is introduced. It is assumed without losing generality that the mean flow is along the positive \(x_3\)-direction. A 3-dimensional free-space Green’s
function for the convective equation given by Blokhintsev [1956] is

\[ G(x,t; y, \tau) = \frac{\delta(\tau - t + r/c)}{4\pi r^*}, \]

(3.33)

where

\[ r = \frac{-M_0(x_3 - y_3) + r^*}{\beta^2}, \]

(3.34)

\[ r^* = \sqrt{\beta^2[(x_1 - y_1)^2 + (x_2 - y_2)^2] + (x_3 - y_3)^2}, \]

(3.35)

\[ M_0 = \frac{U_0}{c}, \]

(3.36)

\[ \beta = \sqrt{1 - M_0^2}. \]

(3.37)

Using the above Green’s function yields the solution to the convective FW-H equation (Eq. 3.27),

\[ c^2 \rho'(x, t) = \left[ \frac{\partial}{\partial t} + U_0 \frac{\partial}{\partial x_3} \right] \int_{-\infty}^{t} \int_V Q_i n_i \delta(f) \frac{\delta(g)}{4\pi r^*} d^3 y d\tau 
- \frac{\partial}{\partial x_i} \int_{-\infty}^{t} \int_V [L_{ij} n_j \delta(f)] \frac{\delta(g)}{4\pi r^*} d^3 y d\tau 
+ \frac{\partial^2}{\partial x_i \partial x_j} \int_{-\infty}^{t} \int_V [H(f) T_{ij}] \frac{\delta(g)}{4\pi r^*} d^3 y d\tau, \]

(3.38)

in which

\[ g = \tau - t + \frac{r}{c}, \]

(3.39)

representing a sphere centred at the observer position \( x \) with a radius of the distance between the \( x \) and \( y \).

Eq. 3.38 can be simplified to the same form as Eq. (37) in the paper by Brentner & Farassat [2003]. The first term and second term on the RHS of Eq. 3.38 are the thickness noise and loading noise respectively, and the third one is quadrupole noise. In order to perform the integration of the Dirac delta functions \( \delta(f) \) and \( \delta(g) \), the current variables must be changed. Brentner & Farassat [2003] suggested three different ways that can eventually give three different inte-
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Gravitational algorithms, termed as retarded-time algorithm, collapsing sphere algorithm, and emission surface algorithm, of which the first one is used most commonly. The well-known Farassat Formulation 1A exploited the retarded-time algorithm and it is particularly suitable for subsonic noise predictions. The latter two algorithms can be employed for the supersonic noise prediction, but the numerical implementations are of great complexities.

3.5 Summary

This chapter presented a detailed set of derivations of state-of-the-art equations for aerodynamic noise generation mechanism. Starting from the first principle of continuity and momentum equation, Lighthill pioneered the modern aerodynamic sound theory. The sound due to some small perturbed flow in a still medium is modeled by an inhomogeneous wave equation with a source term $T_{ij}$ on the right-hand. This work was later extended by Curle to include the stationary solid boundaries and furthered by Ffowcs-Williams and Hawkings. In their classical paper published in 1969, the solid moving boundaries were introduced and a more general acoustic analogy equation was derived. This FW-H equation is generally regarded as the foundation for modern rotor-noise prediction problems. Since the mid 1970s, Farassat have been actively working in this area and developed many approaches for the practical noise computations. Recently, Najafi-Yazdi has extended Farassat’s formulations to include the effects due to some mean background flow. This is particularly suitable for noise predictions due to fans or compressors. The next chapter will discuss the details of integral formulations for solving the differential FW-H equation and various numerical algorithms that can be used in both subsonic and supersonic regimes.
“There are two ways of constructing a software design: One way is to make it so simple that there are obviously no deficiencies, and the other way is to make it so complicated that there are no obvious deficiencies. The first method is far more difficult.”

Sir C.A.R. Hoare (1934 - present)

“Measuring programming progress by lines of code is like measuring aircraft building progress by weight.”

Bill Gates (1955 - present)

Aeroacoustic solver for rotor-induced noise

This chapter describes the integral formulations and numerical algorithms for evaluating the rotor-noise in practice. Both of the subsonic and supersonic scenarios will be considered.

4.1 Integral formulations

It can be seen from Eq. 3.38 two Dirac delta functions $\delta(f)$ and $\delta(g)$ have been introduced to the integrand when using the Green’s function technique. As has been mentioned in the preceding chapter, three ways of variable changes proposed by Brentner & Farassat [2003] can be exploited.

Consider an inhomogeneous wave equation

$$\Box^2 \phi(\mathbf{x}, t) = \psi(\mathbf{x}, t) \delta(f).$$  \hspace{1cm} (4.1)
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Applying the free space Green’s function $\delta(g)/4\pi r$ to Eq. 3.1 yields an integral representation

$$4\pi \phi(x, t) = \int_{-\infty}^{t} \int_{-\infty}^{\infty} \frac{\psi(x, t)\delta(f)\delta(g)}{r} dy d\tau. \quad (4.2)$$

Eq. (3.2) can be re-expressed as

$$4\pi \phi(x, t) = \int_{f=0}^{t} \left[ \frac{\psi(x, t)}{r(1 - M_R)} \right] dS, \quad (4.3)$$

$$4\pi \phi(x, t) = \int_{-\infty}^{f=0} \int_{g=0}^{\infty} \frac{\psi(x, t)}{r \sin \vartheta} c d\Gamma d\tau, \quad (4.4)$$

$$4\pi \phi(x, t) = \int_{f=0}^{1} \frac{1}{r} \left[ \frac{\psi(x, t)}{\Lambda} \right] d\Sigma \quad (4.5)$$

with the variable transformations:

1. $(y_3, \tau) \rightarrow (f, g)$

$$dy d\tau = \frac{dy_1 dy_2 df dg}{\partial(f, g)/\partial(y_3, \tau)} = \frac{dy_1 dy_2 df dg}{(\partial f/\partial y_3)(\partial g/\partial \tau)} = \frac{dS df dg}{1 - M_R}, \quad (4.6)$$

in which

$$g = \tau - t + r/c,$$

$$\frac{dg}{d\tau} = 1 - \frac{1}{c} \frac{\partial y_i}{\partial \tau} \frac{\partial r^*}{\partial y_i} = 1 - \frac{v_i}{c} \frac{r^*}{r_i} = 1 - M_R,$$

$$dS = \frac{dy_1 dy_2}{\partial f/\partial y_3} = \frac{dy_1 dy_2}{\nabla f \hat{e}_3}. \quad (4.7)$$

2. $(y_2, y_3) \rightarrow (f, g)$
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\[ dy = \frac{dy_1dfdg}{\partial (f, g)/\partial (y_2, y_3)} = \frac{dy_1dfdg}{(\nabla f \times \nabla g) \cdot \hat{e}_1} \]
\[ = \frac{cdy_1dfdg}{(\nabla f \times \nabla r) \cdot \hat{e}_1} = \frac{cd\Gamma dfdg}{(\hat{n} \times \hat{r}) \cdot \hat{e}_1} \]

\[ = \frac{cd\Gamma dfdg}{\sin \vartheta}, \quad (4.8) \]

The geometrical visualisation of \( g, \hat{n}, \hat{r}, \Gamma, \vartheta \) can be found in Figure 4.1.

3. \((y_3, \tau) \rightarrow (F, g)\)

\[ d\mathbf{y}d\tau = \frac{dy_1dy_2dFd\mathbf{g}}{\partial (F, g)/\partial (y_3, \tau)} = \frac{dy_1dy_2dFd\mathbf{g}}{\partial F/\partial y_3} \]
\[ = \frac{\nabla F \cdot (N_3\hat{e}_3)}{d\Sigma dFdg/dy_3} \]
\[ = \frac{dy_1dy_2dFd\mathbf{g}}{\|\nabla F\| \cdot \|N_3\| \cos \psi \Lambda d\Sigma dFdg} \]
\[ = \frac{dy_1dy_2dFd\mathbf{g}}{\Lambda}, \quad (4.9) \]

where the function \( F \) is defined as \( F(\mathbf{y}; \mathbf{x}, t) = f(\mathbf{y}, t - r/c) \), \( \|\nabla F\| = \Lambda \), \( N_3 \) is the third component of the unit normal vector the surface \( F = 0 \), \( d\Sigma = \frac{dy_1dy_2}{\|N_3\| \cos \psi} \), and \( \psi \) is the angle between \( F \) surface normal vector and \( \hat{e}_3 \).

These three different variable changes can eventually give three different formulations, namely, \textit{retarded-time}, \textit{collapsing sphere} and \textit{emission surface} algorithms. The physical interpretations of quantities will be given later.

4.2 Integral solution to the convective FW-H equation

The integral formulation (Eq. 3.38) to the convective FW-H equation is very challenging for conducting numerical evaluations due to the occurrence of temporal and spatial derivatives. This section presents the details of the ways of
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Figure 4.1: Schematics of collapsing sphere and $\Gamma$ curve
circumventing this problem using the aforementioned three different algorithms.

As will be shown, the quadrupole noise term can be omitted by using a permeable surface within which all the noise sources are included. Integral representations for both thickness and loading noise will be given for further numerical implementations.

4.2.1 Retarded-time algorithm

4.2.1.1 Thickness noise

From Eq. 3.38, the thickness noise, \( p'_T \), is,

\[
4\pi p'_T(x, t) = \left[ \frac{\partial}{\partial t} + U_0 \frac{\partial}{\partial x_3} \right] \int_{-\infty}^{t} \int_{V} Q_i n_i \delta(f) \frac{\delta(g)}{r^*} d^3 y d\tau, \tag{4.10}
\]

where the spatial derivative \( \frac{\partial}{\partial x_3} \) will be converted into a temporal derivative for numerical implementation.

One may consider,

\[
\frac{\partial}{\partial x_i} \left[ \frac{\delta(g)}{r^*} \right] = \frac{1}{c} \frac{\partial r}{\partial x_i} \frac{\delta'(g)}{r^*} - \frac{\partial r^*}{\partial x_i} \frac{\delta(g)}{r^{*2}}, \tag{4.11}
\]

and define that

\[
\tilde{r} = \frac{\partial r}{\partial x_i}, \tag{4.12}
\]

\[
\tilde{r}^* = \frac{\partial r^*}{\partial x_i}. \tag{4.13}
\]

Recalling Eq. 3.34 and 3.35, one can get

\[
\frac{\partial r}{\partial x_i} = \left( \frac{x_1 - y_1}{r^*}, \frac{x_2 - y_2}{r^*}, \frac{1}{\beta^2} \left(-M_0 + \frac{x_3 - y_3}{r^*} \right) \right),
\]

\[
\frac{\partial r^*}{\partial x_i} = \left( \frac{\beta^2(x_1 - y_1)}{r^*}, \frac{\beta^2(x_2 - y_2)}{r^*}, \frac{x_3 - y_3}{r^*} \right). \tag{4.14}
\]

Then,

\[
\frac{\partial}{\partial x_i} \left[ \frac{\delta(g)}{r^*} \right] = \frac{1}{c} \frac{\tilde{r}_i \delta'(g)}{r^*} - \frac{\tilde{r}^*_i \delta(g)}{r^{*2}}. \tag{4.15}
\]
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where,
\[
\frac{\partial}{\partial t} \left[ \frac{\tilde{r}_i \delta(g)}{r^*} \right] = - \frac{\tilde{r}_i \delta'(g)}{r^*}.
\]

(4.16)

Combining, Eq. 4.11 to 4.16
\[
\frac{\partial}{\partial x_i} \left[ \frac{\delta(g)}{r^*} \right] = - \frac{1}{c} \frac{\partial}{\partial t} \left[ \frac{\tilde{r}_i \delta(g)}{r^*} \right] - \frac{\tilde{r}^* \delta(g)}{r^*2}.
\]

(4.17)

Thus, Eq. 4.10 can be rewritten as
\[
4\pi p'_T(x, t) = \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_V Q_j n_j \delta(f) \frac{\delta(g)}{r^*} d^3y d\tau
- M_0 \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_V Q_j n_j \left( \frac{\tilde{r}^*}{r^*} \right) \delta(g) d^3y d\tau
- U_0 \int_{-\infty}^{t} \int_V Q_j n_j \left( \frac{\tilde{r}^*}{r^*2} \right) \delta(g) d^3y d\tau.
\]

(4.18)

Applying the change of variable defined by Eq. 4.6 to Eq. 4.18 results in the retarded-time formulation
\[
4\pi p'_T(x, t) = \frac{\partial}{\partial t} \int_{f=0}^{t} \int_V \left[ \frac{Q_j n_j}{r^*(1 - M_R)} \right] dS
- M_0 \frac{\partial}{\partial t} \int_{f=0}^{t} \left[ \frac{\tilde{r}^*_j Q_j n_j}{r^*(1 - M_R)} \right] dS
- U_0 \int_{f=0}^{t} \left[ \frac{\tilde{r}^*_j Q_j n_j}{r^*2(1 - M_R)} \right] dS.
\]

(4.19)

in which \(dS\) is the elementary area on \(f = 0\) and the subscript \(\tau^1\) indicates that the quantities in the square bracket are evaluated at retarded time. Eq. 4.19 can be reduced to the thickness noise integral of Farassat Formulation 1 if the mean flow is stationary and \(f = 0\) is chosen to be the blade surface.

As occurred in Farassat Fomrulation 1, one of the main difficulties in numerical evaluation of the above integral representation is the observer-time derivative, \(\frac{\partial}{\partial t}\) outside the integral. This inconvenience can be removed by moving the observer temporal derivative inside the integral and transforming it into a source-time derivative, \(\frac{\partial}{\partial \tau^1}\). This mathematical manipulation is complex and a detailed

\(1\tau = t - r/c, \) here \(r\) is defined in Eq. 3.34
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derivation can be found in Appendix A.

\[ 4\pi p_T'(x, t) = \int_{f=0}^{f} \left[ \frac{\dot{Q}_i n_i}{r^*(1 - M_R)^2} \right] \tau \, dS + \int_{f=0}^{f} \left[ - \frac{\partial r^*}{\partial \tau} \left( \frac{\dot{Q}_i n_i}{r^*(1 - M_R)^2} \right) \right] \tau \, dS \]

\[ + \int_{f=0}^{f} \left[ \frac{\partial M_R}{\partial \tau} \frac{Q_i n_i}{r^*(1 - M_R)^3} \right] \tau \, dS \]

\[ - M_0 \int_{f=0}^{f} \left[ \frac{\partial r^*}{\partial \tau} \left( \frac{\tilde{r}_3 Q_i n_i}{r^*(1 - M_R)} \right) \right] \tau \, dS \]

\[ + M_0 \int_{f=0}^{f} \left[ \frac{\partial M_R}{\partial \tau} \frac{\tilde{r}_3 Q_i n_i}{r^*(1 - M_R)} \right] \tau \, dS \]

\[ - M_0 \int_{f=0}^{f} \left[ \frac{\partial M_R}{\partial \tau} \left( \frac{\tilde{r}_3 Q_i n_i}{r^*(1 - M_R)} \right) \right] \tau \, dS \]

\[ - U_0 \int_{f=0}^{f} \left[ \frac{\tilde{r}_3 Q_i n_i}{r^*(1 - M_R)} \right] \tau \, dS \]  \hspace{1cm} (4.20)

Eq. 4.20 is the integral representation of thickness noise, which was first derived by Najafi-Yazzdi et al. [2010]. This equation can be reduced to the thickness noise representation of the well-known Farassat Formulation 1A.

4.2.1.2 Loading noise

An integral formulation for the loading noise can be obtained using the same procedure used for the thickness noise. Recall Eq. 3.38, the loading noise attributes to the second term on the RHS,

\[ 4\pi p_L'(x, t) = - \frac{\partial}{\partial x_1} \int_{-\infty}^{t} \int_{V} [L_{ij} n_j \delta(f)] \frac{\delta(g)}{r^*} d\delta y \, d\tau. \]  \hspace{1cm} (4.21)

As what has been done for Eq. 4.10, the spatial derivative must be converted into the temporal derivative. Then, the variables \((y_0, \tau)\) are transformed into \((f, g)\). Using Eq. 4.6 and 4.17, Eq. 4.21 is recast as

\[ 4\pi p_L'(x, t) = \frac{1}{c} \frac{\partial}{\partial t} \int_{f=0}^{f} \left[ L_{ij} n_j \tilde{r}_i \right] \tau \, dS + \int_{f=0}^{f} \left[ \frac{L_{ij} n_j \tilde{r}_i^*}{r^*(1 - M_R)} \right] \tau \, dS. \]  \hspace{1cm} (4.22)

It can be found that the loading noise in Farassat Formulation 1 can be recovered if \(U_0 = 0\) and the integral surface is chosen to coincide with the rotor blade surface.
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The observer-time derivative can be moved inside the integral and replaced with source-time derivative, the loading noise integral representation can be recast as

\[
4\pi p'_L(x, t) = \frac{1}{c} \int_{f=0} \left[ \frac{\tilde{r}_i L_{ij} n_j + \tilde{r}_i L_{ij} \dot{n}_j + \tilde{r}_i L_{ij} n_j}{r^*(1 - M_R)^2} \right] dS
\]

\[
-\frac{1}{c} \int_{f=0} \left[ \frac{\partial r^*}{\partial \tau} \frac{L_{ij} n_j \tilde{r}_i}{r^*(1 - M_R)^2} \right] dS
\]

\[
+\frac{1}{c} \int_{f=0} \left[ \frac{\partial M_R}{\partial \tau} \frac{L_{ij} n_j \tilde{r}_i}{r^*(1 - M_R)^3} \right] dS
\]

\[
+\frac{1}{c} \int_{f=0} \left[ \frac{L_{ij} n_j \tilde{r}_i^*}{r^*(1 - M_R)} \right] dS.
\] (4.23)

Eq. 4.23 can also be reduced to the loading noise part in Farassat Formulation 1A by neglecting the mean flow and integrating on the blade surface. Eq.4.20 and 4.23 are named as Formulation 1C by Najafi-Yazdi et al. [2010].

4.2.2 Mid-panel quadrature

The most common method of numerically evaluating the retarded-time integrals is to use the mid-panel quadrature method. Suppose Eq. 4.20 and 4.23 can be recast in the form,

\[
4\pi p'(x, t) = \int_{f=0} \left[ \frac{I(y, \tau)}{r^{*\alpha_1}(1 - M_R)^{\alpha_2}} \right] dS,
\] (4.24)

where \( I(y, \tau) \) is the re-organized source strength function depending on source position and time, and \( \alpha_1, \alpha_2 \) integers which depend on the kind of source, such as, monopole, dipole. It can be approximated as,

\[
4\pi p'(x, t) \approx \sum_{i=1}^N \left[ \frac{I_i(y_i, t - r_i^*/c)}{r_i^{*\alpha_1}(1 - M_R)^{\alpha_2}} \right] dS_i,
\] (4.25)

The surface \( S \) is divided into \( N \) panels and the integrand \( I_i \) is evaluated at the centre of every panel, \( y_i \) at the retarded time.
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4.2.3 Root-find algorithm

An algorithm to find the retarded times is described in this section. Subsonic and supersonic regimes will be both addressed.

\[ c(t - \tau) = r = \|x - y\| \quad (4.26) \]

The physical interpretation of Eq. 4.26 is that a sound signal emitted at time \( \tau \) travels a distance of \( r \) over a period of time \( t - \tau \), where \( t \) is the time when the observer receives the signal, \( x \) is the position vector of the observer, and \( y \) the position vector of a panel source. Recall Eq. 3.34, one can get

\[
\beta^4 c^2 (\tau - t)^2 + M_0^2 (x_3 - y_3)^2 - 2 c M_0 \beta^2 (\tau - t) \\
= \beta^2 [(x_1 - y_1)^2 + (x_2 - y_2)^2] + (x_3 - y_3)^2. \quad (4.27)
\]

Suppose that the observer is stationary and the rotor source has no translation velocity but only rotational speed \( \omega \),

\[
y_1 = R_0 \cos(\omega \tau + \theta), \\
y_2 = R_0 \sin(\omega \tau + \theta), \quad (4.28)
\]

where \( \theta \) is

\[ \theta = \tan^{-1} \frac{y_2}{y_1} \quad (4.29) \]

the initial phase angle, and

\[ R_0 = \sqrt{y_1^2 + y_2^2} \quad (4.30) \]

Introducing \( \phi = \tau - t \), Eq. 4.27 yields

\[
\beta^4 c^2 \phi^2 - 2 c M_0 \beta^2 \phi + A = B \cos(\omega (\phi + t) + \theta) + C \sin(\omega (\phi + t) + \theta), \quad (4.31)
\]
In the retarded-time scheme, the time series of the reception time are given with a constant interval and the corresponding emission time for each panel and each time step is calculated using Eq. 4.31. This is the most computationally consuming part and it can be solved by using the Newton-Raphson method very efficiently and accurately. Figure 4.2 shows a generic example of roots finding of the retarded time equation. The parabola and sinusoid stand for the LHS and RHS of Eq. 4.31 respectively. It can be seen that there are two intersections of these two curves, indicating two roots of Eq. 4.31. If there is only occurrence of subsonic motion, $\phi$ cannot be greater than zero and only the negative root is accepted.\(^1\)

\(^1\)If $\phi > 0$, then $\tau > t$. This means that one can perceive sound before its emission, which is obviously impossible.
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4.2.4 Drawbacks of retarded-time algorithm

Eq. 4.20 and 4.23 are both surface integrations and robust for numerical implementations. However, there are two important drawbacks in these two formulations, which are particularly effective in dealing with noise radiation from supersonic sources.

1. Multiple-roots of retarded-time equation
   In the presence of supersonic motions, one source point can emit signals at different times and those signals arrive at the observer simultaneously. This means that the retarded-time equation can have more than one root, giving more trouble to the Newton-Raphson root-finder.

2. Doppler singularity
   The multiple-roots can be solved with more care in spite of some extra complexities. The singularity in the denominators of the integrands of thickness and loading formulations is the real problem. Under supersonic source conditions, the relative Mach number $M_R$ can be equal to 1, giving rise to the ultimate failure of retarded-time method.

4.2.4.1 Source-time dominant algorithm

An alternative method has been proposed by Casalino [2003] to replace the retarded-time algorithm so that the multiple-roots problem can be avoided. Instead of selecting the observer times in advance, the source time series can be prescribed first and then determine when the observer would receive the signals. The advanced/reception time is directly calculated using Eq. 4.33, and every single $\tau$ only corresponds to single $t$. However, a sequence of equally spaced source times would not yield a sequence of equally spaced observer times. As Eq. 4.33 suggests

$$t = \tau + \frac{r(\tau)}{c}$$  \hspace{1cm} (4.33)

$t$ and $\tau$ do not hold a linear relationship due to the term, $r(\tau)/c$. The observer time history needs to be interpolated to provide the contribution at desired observer times in order for further summations. This algorithm has been adopted by several researchers, Lyrintzis & Xue [1997] and Casalino [1996]. Bres et al. [2004]
analysed the efficiency of these two algorithms and identified that the source-time
dominant algorithm is less computational demanding for manoeuvring rotors.

In the next two subsections, another two algorithms that can applied to avoid
the Doppler singularity will be discussed in some detail.

4.2.5 Collapsing sphere algorithms

In developing Eq. 4.20 and 4.23, the frame transformation \((y_3, \tau) \rightarrow (f, g)\) used.
This transformation eventually leads to the mid-panel quadrature method and
\(1 - M_R\) is inevitably introduced to the integrand denominator. If the rotor rotates
supersonically, there is a possibility that \(1 - M_R \rightarrow 0\) though it depends on
the relative position between the source and observer. An alternative frame
transformation is proposed to solve this problem. Recall Eq. 4.8

\[
dy = \frac{cd\Gamma df dg}{\sin \vartheta},
\]

where \(\vartheta\) is the angle between the radiation vector \(\hat{r}\) and surface normal vector
\(\hat{n}\), and \(\Gamma\) is the intersection curve (shown in Figure 4.1) between the surface
\(f(x, t) = 0\) and the sphere \(g = \tau - t + r/c = 0\), of which the latter can be
interpreted as the equation of a sphere with a radius \(r = c(t - \tau)\) whose centre
is at the observer location \(x\) for a particular emission time \(\tau\). If \(\tau \rightarrow t\), then the
radius of this sphere reduces to zero, i.e. collapses.

At an arbitrary emission time \(\tau\), the intersecting curve between the two surfaces
is the collective set of all points emitting signals that can reach the observer at
the same time \(t\). Eq. 4.18 and 4.22 now becomes

\[
4\pi p'_T(x, t) = \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_{f=0, g=0} \frac{cQ_j n_j}{r^* \sin \vartheta} d\tau d\Gamma - M_0 \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_{f=0, g=0} \frac{c\tilde{r}_3 Q_j n_j}{r^* \sin \vartheta} d\tau d\Gamma
\]

\[-U_0 \int_{-\infty}^{t} \int_{f=0, g=0} \frac{c\tilde{r}_3 Q_j n_j}{r^{*2} \sin \vartheta} d\tau d\Gamma, \quad (4.34)\]

\[
4\pi p'_L(x, t) = \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_{f=0, g=0} \frac{L_{ij} n_j \tilde{r}_i}{r^* \sin \vartheta} d\tau d\Gamma + \int_{-\infty}^{t} \int_{f=0, g=0} \frac{cL_{ij} n_j \tilde{r}_i}{r^{*2} \sin \vartheta} d\tau d\Gamma. \quad (4.35)
\]
This algorithm eliminates the Doppler singularity but it does have a singularity in the integrand if the surface normal vector \( \hat{n} \) is parallel to the radiation vector \( \hat{r} \), i.e. \( \sin \vartheta = 0 \). Previous studies (Brentner & Farassat [2003]) have shown that this algorithm is very computationally demanding for the construction of the intersection curve \( \Gamma \). It must be done a number of times for every single time step.

### 4.2.6 Emission surface algorithms

The third way of frame transformation given by Brentner & Farassat [2003] is to convert \((y_3, \tau)\) into \((F, g)\). Recall Eq. 4.9,

\[
dy d\tau = \frac{d\Sigma dFdg}{\|\nabla F\|}, \tag{4.36}
\]

where \( F(y; x, t) = f(y, t - r/c) \), and \( \hat{N}_3 \) is the third component of the unit normal vector to the \( \Sigma \) surface \( F = 0 \), which is the emission surface containing all the points that emit signals reaching the observer at a same reception time. Introducing \( \Lambda = \|\nabla F\| \),

\[
\Lambda = \|\nabla f\| = \left\| \frac{\partial f}{\partial y_i} - \frac{1}{c} \frac{\partial f}{\partial t} \frac{\partial r}{\partial y_i} \right\|
\]

\[
= \|\hat{n} - \frac{v_n}{c} \hat{r}\|
\]

\[
= \sqrt{1 - 2M_n \cos \vartheta + M_n^2}, \tag{4.37}
\]

where \( \partial f/\partial t = -v_n \), \( \partial r/\partial y_i = -\hat{r} \), and \( \vartheta \) is the angle between the unit normal vector \( \hat{n} \) and radiative vector \( \hat{r} \), and \( M_n = M_i n_i \). Thus, Eq. 4.18 and 4.22 become

\[
4\pi p_T(x, t) = \frac{\partial}{\partial t} \int_{F=0} \left[ \frac{Q_j n_j}{r^2 \Lambda} \right] \tau d\Sigma - M_0 \frac{\partial}{\partial t} \int_{F=0} \left[ \frac{\hat{r}_3 Q_j n_j}{r^2 \Lambda} \right] \tau d\Sigma
\]

\[
- U_0 \int_{F=0} \left[ \frac{\hat{r}_3 Q_j n_j}{r^2 \Lambda} \right] \tau d\Sigma, \tag{4.38}
\]

\[
4\pi p_L(x, t) = \frac{\partial}{\partial t} \int_{F=0} \left[ \frac{L_{ij} n_j \hat{r}_i}{r^2 \Lambda} \right] \tau d\Sigma + \int_{F=0} \left[ \frac{L_{ij} n_j \hat{r}_i}{r^2 \Lambda} \right] \tau d\Sigma. \tag{4.39}
\]
The emission surface formulation is perhaps so far the most accurate method found. Not only does Doppler singularity have no effects on it, the integrand in Eq. 4.15 can also be integrated even if when \( \Sigma = 0 \) (see Farassat & Myers [1988] for details). However, the construction of this emission surface is very complicated, and to the best knowledge of the author, only Brentner & Farassat [2003] and Ianniello [2007] successfully implemented the emission surface algorithm. In order to construct this emission surface, Brentner [1994] devised an approach labelled as Marching Cubes Algorithm, which is based on a computer graphics method to produce iso-surfaces. Similar to the collapsing sphere algorithm, this marching cubes algorithm is very computationally demanding. For the same purpose, Ianniello [1999] proposed a even more sophisticated K-algorithm and improved it recently [2007]. However, understanding this method requires very advanced mathematical knowledge such as non-linear differential geometry, and numerical implementation is also of great complexities. From the literature survey, it has not been found that the K-algorithm has been used by anybody else except by Ianniello for aerodynamic noise prediction of rotor blades, which perhaps is mainly due to its complexities in both emission surface construction and numerical implementation.

4.2.7 Permeable surface integration scheme

In the formulations and algorithms that have been explained above the quadrupole noise is omitted and it is legitimate to do so in the subsonic cases. However, extensive studies have been done to show that quadrupole source can contribute more than enough to the total sound field so it cannot be neglected if the rotor blade speed is near transonic/supersonic. The direct evaluation of this nonlinear volume integral requires a 4-dimensional integration and double differentiation, which is of great mathematical complexities and large computational cost.

di Francescantonio [1997] proposed a different perspective to study this problem. The FW-H equation (Eq. 3.27) shows that the any physical acoustic sources enclosed by \( f = 0 \) only contribute through the surface source terms, i.e. thickness and loading noise, and any physical sources of sound effects outside \( f = 0 \) contribute through the volume source terms. Hence, if all the physical sources are
inside the surface \( f = 0 \) then there is no contribution from the volume source, i.e., the quadrupole source can be neglected. It was suggested that a fictitious surface can be used as the integral surface instead of using the rotor blade surface. Without the quadrupole volume source, the numerical evaluation is much easier and less computational demanding. It is also worth mentioning that Ffowcs-Williams & Hawkings [1969] understood the significance of using this permeable surface technique in the paper where they proposed the original FW-H equation. However, this method requires very accurate near-field flow description from CFD. Not until recently has CFD become matured enough to provide fine enough flow data to enable the implementation of FW-H on a permeable surface.

In the derivation of Farassat Formulation 1A the integral surface is chosen to be the rotor blade surface, the integral representations of thickness and loading noise are

\[
4\pi p_T'(x, t) = \int_{S_b} \left[ \frac{\rho_0 (\dot{v}_n + v_n)}{r(1 - M_r)^2} \right] dS_b \\
+ \int_{S_b} \left[ \frac{\rho v_n (r\dot{M} + cM_r - cM_r^2)}{r^2(1 - M_r)^3} \right] dS_b, \tag{4.40}
\]

\[
4\pi p_L'(x, t) = \frac{1}{c} \int_{S_b} \left[ \frac{l_r}{r(1 - M_r)^2} \right] dS_b \\
+ \int_{S_b} \left[ \frac{l_r - l_M}{r^2(1 - M_r)^2} \right] dS_b \\
+ \frac{1}{c} \int_{S_b} \left[ \frac{l_r(r\dot{M} + cM_r - cM_r^2)}{r^2(1 - M_r)^3} \right] dS_b, \tag{4.41}
\]

in which \( S_b \) denotes the blade surface, \( M_r, n, r, u, v \) carry the same meaning as previous defined but absence of convective flow, and \( l_i = (p - p_0)n_i \). The
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permeable integral representation can be written in a similar form

\[ 4\pi p_T'(x, t) = \int_{S_p} \left[ \frac{\rho_0 (U_n + U_h)}{r(1 - M_r)^2} \right] dS_p + \int_{S_p} \left[ \frac{\rho_0 U_n (rM + cM_r - cM^2)}{r^2(1 - M_r)^3} \right] dS_p, \quad (4.42) \]

\[ 4\pi p_L'(x, t) = \frac{1}{c} \int_{S_p} \left[ \frac{\hat{L}_r}{r(1 - M_r)^2} \right] dS_p + \int_{S_p} \left[ \frac{L_r - L_M}{r^2(1 - M_r)^2} \right] dS_p + \frac{1}{c} \int_{S_p} \left[ \frac{L_r(rM + cM_r - cM^2)}{r^2(1 - M_r)^3} \right] dS_p, \quad (4.43) \]

in which \( S_p \) denotes the permeable surface and

\[ U_i = v_i + \frac{\rho}{\rho_0} (u_i - v_i), \quad (4.44) \]
\[ L_i = (p - p_0)n_i + \rho u_i(u_n - v_n) \quad (4.45) \]

where it can be seen that if \( f = 0 \) is the rotor blade surface, \( u_i = v_i, U_i = v_i \), the permeable formulations are reduced to the Farassat Formulation 1A.

The advantage of Formulation 1C is that the integral surface \( f = 0 \) was not chosen to be the rotor blade surface at all. Hence, the integral formulations of thickness and loading noise, Eq. 4.20 and Eq. 4.23 are in fact the permeable integral formulations already and no further re-expressing is needed. If the mean flow has no velocity, Eq. 4.20 and Eq. 4.23 can be simplified to Eq. 3.42 and 3.43.

4.3 Summary

In this chapter, thorough mathematical formulations for solving the convective FW-H equation have been provided. A particular focus was dedicated to deriving the integral solutions which can be numerically implemented for rotor-induced noise predictions. Owing to the sub/transonic rotor tip speeds, impermeable and permeable integral representations were both given in terms of thickness and
loading noise integral equations.

Both observer-time and source-time dominant algorithm are discussed in some
detail for different regimes. The former one is very efficient and robust for the
subsonic conditions, however; it can be very inefficient for the supersonic condi-
tions, and in that case, the source-time dominant algorithm should be adopted
though additional efforts will be required for interpolating the chaotic pressure-
time signatures into a ordered time sequence evenly spaced, such as the natural
cubic spline interpolation (Cheney & Kincaid [2008]).

The Doppler singularity in the integral representations has been carefully
analysed. In the presence of supersonic flow conditions, this may cause serious
problems for numerical computations. The collapsing sphere and emission sur-
face algorithm can be employed to eliminate the singularity, however; numerical
programming will be further complicated. The permeable surface integral ap-
proach can be used as an alternative, for which high-quality CFD simulations are
required to provide flow quantities as inputs. Also, a careful selection of observer
location may help to remove the presence of singularity as the Doppler factor
\[1 - M_r\] depends on the relative positions between source and observer. Strictly
speaking, the singularity can only be present if the radiation Mach number \(M_r\)
is exactly equal to 1, which is possible to avoid by a careful selection of observer
positions.

The next chapter will present some numerical results of rotor-induced noise
using the integral equations and temporal algorithms developed in this chapter.
Applications and validations of the developed aeroacoustic solver

This chapter presents the numerical evaluations of aerodynamic noise due to two different rotor configurations. Experimental measurements have been used to validate the computational results, where good agreement is obtained.

In the present study, two cases are used. The first one is an extensively studied helicopter rotor, namely, NACA 0012 UH1H helicopter rotor, which has a uniform cross-section. The second one is the SRV2 centrifugal compressor that has been experimentally studied at DLR (German Aerospace Centre). Adequate experimental data have been obtained for validation purpose.

The SRV2 impeller is a well-known transonic centrifugal compressor that was designed by Krain at DLR. It has received great attention over the last 20 years for its flow field details, aerodynamic performances, and its redesigns.
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5.1 Coding algorithm development

The general methodology is to conduct the CFD analysis first to get the near-field fluid quantities around the blades, which was completed using ANSYS CFX software. The RANS (Reynolds Averaged Navier Stokes) equation solver is used first, which has the advantage that the temporal derivatives of the fluid quantities, such as $\dot{\rho}$, $\dot{p}$, $\dot{u}_i$ on the integral surface are all zero owing to the time-independence feature of RANS and thus, save the computational cost. However, there is a tradeoff for the accuracy. The URNAS (Unsteady Reynolds Averaged Navier Stokes) can then be adopted in order to get the higher resolution results. The central difference method is used for the numerical differentiations of the aforementioned temporal derivatives. Three algorithms have been constructed for numerical implementations of FW-H solver. Figure 5.1 shows a retarded-time algorithm for subsonic conditions, which has been used for the NACA 0012 rotor configuration.

Codes were written in FORTRAN 90 to perform the Farassat’s Formulations 1A in both impermeable and permeable conditions using retarded-time algorithm. The mid-panel quadrature method was adopted for numerical integrations, thus it was assumed that the fluid quantities on each panel is the same everywhere as those on the centre of panel. The coordinates $y_i$, unit normal vector components $n_i$, panel surface area $\delta s_i$, fluid velocity components $u_i$, pressure $p_i$, density $\rho_i$, rotational speed $\omega$ are all obtained from CFX simulation results and used as inputs into the program. The observer coordinates $x$ can be specified by any code user. The total observer time $t$ can be set to one revolution period or more and discretised into $N_t$ steps. The greater the value of $N_t$ is, the higher resolution of acoustic signature figure and the larger computational cost will be. In the present study $N_t$ was set to 256 for one revolution, giving rise to both good resolution and acceptable cost. The integral surface is divided into $N_p$ panels in CFX. At a certain a given observer time $t_j$, the retarded times $\tau_{ij}$ of every panel $y_i$ are calculated by Eq. 4.26 using Newton-Raphson method. The acoustic pressure $p'_{ij}$ will be iteratively calculated until $i$ and $j$ reach their maximum values, $N_t$ and $N_p$. In the end, the pressure contributions from all the panels at every observer time step will be summed, i.e. $p'_s(t_j) = \sum_{i=1}^{N_p} p'_{ij}$.

The other algorithm (Figure 5.2) is applied to the compressor rotor noise
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prediction using the advanced time method with steady CFD results. As this algorithm is source-time dominant, the emission time is required to be first discretised evenly and the reception time sequences are calculated using Eq. 4.33. It should be noted that the interval of the computed reception time sequences will not be constant due to nonlinearity of the governing equation, and thus, the pressure time signatures need to be interpolated into a given time sequences with constant interval in order to perform the sum of all pressure contributions. In order to study the compressor noise characteristics, the pressure-time signature must be converted into the sound pressure level (SPL)-frequency domain, for which the Fast Fourier Transform (FFT) analysis can be used. (Brigham [1974])

\[
SPL = 20 \log_{10} \left( \frac{p'}{p_{ref}} \right),
\]

(5.1)

in which, \( p_{ref} = 20 \mu Pa \).
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![Flow chart of FW-H solver programming: a retarded-time algorithm](image)

- Read input data, $x, y_i, n_i, \delta s_i, u_i, p_i, \omega, \rho_i$
- Discretise the observer time $t$ with interval $\delta t$, do $j = 1, N_t$
- Select panels of integral surface, do $i = 1, N_p$
- Compute the emission time $\tau_{ij}$ using Newton-Raphson method
- FWH solver to compute $p'_{ij}$
- $i = i + 1$
- $j = j + 1$

- $i = N_p$?
  - yes: $\sum_{i=1}^{N_p} p'_{ij}$
  - no: $j = N_t$?
    - yes: Return $p'_s(t_j)$. Stop
    - no: $j = j + 1$

Figure 5.1: Flow chart of FW-H solver programming: a retarded-time algorithm
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Start

Read input data, \( x, y, n_i, \delta s_i, u_j, p_j, \omega, \rho_j \)

Select panels of integral surface, do \( i = 1, N_p \)

Discretise the emission time \( \tau \) with interval \( \delta \tau \), do \( j = 1, N_r \)

FWH solver to compute \( p'_{ij} \)

Compute the observer time, \( t_{ij} = \tau_i + r_{ij}/c \)

is \( j = N_r \) ?

no

yes

Interpolate \( p'_{ij} (j = 1, N_r) \) into \( p'_{ik} (k = 1, N_t) \)

is \( i = N_p \) ?

no

yes

\[ \sum_{i=1}^{N_p} p'_{ik} \]

Return \( p'_s (t_k) \). Stop

Figure 5.2: Flow chart of FW-H solver programming: an advanced -time algorithm with RANS
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5.2 UH1H NACA 0012 helicopter rotor

5.2.1 Geometry definition

The rotor used in the test is a $1/7^{th}$ scale model of a UH1H main rotor with straight untwisted blades and has a NACA 0012 airfoil cross-section. The rotor has a span length 1.045 m and chord length 0.0762 m, giving a aspect ratio of 13.71 (Ladson et al. [1996]). The uniform cross section is described by the equation

$$
\frac{z}{l_c} = \pm 0.6 \left\{ 0.2969 \left( \frac{x}{l_c} \right)^{1/2} - 0.126 \left( \frac{x}{l_c} \right) - 0.3537 \left( \frac{x}{l_c} \right)^2 \\
+ 0.2843 \left( \frac{x}{l_c} \right)^3 - 0.1015 \left( \frac{x}{l_c} \right)^4 \right\},
$$

where $l_c$ is the chord length. The cross-section view of the rotor is shown in Figure. 5.3.

![Figure 5.3: Cross-section of NACA 0012 rotor](image-url)
5.2.2 Experimental set-up

The helicopter rotor rotates under constant speeds in hovering, and a microphone
used to record the pressure fluctuations is set to be in-pane with blades and fixed
at a distance 3.09 radii. Figure 5.4 shows the schematics of the experimental
set-up of noise measurement.

![Diagram of experimental set-up](image)

Figure 5.4: Schematics of NACA 0012 rotor noise measurement set-up

5.3 Numerical results of UH1H NACA 0012 rotor noise

In Chapter 3, different integral formulations have been developed for the nume-
rical predictions of rotor-induced noise taking account of different blade tip Mach
numbers, as shown in Table 5.1. Farassat Formulation 1A coupling with the
retarded-time method is very suitable for subsonic cases. The rotational speed of
the helicopter rotor is varied to have different tip Mach numbers, ranging from
0.80 to 0.88. Experiments were performed by Purcell [1988] to measure the noise
produced at these different rotor speeds. It has been identified that quadrupole
source noise plays an important role in the total noise field when the tip Mach
number is over 0.80. The numerical implementation of FW-H method requires
the discretisation of the integral surfaces, either permeable or impermeable. An
example is given for illustration purpose in Figure 5.5. As the NACA 0012 model
has an analytical formulation for the cross-section, analytical meshing can be
done on the integral surfaces. However, it is more convenient to use CFD mesh
as the flow quantities are needed to be taken from the centre of each panel.
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Table 5.1: Regimes of integral formulations for subsonic or transonic cases

<table>
<thead>
<tr>
<th>Subsonic ($M_{tip} &lt; 0.80$)</th>
<th>Transonic/supersonic ($M_{tip} \geq 0.80$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impermeable integration</td>
<td>Permeable integration</td>
</tr>
<tr>
<td>Retarded/advanced time method</td>
<td>Retarded/advanced time method</td>
</tr>
</tbody>
</table>

Interpolations are required later if using the analytical mesh.

The blade surface was first chosen as the integral surface to calculate the thickness and loading noise using Farassat Formulation 1A coupled with the retarded-time method. In Figure 5.6 and 5.7 it can be seen that the loading noise is much less influential than the thickness noise, and that is because the observer was placed in-plane with the rotor as shown in Figure 5.4. One can find that the sum of thickness and loading noise still underestimates the acoustic pressure generated by high speed rotors by comparing with experimental results, which indicates that the quadrupole source noise contribute more than enough to be neglected. Thus, the permeable surface integration is used in order to get more accurate results. One of the difficulties is that the location of the permeable surface cannot be known a priori, and one needs to iterate until converged results emerge. It has been suggested by other researchers (Brentner & Farassat [2003],
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Figure 5.6: $M_{\text{tip}} = 0.80$, comparison of predictions (blade surface) and experiment

Figure 5.7: $M_{\text{tip}} = 0.85$, comparison of predictions (blade surface) and experiment
Tadamasa & Zangeneh [2011]) that the permeable surfaces can be made as the same shape of the rotor blade with a doubled chord length (see Figure 5.8) and the span length can be varied gradually as performing the convergence study. In the present work, the span length is increased from 2 % to 12% with a constant interval (examples given in Figure 5.9, the enlarged tip region in Figure 5.10). Numerical results of this rotor-induced noise are shown in Figure 5.11, 5.12 and 5.13.

It can be observed that the results obtained from different permeable surfaces converge everywhere except at the negative peaks. As the span length is increased steadily, the negative peak also increases. It is interesting to note that for \( M_{\text{tip}} = 0.80 \) and \( M_{\text{tip}} = 0.85 \) the numerical predictions agree with experimental measurements very well, and the negative peaks are both captured. However, the numerical evaluations did not capture the negative peak for \( M_{\text{tip}} = 0.88 \) in spite of varying the span length to the allowed maximum. This was also reported by Morgans et al. [2005]. The discrepancy is likely due to the underestimation of loading noise since the computational blade drag predictions can be much smaller than that in experiments. It was also observed by Baeder et al. [1997] and Boxwell et al. [1979] that the negative pressure peak is increased about 25% even if the tip Mach number is slightly increased to 0.89, as shown in Figure 5.14. This implies that shock delocalisations can happen if the blade tip Mach number is
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Figure 5.9: The integral data surfaces for NACA0012 rotor noise calculations. Permeable surfaces 1-6 has the doubled chordlength as the original blade, and spanlength increasing from 2% to 12%.

Figure 5.10: Enlarged blade tip regions of integral surfaces
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Figure 5.11: $M_{tip} = 0.80$, comparison of predictions and experiment

Figure 5.12: $M_{tip} = 0.85$, comparison of predictions and experiment
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Figure 5.13: $M_{tip} = 0.88$, comparison of predictions and experiment

Figure 5.14: Comparisons of experimental results at different Mach numbers, $M_{tip} = 0.88$, and $M_{tip} = 0.89$
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(a) Baseline SRV2 impeller  (b) Inversely redesigned SRV2 impeller

Figure 5.15: Comparisons between the baseline SRV2 impeller and its redesigned version using inverse design method

over $M_{tip} = 0.88$. This is a phenomenon that happens when the shocks near the blade tip reach the sonic cylinder as $M_{tip}$ increases. The shocks over blade will be able to propagate to the acoustic far-field, amplifying pressure fluctuations, which cannot be predicted by steady CFD simulations.

5.4 Transonic centrifugal compressors

In this section we present an aeroacoustic evaluation for a well-known transonic compressor case, SRV2 impeller, which was designed and tested at DLR with extensive details published. (see Krain & Hoffman [2007, 2008]) The experimental set-up, CFD simulations, and numerical acoustic signature under various operational speeds will all be presented. Zangeneh et al. [2011] reported a redesigned version of the SRV2 impeller using the inverse design method. The resulting impeller was found to have better performance compared to the original SRV2 impeller at all operating conditions. The detailed CFD predictions for the two impellers are used together with the acoustic solver to investigate the effect of aerodynamic changes in the inverse design impeller on its noise emissions. A comparison of two impeller geometries are given in Figs 5.15a and 5.15b, respectively. One can notice that a larger curvature appears at the LE of both redesigned main impeller and splitter blades. The redesigned blades are also more leaned at the TE.
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Table 5.2: SRV2 compressor parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shaft speed</td>
<td>50000 rpm</td>
</tr>
<tr>
<td>Flow rate at peak efficiency for vaneless diffuser stage</td>
<td>2.73 kg/s</td>
</tr>
<tr>
<td>Impeller tip radius</td>
<td>112 mm</td>
</tr>
<tr>
<td>Tip speed</td>
<td>586 m/s</td>
</tr>
<tr>
<td>Blade count full/splitter</td>
<td>13/13</td>
</tr>
<tr>
<td>LE hub radius</td>
<td>30 mm</td>
</tr>
<tr>
<td>TE tip radius</td>
<td>78 mm</td>
</tr>
<tr>
<td>Blade angle LE tip</td>
<td>26.5 deg</td>
</tr>
<tr>
<td>Blade angle TE</td>
<td>52 deg</td>
</tr>
<tr>
<td>Exit blade height</td>
<td>8.7 mm</td>
</tr>
<tr>
<td>Diffuser inclination against radial</td>
<td>13 deg</td>
</tr>
<tr>
<td>Tip clearance</td>
<td>0.5 mm at inlet to 0.3 mm at exit</td>
</tr>
</tbody>
</table>

5.4.1 Test facility

In Fig. 5.16 is shown the schematic view of the noise testing rig. The compressor is directly connected to a duct with a diameter of 157 mm. A microphone ring with four microphones placed 90 degrees to each other is mounted on the inner wall of the duct, and this ring is placed at a distance of 165 mm from the leading edge of the impeller. The incoming flow is assumed to have a uniform velocity normal to the cross-section of the duct. A more detailed explanation of the experimental set-up is given in the work by Raitor & Neise [2008].

5.4.2 Validation

The acoustic pressure signals received at the four measurement points were computed in time domain and then converted to the frequency domain using FFT algorithm. Figure 5.17 shows the circumferentially averaged predicted spectrum at experimental conditions. The compressor operated at the incoming flow rate 2.55 kg/s and design speed 50000 rpm, producing a tip Mach number about 1.7.
The measurement spectrum is shown in Fig. 5.18. A noticeable and significant feature is that the sound level has very high magnitudes at the BPF (blade passing frequency, 10833 Hz) and its harmonics, which are also clearly higher than their neighbouring components. In addition to these BPFs tones, there are also tonal components spreading over a range of harmonics of the rotational frequency, which are known as the buzz-saw noise. The dominant source of these buzz-saw components is the rotor-alone pressure of shocks attached to the supersonically rotating blade tips, and these shocks can propagate against the incoming flow to the upstream in the inlet duct.

By comparing Figs. 5.17 and 5.18 it can be seen that the tones at BPF and its
harmonics are captured in prediction without large discrepancies, but there are no buzz-saw components on the predicted spectrum. This is because the buzz-saw tones are due to the amplitudes variations and nonlinear propagations of shocks near the blade tips, which would induce the energy redistribution of the frequency spectrum, i.e., the initial energy at BPF and its harmonics is redistributed at the harmonics of rotor shaft frequency (engine orders). A more detailed explanation of buzz-saw noise generation mechanism can be found in the work by McAlpine et al. [2006]. In a similar fan noise prediction study, Gliebe et al. [2000] reported that steady RANS simulations using multiple blade passages with perturbed (not cyclically symmetric) blade geometries are required to obtain buzz-saw tones. In this study, we only modelled one blade passage using steady-state CFD solver and assumed the perfect circumferential periodicity of flow quantities in all other 12 passages. Thus, the strength variations of the shocks and their nonlinear propagations were not included, resulting in failing to capture the buzz-saw tones at the multiples of shaft frequency.

Another important feature that deserves particular attention is that the measured spectrum has a “local maximum” before the BPF, which cannot be seen in the predicted spectrum. If one takes a closer scrutiny on the measured spectrum,
one may find that this local maximum occurs at the $5f_n$ ($f_n$ is shaft rotational frequency), which is the fifth engine order and very close to the cut-on frequency of the duct. This phenomenon is likely due to the resonance between the fifth engine order and cut-on frequency of the duct. For this study, the duct wall is not included in the numerical implementation for the simplification purpose, and this explains why this “local maximum” phenomenon did not appear on the predicted spectrum. The purpose of using a free-space space aeroacoustic model is to ascertain if design trends are favourably reducing noise emissions as intended rather than get very accurate predictions of noise field.

The sound generated by a compressor that operates at different inlet flow conditions is distinct. Therefore, it is necessary to compare the radiated noise levels at the entire operating range so as to get a comprehensive understanding of aeroacoustic behaviours. Figure 5.19 compares the aerodynamic and aeroacoustic performances of the original and redesigned compressor working from surging to choking conditions under full speed. The SPLs are the tonal magnitudes at the BPF. It is interesting to note that the sound level of the redesigned compressor has slight variations at the entire operating ranges, while the original compressor produces sound with significant changes as the mass flow varies. More impor-
Figure 5.20: Comparison of the characteristics of the original and redesign compressor

tantly, it can be seen that sound levels generated by the redesigned are lower than those by the original when the working mass flow rate is in range from 2.72 to 2.88 kg/s. In fact, the computational work presented by Zangeneh et al. [2011] confirmed that the peak efficiency with the vaneless stage occurs around 2.73 kg/s. Thus, the redesign compressor shows lower noise emission around its peak efficiency point. However, the baseline impeller has lower level of noise at lower mass flow rates and close to the stall point.

In the following subsection, the CFD predictions of the flow physics in the blade channel at close to the peak efficiency point will be presented so as to explain the reason why the inversely redesigned compressor has a better aeroacoustic performance.

5.4.3 CFD analysis

The flow in the original SRV2 impeller was analyzed by using commercial CFD CFX11 by Zangeneh et al. [2011]. For this purpose a mesh independence study was carried out and a mesh size of 880k nodes was eventually used for each
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Figure 5.21: Mach number contour comparison between the original (LHS) and redesign (RHS) at 15% of span

blade channel. The CFD prediction was then compared with the detailed L2F measurement of the flow inside the impeller and good correlation was obtained between the predictions and measurements. Also they found good correlation between predicted and measured pressure ratio for SRV2 impeller with vaneless diffuser tested at 100%, 80% and 60% speeds. The inverse designed impeller was found to have higher pressure ratio and isentropic efficiency at all speeds.

Figure 5.20 reveals a comparison of characteristics at the design speed. In order to show how the improved flow field in the blade passages is associated with this aerodynamic performance, we have particularly chosen an operating point of 2.72 kg/s mass flow for comparisons. The details of flow physics are given in Figs. 5.21 - 5.25, which are the blade-to-blade views of the Mach number contours at different spanwise positions ranging from 15% (near the hub) to 95% (near the shroud). In Figs. 5.26 - 5.30 are shown the comparisons of pressure distributions in the streamwise direction on the main blades and splitters. By observing these figures, a few important insights can be obtained and they explain why the inversely designed compressor is superior.

1. Flow separations at the LE are clearly present on the original compressor
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Figure 5.22: Mach number contour comparison between the original (LHS) and redesign (RHS) at 25% of span

from the lowest spanwise sections whereas they are absent on the redesign until 75% of the span, and as Figs. 5.24 and 5.25 depict, the flow separation in main blade and splitter channel of inverse design is much weaker than that in the original design. The reduction of flow separation increases the effective passage area, and resultantly weakening the shock strengths.

2. Shocks at the LE of the main blade of the redesigned compressor are significantly weaker than those of the original up to 50% of the span (Figs. 5.21 - 5.23), and it can also be found in Figs. 5.26 - 5.28 that the original main blade sustains stronger loading near the LE up to the mid of span.

3. Shocks formed between the PS of main blade and SS of splitter in the redesigned compressor are weaker those in the original one at all spanwise positions. This is also confirmed by the blade loading distributions. It can be seen in Figs. 5.21 - 5.25 that the pressure loading near the LE of the inverse designed splitter is smaller than that of the original splitter, and this phenomenon is quite obviously shown in Figs. 5.28 to 5.30 from 0.2 to 0.4 streamwise position.

Figure 5.31 shows that the hub-to-shroud Mach number contour details at
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Figure 5.23: Mach number contour comparison between the original (LHS) and redesign (RHS) at 50% of span

the leading edges of two compressors. It confirms that shocks near the hub of the redesign are weaker than the original one; however, this phenomenon did not continue all the way to the shroud. The shocks caused by the redesign after 50% of the span have larger strength than those of the original. This is further validated by Fig. 5.32, which shows the efficiency variations at the TE from hub to shroud. It can be clearly seen that the inverse design has higher efficiencies up to 60% of the span. Figure 5.33 demonstrates the efficiency and static entropy variations of two compressors from the impeller inlet to outlet. It can be seen that the redesigned impeller generated less static entropy than the original design, which consequently results in a higher efficiency.

The CFD simulations show that the redesigned impeller generates weaker shocks in the inducer and significantly reduces the flow separation. The weaker shock structure noticeably reduces the generated noise.
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Figure 5.24: Mach number contour comparison between the original (LHS) and redesign (RHS) at 75% of span

Figure 5.25: Mach number contour comparison between the original (LHS) and redesign (RHS) at 95% of span
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Figure 5.26: Streamwise blade loading distributions on the main blade (lower) and splitter (upper) at 15% of span

Figure 5.27: Streamwise blade loading distributions on the main blade (lower) and splitter (upper) at 25% of span
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Figure 5.28: Streamwise blade loading distributions on the main blade (lower) and splitter (upper) at 50% of span

Figure 5.29: Streamwise blade loading distributions on the main blade (lower) and splitter (upper) at 75% of span
Figure 5.30: Streamwise blade loading distributions on the main blade (lower) and splitter (upper) at 95% of span

Figure 5.31: Mach number contour comparison between the original (LHS) and redesign (RHS) at LE
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![Graph showing spanwise variation of isentropic compression efficiency at the TE](image)

**Figure 5.32:** Comparison of spanwise variation of isentropic compression efficiency at the TE

![Graph showing isentropic compression efficiency in streamwise location from impeller inlet to outlet](image)

**Figure 5.33:** Comparison of isentropic compression efficiency in streamwise location from impeller inlet to outlet
Mathematical formulations of the inverse design method

In the last chapter, a transonic centrifugal impeller designed by the inverse design code, TURBOdesign1 (abbreviated as TD1 henceforth) was presented. In the work of Zangeneh et al. [2011] and Wang & Zangeneh [2014], they have showed that the redesigned impeller has significant improvements in terms of aerodynamics and aeroacoustics. The same design approach will be adopted in this thesis.

In the present chapter, the theory of inverse design method will be explained for the thoroughness of this thesis. We shall present some of the key derivations of the mathematical formations used in this approach.
6.1 Theoretical formulation of inverse design

The inverse design method for aerofoils or turbomachinery blade has a long history. We have reviewed in detail in Chapter 2 about the previous work dedicated to this field. In this section, the fundamentals of theoretical formulations used in TD1 will be elaborated to some extent so that one can understand better the design approach used in the present work.

The foundation of the inverse method used in TD1 was completed in a number of classical works by many researchers at Cambridge University and MIT, such as Borges [1990a,b]; Hawthorne et al. [1984]; Tan et al. [1984]; Tjokroaminata [1992]; Yang [1991]; Zangeneh [1991]. The theory behind it involves a great deal of very sophisticated and complicated mathematical treatment. It is not the intention of this thesis to re-derive all the equations used in TD1. The intention here is to present a series of consistent formulations that fit the current thesis.

The primary feature of the inverse design method in this thesis is to prescribe the exit flow’s angular momentum/swirl velocity, \( rV_\theta \) and blade loading, which is the static pressure difference between suction and pressure surface. Among many different inverse design approaches, the present method is a very convenient and powerful one for the design of centrifugal machines for its robustness, easiness of convergence and direct association with the compressor’s capability of increasing the gas pressure and its efficiency.

Let us begin with turbomachinery Euler equation (see Dixon & Hall [2010]),

\[
\Delta H = H_{02} - H_{01} = \dot{m}c_p(T_{02} - T_{01}) = \dot{m}\omega[(rV_\theta)_2 - (rV_\theta)_1],
\]

in which

- \( c_p \) is the specific heat capacity;
- \( H \) is the enthalpy;
- \( \dot{m} \) is the specific mass flow;
- \( r \) is the radius;
- \( T \) is the temperature;
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- $V$ is the flow velocity;
- $\omega$ is the rotating speed
- $\theta$ indicates the tangential direction.

The subscript 0 denotes the total quantity, 1 and 2 pertain to the compressor inlet and out respectively. The over bar means that the quantity below is circumferentially averaged. Eq. 6.1 reveals that the enthalpy change, $\Delta H$, of fluid through a compressor is proportional to the change of $rV_\theta\theta$ assuming the compression process is free of energy loss. It is common to assume that the flow is free of vortex at the inlet, thus, $(rV_\theta)_1 = 0$. The higher enthalpy gained by the gas through the compression, the higher pressure ratio it can be. The isentropic compression efficiency can be calculated by,

$$\eta = \frac{(\frac{P_{02}}{P_{01}})^\frac{\gamma - 1}{\gamma} - 1}{\frac{P_{02}}{P_{01}} - 1} = \frac{\Pi^\frac{\gamma - 1}{\gamma} - 1}{\frac{P_{02}}{P_{01}} - 1}, \quad (6.2)$$

in which $\eta$ is isentropic compression efficiency, $\Pi$ is the pressure ratio $P_{02}/P_{01}$. Using Eq. 6.1 and 6.2 one can get a new equation for $\eta$ shown below,

$$\eta = \frac{(\Pi^\frac{\gamma - 1}{\gamma} - 1)c_pT_{01}}{(\omega r_2)^2 rV_\theta^*}, \quad (6.3)$$

where $rV_\theta^*$ is a non-dimensionalised quantity defined as

$$rV_\theta^* = \frac{(rV_\theta)_2}{r_2(\omega r_2)}, \quad (6.4)$$

in which $\omega$ is the rotating speed. Eq. 6.3 correlates $\eta$ and $\Pi$ with $rV_\theta$ and all the other parameters in this equation are gas constants. This equation shows the significance of $rV_\theta$ and an appropriate choice of this quantity is quite essential for determining a compressor’s performances in a macro perspective. In the following part of this section, we will show how $rV_\theta$ is related to the blade loading and how it can determine the three dimensional geometry of a turbomachine.
6.1.1 Blade loading

This subsection focuses on elaborating how the blade loading is related to the quantity \( r \bar{V}_\theta \). Figure 6.1 shows an array of full and splitter blades whose thickness is infinitely small so that they can be represented by two groups of vortex sheets in the B2B (blade to blade frame) frame, i.e., \( M' - \theta \) frame. The vortex sheets are defined by

\[
\alpha^j = \theta^j - f^j(r, z),
\]

in which the superscript \( j \) denotes the full \((j = 1)\) and splitter \((j = 2)\) blade. \( \alpha^j \) is also the camber line profile for the blade with finite thickness. The flow properties going through the blade channel are subject to the following assumptions:

1. The inlet flow is steady, inviscid, and uniform. The only vorticity is therefore the bound vorticity on the blade surface.

2. No trailing edge shed vorticity is present.

3. The blade has infinitely thin thickness so that blade row can be represented by an array of vortex sheet. However, to account for the blade blockage effects a mean stream surface thickness parameter is used in the continuity equation of the mean flow.

The bound vorticity, \( \Gamma_b^j \) is calculated by the circular integration

\[
\Gamma_b^j = \oint_c \bar{V}^j \cdot d\ell_{mr},
\]

in which \( d\ell \) is the elementary vector along the blade streamline and the subscript \( mr \) denotes the vector quantity pertaining to it is along the streamwise or merdional direction. Using Stoke’s theorem yields

\[
\Gamma_b^j = \oint_c \bar{V}^j \cdot d\ell_{mr} = \iint_{\partial A^j} [\nabla \times \bar{V}^j] \cdot d\ell_{mr} w_d,
\]

where \( w_d \) is the unit width of the sheet.

Differentiating Eq. 6.7 gives,

\[
d\Gamma_b^j = (\nabla \times \bar{V}^j) \cdot d\ell_{mr} w_d
\]
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\[ M' \theta = \theta_1 - f_1(r,z) \]
\[ \alpha_2 = \theta_2 - f_2(r,z) \]
\[ \alpha_1 = \theta_1 - f_1(r,z) \]

\[ \Delta p = p_1 - p_2 \]
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Figure 6.1: Cascade notaitons

The Kutta-Joukowski lift force theorem in the vector form is

\[ dF^j = \rho^j V_{bl}^j \times d\Gamma_b^j \] \hspace{1cm} (6.9)

in which the subscript \( bl \) denotes the quantity is on the blade surface. The lift force per unit width \( F^j \) is related to the blade loading \( \Delta p^j = (p^+ - p^-)^j \) through

\[ dF^j = \Delta p^j \nabla \alpha^j dl_{mr}^j = \rho^j V_{bl}^j \times (\nabla \times V^j) \cdot dl_{mr}^j, \] \hspace{1cm} (6.10)

in which \( \nabla \times V^j = \Omega^j \), is the vorticity vector field. For the entire array of vortex sheet, the blade loading can be generalised by using the periodic Dirac delta function, \( \delta_p(\alpha^j) \),

\[ \Delta p^j \nabla \alpha^j \delta_p(\alpha^j) = \frac{2\pi}{B} \rho^j V_{bl}^j \times (\nabla \times V^j) = \frac{2\pi}{B} \rho^j V_{bl}^j \times \Omega^j \] \hspace{1cm} (6.11)

It will be shown later the vorticity vector \( \Omega^j \) can be represented by

\[ \Omega^j = \overline{\Omega}^j \delta_p(\alpha^j) = [\nabla (r\overline{V}_{\theta}^j) \times \nabla \alpha^j] \delta_p(\alpha^j). \] \hspace{1cm} (6.12)
in which the over bar “−” defines a tangential mean,
\[
\overline{Ar}(r, z) = \frac{B}{2\pi} \int_0^{2\pi/B} Ar(r, \theta, z) d\theta,
\]
(6.13)
where \(Ar\) is an arbitrary variable.

Substituting Eq. 6.12 into Eq. 6.11 leads to
\[
\Delta p^j = (p^+ - p^-)^j = \frac{2\pi}{B} p^j V_{ib}^j \cdot \nabla (r V_{\theta}^j),
\]
(6.14)
which has implied
\[
V_{ib}^j \times \left( \nabla (r V_{\theta}^j) \times \nabla \alpha^j \right) = (V_{ib}^j \cdot \nabla \alpha^j) \nabla (r V_{\theta}^j) \quad - \quad [V_{ib}^j \cdot \nabla (r V_{\theta}^j)] \nabla \alpha^j,
\]
(6.15)
in which the non-permeable/Neumann boundary condition on the blade surface requires,
\[
V_{ib}^j \cdot \nabla \alpha^j = 0.
\]
(6.16)

In Eq. 6.14 the dot product between \(V_{ib}^j\) and \(\nabla (r V_{\theta}^j)\) is along the meridional projection of the blade streamline, thus Eq. 6.14 is reduced to
\[
\Delta p^j = (p^+ - p^-)^j = \frac{2\pi}{B} p^j V_{mb}^j \frac{\partial (r V_{\theta}^j)}{\partial m^j},
\]
(6.17)
where \(m\) is the distance along the meridional projection of the blade streamline and \(V_{mb}^j\) is the meridional velocity of the flow on the blade surface. Let us remind ourselves that,
\[
V_{ib}^j = W_{ib} + \omega \times r,
\]
(6.18)
in which \(W_{ib}\) is relative velocity vector on the blade surface, \(\omega\) is the angular velocity vector, and \(r\) is the radial vector. The second term on Eq. 6.18 only has component in \(\hat{\theta}\) direction, thus, its projection on the meridional direction is zero. Therefore, \(V_{mb}^j = W_{mb}^j\) and Eq. 6.17 is rewritten as
\[
\Delta p^j = (p^+ - p^-)^j = \frac{2\pi}{B} p^j W_{mb}^j \frac{\partial (r V_{\theta}^j)}{\partial m^j}.
\]
(6.19)
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Eq. 6.19 is valid for both incompressible and compressible flows. For an incompressible flow, the pressure loading can be determined by the derivative term in the RHS since the density $\rho$ is known from the flow property and remains constant. In case of a compressible flow, both $\rho$ and $\partial (rV_\theta)/\partial m$ must be known a priori in order to prescribe the pressure loading. But the density is iteratively computed rather than a known input parameter, thus, a different loading prescription is required for the compressible flow condition.

Thanks to the isentropic assumption, the enthalpy of the working flow can be written as

$$H = U + pQ,$$  \hspace{1cm} (6.20)

where $U$ is the internal energy and $Q$ is the volume. Differentiating both sides of eq. 6.20 yields,

$$dH = dU + d(pQ) = dU + Qdp + pdQ,$$  \hspace{1cm} (6.21)

in which $dU = Tds - pdQ$. Thus,

$$dH = dU + d(pQ) = Tds - pdQ + Qdp + pdQ = Tds + Qdp,$$  \hspace{1cm} (6.22)

in which $TdS = 0$ due to the isentroic assumption. Eq. 6.22 is equivalent to

$$dh = \frac{dp}{\rho}.$$  \hspace{1cm} (6.23)

Inserting Eq. 6.23 into Eq. 6.19 gives,

$$\Delta h^j = (h^+ - h^-)^j = \frac{2\pi}{B} W_{nj}^j \frac{\partial (rV_\theta^j)}{\partial m^j},$$  \hspace{1cm} (6.24)

which shows that the specific enthalpy jump can be controlled by the derivative term $\partial (rV_\theta)/\partial m$. Eq. 6.24 is therefore used for the compressible flow.
6.1.2 Flow solver: vorticity method and Clebsch formulation

In the last subsection, equations that govern the blade loading for both incompressible and compressible flows have been derived. We will only focus on the compressible flow case since it is a compressor to be designed. Eq. 6.24 suggests that the enthalpy jump is associated with meridional velocity on and the swirl velocity’s derivative at the meridional direction. It is quite natural to see that the two quantities are needed in order to prescribe an enthalpy jump distribution, and the density is needed to further get the pressure loading distribution. Unlike some other inverse design work, such as Tiow et al. [2002], the 3D meshes are needed for the blade channel first, and then either Euler solver is used to calculate the flow field. The current inverse method does not require a 3D mesh but only a 2D mesh in the meridional plane. At a spanwise height the upper and lower surface profiles are computed individually subject to the enthalpy jump specified on them. In this subsection, we will present how the flow solver used in the current inverse method calculates the density and velocity field, and thus the pressure jump can be further computed using Eq. 6.19.

6.1.2.1 Calculation of the density

Let us assume the flow is steady everywhere in the turbomachine and there is no energy loss, then we can write

\[
\frac{DH^{\text{rot}}}{Dt} = 0,
\]  

(6.25)

which can be written into the following form by expanding the total derivative,

\[
W \cdot \nabla H^{\text{rot}} = 0,
\]  

(6.26)

where we have used the fact \(\frac{D}{Dt} = \partial / \partial t + W \cdot \nabla\) and \(\partial H^{\text{rot}} / \partial t = 0\) since the flow is steady. \(W\) is the relative velocity vector and \(H^{\text{rot}}\) is the rothalpy (see Wu
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[1952]) that can be expanded as,

\[ H^{rot} = h + \frac{1}{2} \mathbf{V} \cdot \mathbf{V} - \omega r \mathbf{V}_\theta = h + \frac{1}{2} \mathbf{W} \cdot \mathbf{W} - \frac{1}{2} \omega r^2 = \text{const.} \quad (6.27) \]

It has also been assumed that the flow is uniform at the inlet, therefore, the rothalpy \( H^{rot} \) remains as a constant. For a perfect gas, Eq. 6.27 can be written as,

\[ c_p T^{rot} = c_p T + \frac{1}{2} (\mathbf{W} \cdot \mathbf{W}) - \frac{1}{2} \omega^2 r^2, \quad (6.28) \]

which can be cast into this form,

\[ \frac{T}{T^{rot}} = 1 + \frac{\omega^2 r^2 - \mathbf{W} \cdot \mathbf{W}}{2 c_p T^{rot}}. \quad (6.29) \]

For a isentropic flow process, the density has the following relationship with temperature,

\[ \frac{\rho}{\rho^{rot}} = \left( \frac{T}{T^{rot}} \right)^{1/\gamma-1}. \quad (6.30) \]

Combining Eq. 6.29 and 6.30 yields,

\[ \frac{\rho}{\rho^{rot}} = \left[ 1 + \frac{\omega^2 r^2 - \mathbf{W} \cdot \mathbf{W}}{2 c_p T^{rot}} \right]^{1/\gamma-1} \quad (6.31) \]

Once the flow vector field \( \mathbf{W} \) is solved, Eq. 6.29 can be used to compute the static temperature, and as a result, the density can be worked out in Eq. 6.30.

6.1.2.2 Calculation of the velocity - approximate method

1. The continuity equation

In this subsection, an approximate method to calculate the velocity vector field will be explained. It is called an approximate method because the density variation in the pitchwise direction is neglected. The velocity field is decomposed into a mean and periodic part, i.e.,

\[ \mathbf{W} = \mathbf{V} - \omega \times \mathbf{r} = \mathbf{V} + \mathbf{v} - \omega \times \mathbf{r}, \quad (6.32) \]
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where “−” and “~” pertain to the mean and periodic component respectively. The continuity equation in the reference frame is,

$$\nabla \cdot (\rho \mathbf{W}) = 0.$$  \hspace{1cm} (6.33)

Taking \(\mathbf{W} = \mathbf{W} - \mathbf{\omega} \times \mathbf{r}\), Eq. 6.33 can be re-arranged to

$$\nabla \cdot \mathbf{W} = -\mathbf{\bar{W}} \nabla \ln \bar{\rho}$$ \hspace{1cm} (6.34)

Eq. 6.34 can also rewritten as,

$$\nabla \cdot \left(\bar{\rho} \mathbf{W}\right) = 0.$$ \hspace{1cm} (6.35)

To account for the blade blockage due to its thickness a stream thickness factor \(B_f\) can be included in Eq. 6.35, i.e.,

$$\nabla \cdot \left(\bar{\rho} B_f \mathbf{W}\right) = 0,$$ \hspace{1cm} (6.36)

in which

$$B_f = 1 - \frac{t_\theta}{r} \frac{B}{2\pi},$$ \hspace{1cm} (6.37)

t_\theta is the tangential thickness (\(\hat{\theta}\) direction) and \(r\) is the radius. The thickness normal to the camber line can be obtained from the following identity,

$$t_n = \frac{t_\theta}{1 + r^2 \left[ \left( \frac{\partial f}{\partial r} \right)^2 + \left( \frac{\partial f}{\partial z} \right)^2 \right]}$$ \hspace{1cm} (6.38)

A stream function \(\psi\) (Batchelor [2000]) can be used to describe the mean flow and it can be defined in such a way that

$$\mathbf{V} = \nabla \psi = -\frac{\rho_i}{r B_f \bar{\rho}} \frac{\partial \psi}{\partial z} \hat{\mathbf{r}} + \frac{\rho_i}{r B_f \bar{\rho}} \frac{\partial \psi}{\partial r} \hat{\mathbf{z}},$$ \hspace{1cm} (6.39)

where \(\rho_i\) is a reference density and \(\psi\) is the so called Stoke stream function for the axisymmetric flow in the cylindrical coordinates. Taking curl of LHS
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in Eq. 6.39 gives the mean vorticity vector $\overline{\Omega}$, namely,

$$\overline{\Omega} = \nabla \times \mathbf{V} = \left( \frac{\partial V_r}{\partial z} - \frac{\partial V_z}{\partial r} \right) \hat{\theta} \quad (6.40)$$

Using the $V_r$ and $V_z$ expressed in terms of $\psi$ in Eq. 6.39 and substituting them in Eq. 6.40 yields,

$$\overline{\Omega} = - \frac{\rho_i}{B_f \rho r} \left[ \frac{\partial^2 \psi}{\partial z^2} + \frac{\partial \psi}{\partial z} \left( \frac{\partial \ln(\rho/\rho_i)}{\partial z} + \frac{\partial \ln(1/B_f)}{\partial z} \right) \right] + \frac{\partial^2 \psi}{\partial r^2} - \frac{1}{r} \frac{\partial \psi}{\partial r} + \frac{\partial \psi}{\partial r} \left( \frac{\partial \ln(\rho/\rho_i)}{\partial r} + \frac{\partial \ln(1/B_f)}{\partial r} \right) \hat{\theta}. \quad (6.41)$$

The above equation shows the vorticity field of a mean flow field, and it is a general expression including the bound vorticity on the blade surface. The flow field is free of vorticity everywhere else but on the blade surface, i.e.,

$$\frac{\partial^2 \psi}{\psi z^2} + \frac{\partial \psi}{\partial z} \left( \frac{\partial \ln(\rho/\rho_i)}{\partial z} + \frac{\partial \ln(1/B_f)}{\partial z} \right) + \frac{\partial^2 \psi}{\psi r^2} + \frac{\partial \psi}{\partial r} \left( \frac{\partial \ln(\rho/\rho_i)}{\partial r} + \frac{\partial \ln(1/B_f)}{\partial r} \right) - \frac{1}{r} \frac{\partial \psi}{\partial r} = 0, \quad (6.42)$$

which is an elliptic differential equation that can be solved using the boundary conditions at two endwalls, upstream, and downstream.

- **End wall boundary conditions at hub and shroud.** On the hub and shroud wall, the velocity components normal to the hub and shroud contour must vanish. Thus,

$$\mathbf{V} \cdot \mathbf{n}_h = 0, \quad (6.43)$$

$$\mathbf{V} \cdot \mathbf{n}_s = 0, \quad (6.44)$$

in which $\mathbf{n}_h$ and $\mathbf{n}_s$ are the normal vectors to the hub and shroud.

- **Far upstream velocity boundary condition** The far upstream velocity is a design specification, i.e., the inlet velocity $\mathbf{V}_{-\infty}$ is given
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as a uniform constant a priori.

\[-\frac{1}{\rho} \frac{\partial \psi}{\partial m} \rho \frac{\partial \psi}{\partial m} = \mathbf{V}_{-\infty} \cdot \mathbf{n}_{\text{inlet}} \quad (6.45)\]

Using the boundary conditions described by Eq. 6.43, 6.44 and 6.45, Eq. 6.42 can be solved and therefore the mean flow velocity field \( \mathbf{V} \) is obtained. The only unknown left in Eq. 6.32 is the periodic velocity \( \tilde{\mathbf{v}} \). Next, we will show how to use the surface vorticity method and Clebsch formulation to calculate the periodic component.

2. The surface vorticity method and Clebsch decomposition for periodic flow

It is assumed that the incoming flow is inviscid, steady, and irrotational. The only vorticity is the bound vorticity on the full and splitter blade surfaces. Thus, the total vorticity, \( \Omega \) is

\[\Omega = \sum_{j=1}^{2} \Omega^j = \sum_{j=1}^{2} \Omega^j \delta_\rho(\alpha^j). \quad (6.46)\]

Using the Clebsch formulation suggested by Lamb [1975]; Wu et al. [2006], one may decompose the velocity vector \( \mathbf{V}^j \) to a potential and a rotational part, therefore,

\[\mathbf{V}^j = \nabla \phi^j + \lambda^j \nabla \mu^j, \quad (6.47)\]

where \( \phi(r, \theta, z) \), \( \lambda(r, \theta, z) \) and \( \mu(r, \theta, z) \) are the Clebsch scalars. Taking curl of Eq. 6.47 yields the vorticity vector \( \Omega^j \)

\[\Omega^j = \nabla \times \mathbf{V}^j = \nabla \times (\nabla \phi^j - \lambda^j \nabla \mu^j) \]

\[= \nabla \times \nabla \phi^j + \left[ \lambda^j \nabla \times (\nabla \mu^j) + (\nabla \lambda^j) \times (\nabla \mu^j) \right], \quad (6.48)\]

in which \( \nabla \times \nabla \phi^j = 0 \) and \( \nabla \times \nabla \mu^j = 0 \), leaving us

\[\Omega^j = (\nabla \lambda^j) \times (\nabla \mu^j) \quad (6.49)\]
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The mean vorticity vector may be written as

$$\boldsymbol{\Omega}^j = \nabla \times \mathbf{V}^j = \nabla \lambda^j \times \nabla \mu^j$$  \hspace{1cm} (6.50)

Since the vorticity is the bound vorticity on the blade surface, it must be normal to the gradient of the blade surface $\nabla \alpha^j$. Hence, the vorticity can be written as a product of two vectors, one of which is $\nabla \alpha^j$, and it must be grad of the scalar $\mu^j$. The other vector factor should be $r \mathbf{V}^j_\theta$.

Using Eq. 6.50

$$\boldsymbol{\Omega}^j = \nabla \times \mathbf{V}^j = \left( \frac{1}{r} \frac{\partial V^j \theta}{\partial z} - \frac{\partial V^j z}{\partial \theta} \right) \hat{r} + \left( \frac{\partial V^j r}{\partial \theta} - \frac{\partial V^j \theta}{\partial z} \right) \hat{\theta} + \frac{1}{r} \left( \frac{\partial (r \mathbf{V}^j \theta)}{\partial r} - \frac{\partial V^j r}{\partial \theta} \right) \hat{z}$$  \hspace{1cm} (6.51)

Since the mean is taken in the tangential direction, $\partial()/\partial \theta = 0$

$$\overline{\boldsymbol{\Omega}}^j = \nabla \times \bar{\mathbf{V}}^j = \left( -\frac{1}{r} \frac{\partial (r \mathbf{V}^j \theta)}{\partial z} \right) \hat{r} + \left( \frac{\partial \mathbf{V}^j r}{\partial \theta} - \frac{\partial \mathbf{V}^j \theta}{\partial z} \right) \hat{\theta} + \frac{1}{r} \frac{\partial \mathbf{V}^j r}{\partial r} \hat{z}$$  \hspace{1cm} (6.52)

Expanding Eq. 6.50 directly leads to

$$\nabla \mu^j = - \frac{\partial f^j}{\partial r} \hat{r} + \frac{1}{r} \hat{\theta} - \frac{\partial f^j}{\partial z} \hat{z}$$

$$\nabla \lambda^j = \frac{\partial \lambda^j}{\partial r} \hat{r} + \frac{1}{r} \frac{\partial \lambda^j}{\partial \theta} \hat{\theta} + \frac{\partial \lambda^j}{\partial z} \hat{z}$$

$$\overline{\nabla}^j = \nabla \lambda^j \times \nabla \mu^j$$

$$= - \frac{1}{r} \frac{\partial \lambda^j}{\partial z} \hat{r} + \left( \frac{\partial \mathbf{\lambda}^j}{\partial r} \frac{\partial f^j}{\partial z} - \frac{\partial \mathbf{\lambda}^j}{\partial z} \frac{\partial f^j}{\partial r} \right) \hat{\theta} + \frac{1}{r} \frac{\partial \lambda^j}{\partial r} \hat{z}$$  \hspace{1cm} (6.53)

It is obvious that

$$\lambda = r \mathbf{V}_\theta \ & \ \lambda^j = (r \mathbf{V}_\theta)^j$$  \hspace{1cm} (6.54)

by comparing the $\hat{r}$ and $\hat{z}$ components in Eq. 6.52 with Eq. 6.53. Finally,

$$\mathbf{\Omega} = \sum_{j=1}^{2} \mathbf{\Omega}^j = \sum_{j=1}^{2} \overline{\nabla}^j \delta_p(\alpha^j) = \sum_{j=1}^{2} \left( \nabla \left( r \mathbf{V}_\theta \right)^j \times \nabla \alpha^j \right) \delta_p(\alpha^j).$$  \hspace{1cm} (6.55)
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Let us recall Eq. 6.32 we have

\[ \mathbf{V}^j = \mathbf{V}^j + \tilde{\mathbf{v}}^j. \] (6.56)

Consequently, the vorticity field will be,

\[ \Omega^j = \Omega^j + \tilde{\Omega}^j. \] (6.57)

Combining Eq. 6.57 and 6.55 gives

\[ \tilde{\Omega}^j = \Omega^j - \Omega^j = \nabla(r\nabla\theta^j) \times \nabla \alpha^j [\delta_p(\alpha^j) - 1], \] (6.58)

in which \( S'(\alpha^j) = \delta_p(\alpha^j) - 1 \) shown by Lighthill [1967] and \( S'(\alpha^j) \) is a periodic sawtooth function defined as

\[ S(\alpha^j) = \sum_{n=-\infty, n\neq 0}^{+\infty} \frac{e^{inB\alpha^j}}{inB}. \] (6.59)

Taking curl of \( S(\alpha^j)\nabla(r\nabla\theta^j) \)

\[ \nabla \times [S(\alpha^j)\nabla(r\nabla\theta^j)] = \nabla S(\alpha^j) \times \nabla(r\nabla\theta^j) + S(\alpha^j)\nabla^2(r\nabla\theta^j) \]
\[ = S'(\alpha^j)\nabla \alpha^j \times \nabla(r\nabla\theta) + 0 \]
\[ = -\nabla(r\nabla\theta) \times \nabla \alpha^j S'(\alpha^j) \] (6.60)

Using Eq. 6.60 and 6.58 leads to

\[ \tilde{\mathbf{v}}^j = \nabla \tilde{\phi}^j - S(\alpha^j)\nabla(r\nabla\theta)^j. \] (6.61)

Thus,

\[ \mathbf{V}^j = \nabla \phi^j + (r\nabla\theta)^j \nabla \alpha^j. \] (6.62)

The continuity equation Eq. 6.33 can be written as

\[ \nabla \cdot \tilde{\mathbf{v}} = -\tilde{\mathbf{v}} \cdot \nabla \ln \bar{\rho}. \] (6.63)
Substituting Eq. 6.61 into 6.63 gives

$$\nabla^2 \tilde{\phi}_j = S(\alpha_j) \nabla^2 (rV_\theta^j) - S'(\alpha_j)(rV_\theta^j)\nabla \alpha_j - \mathbf{\tilde{v}}_j \cdot \ln \rho^j,$$  \hspace{1cm} (6.64)

where the first two terms on the RHS are zeros outside the blade rows. We can express the potential \( \tilde{\phi}_j \) using the Fourier series since it is periodic in the pitchwise direction,

$$\tilde{\phi}_j(r, \theta, z) = \sum_{n=-\infty}^{\infty} \tilde{\phi}_n(r, z)e^{in\theta}.$$  \hspace{1cm} (6.65)

Inserting Eq. 6.65 into 6.64 yields

$$\nabla^2 \tilde{\phi}(r, \theta, z) = \sum_{n=-\infty}^{\infty} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \tilde{\phi}_n}{\partial r} \right) + \frac{\partial^2 \tilde{\phi}_n}{\partial z^2} - \frac{\tilde{\phi}_n}{r^2n^2B^2} \right] e^{in\theta}$$

$$\hspace{2cm} = \sum_{n=-\infty}^{\infty} \left[ \frac{1}{r} \frac{\partial \tilde{\phi}_n}{\partial r} + \frac{\partial^2 \tilde{\phi}_n}{\partial r^2} + \frac{\partial^2 \tilde{\phi}_n}{\partial z^2} - \frac{\tilde{\phi}_n}{r^2n^2B^2} \right] e^{in\theta}$$  \hspace{1cm} (6.66)

where the Laplacian \( \nabla^2 \) in the cylindrical coordinates is

$$\nabla^2 = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2}. \hspace{1cm} (6.67)$$

The \( n \)th harmonic of the potential function for the periodic flow is

$$\left\{ \begin{array}{l}
\frac{\partial^2 \tilde{\phi}_n}{\partial r^2} + \frac{1}{r} \frac{\partial \tilde{\phi}_n}{\partial r} + \frac{\partial^2 \tilde{\phi}_n}{\partial z^2} + \frac{\partial \tilde{\phi}_n}{\partial r} \frac{\partial (\ln \rho)}{\partial r} + \frac{\partial \tilde{\phi}_n}{\partial z} \frac{\partial (\ln \rho)}{\partial z} - \frac{n^2 B^2}{r^2} \tilde{\phi}_n
\end{array} \right\}^j$$

$$\hspace{2cm} = \left\{ \begin{array}{l}
e^{-inBf(r,z)} \left[ \nabla^2 rV_\theta + \frac{\partial (rV_\theta)}{\partial r} \frac{\partial (\ln \rho)}{\partial r} + \frac{\partial (rV_\theta)}{\partial z} \frac{\partial (\ln \rho)}{\partial z} \right]
\end{array} \right\}^j,$$  \hspace{1cm} (6.68)

In order to solve the unknown Fourier coefficients in the above potential flow equation, the physical boundary conditions need to be imposed:

- **End wall boundary conditions at hub and shroud.** On the hub and shroud wall, the velocity components normal to the hub and
shroud contour must vanish. Thus,

\[ \mathbf{v} \cdot \mathbf{n}_h = 0, \quad (6.69) \]
\[ \mathbf{v} \cdot \mathbf{n}_s = 0, \quad (6.70) \]

in which \( \mathbf{n}_h \) and \( \mathbf{n}_s \) are the normal vectors to the hub and shroud.

Inserting Eq. 6.69 and 6.70 into Eq. 6.64

\[ \frac{\partial \phi_j}{\partial n_h} = \frac{\partial (rV_\theta)_j e^{-inBj(r,z)}}{inB}, \quad (6.71) \]
\[ \frac{\partial \phi_j}{\partial n_s} = \frac{\partial (rV_\theta)_j e^{-inBj(r,z)}}{inB}, \quad (6.72) \]

- **Uniform flow at the far upstream and downstream.** The flow is assumed to be perfectly uniform at far upstream and downstreams, i.e., there is only axial velocity at far upstream and only radial velocity at the downstream. This can be realised by imposing,

\[ \phi_j = 0. \quad (6.73) \]

Thus, for each of the harmonics of the periodic flow Eq. 6.68 can be solved subject to the Neumann boundary conditions using Eq. 6.71, 6.72, and Dirichlet boundary condition Eq. 6.73.

- **Kutta-Joukowski condition at the trailing edge.** At the blade trailing edge, Kutta-Joukowski condition imposes zero tangential pressure loading, i.e., \( p^- = p^+ \). Recall Eq. 6.19, the Kutta-Jowkowski condition requires that

\[ W_{mb}^j \frac{\partial (rV_\theta)_j}{\partial m^j} = 0, \quad (6.74) \]

which holds true at the blade trailing edge. A similar condition can also be imposed at the leading edge. If \( W_{mb}^j \frac{\partial (rV_\theta)_j}{\partial m^j} \) is set to be zero at the leading edge, it means that the blade row designed is precisely parallel to the local velocity vector, i.e., zero incidence angle at the leading
edge. It is however not necessary to maintain the zero incidence angle at the leading edge. As a matter of fact, the leading edge loading has complete freedom in the current inverse method for optimising a blade design.

6.1.2.3 Calculation of the velocity - exact method

1. The modified continuity equation

So far we have described a method to calculate the density and an approximate to calculate the mean and periodic velocity field based on the assumption that the pithwise variation of density is completely ignored. This approximation can reduce the complexity of numerically evaluating the three dimensional flow field at a cost of accuracy. An exact method will be discussed below when the density variations are considered at all three dimensions.

Let us first recall the continuity equation 6.33, the tangential average of this equation must take the form

\[ \nabla \cdot \mathbf{W} = -\mathbf{W} \cdot \nabla \ln \rho, \]  

(6.75)

which cannot be directly used to define the stream function as used in Eq. 6.39 neither can a governing equation for the mean flow be obtained. Let us define an artificially modified density \( \rho_{am} \) holding the equation

\[ \nabla \cdot \rho_{am} \mathbf{W} = 0. \]  

(6.76)

to be valid. \( \rho_{am} \) can be found through the equation below

\[ \mathbf{W} \cdot \nabla \ln \rho_{am} = \mathbf{W} \cdot \nabla \ln \rho, \]  

(6.77)

which can be interpreted as: the tangential average of the dot product between the relative velocity and gradient of the density’s natural logarithm is equivalent to the dot product between the mean of the relative velocity and gradient of an artificially modified density’s natural logarithm. Eq. 6.76
then allows the same stream function treatment used in the last subsection for the mean flow field calculations.

2. The surface vorticity method and Clebsch formulation for periodic flow

Using the artificially modified density the continuity equation 6.63 for the periodic flow is recast into

\[
\nabla \cdot \tilde{v} = -\nabla \cdot \tilde{W} - \tilde{W} \nabla \ln \rho - \tilde{v} \nabla \ln \rho = -\nabla \cdot \tilde{W} - \tilde{W} \cdot \nabla \ln \rho
\]

(6.78)

Consequently, Eq. 6.64 is changed to

\[
\nabla^2 \hat{\phi}^j = S(\alpha^j) \nabla^2 (rV_\theta)^j - S'(\alpha^j)(rV_\theta)^j \nabla \alpha^j - \tilde{v}^j \cdot \ln \rho^j \\
+ \tilde{W}^j \cdot \nabla \ln \rho^j - \tilde{W}^j \cdot \nabla \ln \rho^j
\]

(6.79)

which is very similar Eq. 6.64 everywhere except for the third and fourth terms included due to the new strategy of writing the continuity equation. Zangeneh [1991] has explained that Eq. 6.79 can be solved by using the inverse discrete Fourier transform, which is,

\[
\phi(r, \theta, z)^j = \sum_{n=-N/2}^{N/2-1} \phi_n(r, z)^j e^{ik_n \theta_q},
\]

(6.80)

where \( \theta_q = q\Delta \theta \), \( q \) is non-negative integer. \( \theta_q \) represent the tangential coordinates of a set of points on a uniformly spaced grid in the tangential direction. The set \( k_n \) is defined as,

\[
k_n = \frac{2\pi n}{N\Delta \theta}
\]

(6.81)

for \( n = -\frac{N}{2}, \cdots, 0, \cdots, \frac{N}{2} - 1 \), and it should be chosen to eliminate the aliasing effects.

Substituting Eq. 6.80 and 6.81 into Eq. 6.79 the governing equation for the
periodic flow is obtained as following,

\[
\frac{\partial^2 \phi_n}{\partial r^2} + \frac{1}{r} \frac{\partial \phi_n}{\partial r} + \frac{\partial^2 \phi_n}{\partial z^2} + \frac{\partial \phi_n}{\partial z} \frac{\partial (\ln \rho)}{\partial z} - \frac{n^2 B^2}{r^2} \phi_n + R_n(r, z) = e^{-inBf(r, z)} \nabla^2 rV_\theta - e^{-inBf(r, z)} \left[ \frac{\partial f}{\partial r} \frac{\partial (rV_\theta)}{\partial r} + \frac{\partial f}{\partial z} \frac{\partial (rV_\theta)}{\partial z} \right],
\]

(6.82)

where

\[
R_n(r, z) = \frac{1}{N} \sum_{q=1}^{N} (\mathbf{W} \cdot \nabla \ln \rho) e^{-\frac{2\pi q n}{N}}.
\]

(6.83)

When \( n = 0 \), Eq. 6.82 becomes the Clebsch formulation of the mean flow continuity equation and thus it needs to be neglected in the solutions of the periodic flow field. Since the potential function of the periodic flow is real, its Fourier transform has the following property with its conjugate,

\[
(\phi_{-n})^j = (\phi_n^{**})^j
\]

(6.84)

where \( ** \) denotes the complex conjugate. Eq. 6.82 is then only needed to solved for half of the frequency spectrum \( k_n \) defined in Eq. 6.81. The boundary conditions needed for solving Eq. 6.82 are the same as what has been described in the last subsection, i.e., 1) zero normal velocity at hub and shroud wall (Neumann condition); 2) purely axial periodic flow and radial periodic flow at far upstream and downstream respectively (Dirichlet condition); 3) Kutta-Joukowski boundary condition (no pressure different at the blade TE).

### 6.1.3 Blade shape calculation

In the last subsection the detailed formulations for determining the flow field are presented. Once the flow field information is known, it is possible to compute the blade shape based on the following boundary condition,

\[
\mathbf{W}^j \cdot \nabla \alpha^j = 0,
\]

(6.85)
which means the blade shape needs to be aligned to the velocity vector, and

\[ W_{bl}^j = \left( \frac{W^+ - W^-}{2} \right)^j \]

(6.86)

where \( W^+ \) and \( W^- \) are velocities of the flow on the upper and lower surface respectively. Inserting Eq. 6.86 into 6.85 yields,

\[ V_z^j \frac{\partial f^j}{\partial z} + V_r^j \frac{\partial f^j}{\partial r} = \sum_{k=1}^{2} \left( \frac{r V_\theta}{r^2} \right)^k - \omega + (\vec{v}_{bl} \cdot \nabla \alpha^j), \]

(6.87)

When the superscripts are equal to 1, then Eq. 6.87 pertains to the full blade, and when it is equal to 2, Eq. 6.87 pertains to the splitter blade. The above equation is a first order hyperbolic partial differential equation and it can be solved by integrating it along the meridional projection of the streamlines on the blade surface. It cannot be solved without specifying the initial value for \( f \). This value shall be called the stacking condition of the blade. In the current method the values of the blade wrap angle \( f \) at the blade trailing edge are given as inputs.

Eq. 6.42, 6.68, 6.82 and 6.87 are solved using finite difference method in a body fitted coordinate \((\xi - \eta)\) tranformed from the meridional frame \( r - z \). The detailed numerical algorithms can be found in section 2.5 and 2.6 of the work by Zangeneh [1991].

### 6.2 Parametrisation of the blade loading

In the last three subsections a great deal of mathematical formulations and physical interpretation of the inverse method’s flow solver and blade shape generation algorithm have been discussed. We have emphasised that the primary feature of the current inverse method is its prescription of the blade lading. This quantity directly affects the fluid dynamics in the blade channel, resulting in different exit flow performances. Therefore, controlling the blade loading can help to control the performances of a turbomachine. In this subsection, we will present the way in which the blade loading is parametrically defined.
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6.2.1 \( rV_\theta^* \) at LE and TE

First we introduce \( rV_\theta^* \), which is a non-dimensionalised parameter and defined by

\[
rV_\theta^* = \frac{rV_\theta}{r_{tip}U_{tip}},
\]

in which \( r_{tip} \) and \( U_{tip} \) are the impeller’s radius and tangential speed at the trailing edge. If we recall Eq. 6.1, we know that this quantity is the specific Euler work of a turbomachine. The average change of this quantity from the inlet to outlet determines how much energy the flow receives/gives to the impeller. It is possible to define \( rV_\theta^* \) with some variations from hub to shroud at both inlet and outlet. We also need to remind ourselves that \( rV_\theta^\ast \) has been divided into two parts for the full and splitter blades separately. Thus, it is also possible to specify the ratio between \((rV_\theta^*)^1\) and \((rV_\theta^*)^2\). Again, here the superscript 1 and 2 pertain to the full and splitter blade respectively. Let us define a work ratio \( \kappa \) that controls the splitter’s contribution, as is given below,

\[
\kappa = \frac{(rV_\theta^*)^2}{rV_\theta^*},
\]

where \( rV_\theta^* = \sum_{j=1}^{2} (rV_\theta^*)^j \). This is a very useful parameter that can help to divide the work contributed from the full and splitter blade which in turn results in many different flow behaviours in the blade channel. Thus, this work ratio \( \kappa \) can also be treated as an optimisation parameter.

To summarise:

- At the leading edge: \( rV_\theta^* \) is a given constant. It needs to be zero everywhere from hub to shroud for a free vortex design.

- At the trailing edge: \( rV_\theta^* \) is a given constant. It needs to remain constant from hub to shroud for a free vortex design but is not essential for best overall performance of a compressor. In practice it is also common to introduce some variations to \( rV_\theta^* \) from hub to shroud section to adjust the exit flow’s uniformity and reduce tip leakage flow.

- The splitter work ratio: \( \kappa \) needs to be properly defined at both hub and
shroud so that feasible solutions can be found. Too large or small value of \( \kappa \) will result in non-realistic blade geometry or convergence difficulties for the solver. It is common practice to initially define the \( \kappa \) to be close to meridional length ratio between the splitter and full blade.

6.2.2 \( \partial rV_\theta^*/\partial m^* \) from the inlet to outlet

Now let us recall the blade loading equation for the compressible flow

\[
\Delta h^j = (h^+ - h^-)^j = \frac{2\pi}{B} \left( W_{mb} \frac{\partial (rV_\theta^*)}{\partial m^*} \right)^j,
\]

in which \( m^* \) is the normalised meridional distance from impeller leading to trailing edge. It is clear that \( \Delta h \) is determined by the values of \( W_{mb} \) and \( \partial (rV_\theta^*)/\partial m^* \).

As has been pointed by Borges [1990a] \( W_{mb} \) should vary smoothly from the inlet to outlet in a machine well designed. So, the blade loading will roughly vary in a way that follows the distribution of \( \partial (rV_\theta^*)/\partial m^* \) from the inlet to outlet along the blade streamlines. The problem is now reduced to the specification of \( \partial (rV_\theta^*)/\partial m^* \) along the streamlines of full and splitter blade from the inlet to outlet. Let us assume a frame made of \( \partial (rV_\theta^*)/\partial m^* \) and \( m^* \). As has been discussed in the last section, this quantity at the leading \( (m^* = 0) \) and trailing \( (m^* = 1) \) edges is subject to imposed boundary conditions.

- \( m^* = 0 \). At the inlet, the blade loading will largely determine the blade row’s incidence angle. If \( \partial (rV_\theta^*)/\partial m^* \) is set to be zero, then the blade row is perfectly aligned with inlet flow velocity. However, it is not necessary to be zero for the optimal performances. Adjusting \( \partial (rV_\theta^*)/\partial m^* \) at the inlet is a very useful way for controlling the peak efficiency point and operating range of a turbomachine.

- \( m^* = 1 \). At the outlet, the blade loading is constrained to be zero to satisfy the Kutta-Joukowski condition, i.e., \( \partial (rV_\theta^*)/\partial m^* \) is always zero at the impeller exit.

- \( 0 < m^* < 1 \). Between the inlet and outlet there can be infinite ways constructing the \( \partial (rV_\theta^*)/\partial m^* \), but the rule of thumb is to represent as many
blade loadings as possible with as few parameters as possible. Since the optimisation in inverse design approach is not the geometric parameters optimisation but the aerodynamic parameters optimisation, the fewer parameters used to define the blade loading, the less effort required. For example, Tjokroaminata [1992]; Yang [1991] used a biharmonic solver to define the blade loading distribution as a polynomial curve, which is not every easy to implement. In the current study an alternative method is used for simplicity. The blade loading curve consists of three segments connecting from the inlet to outlet in the meridional direction. At two ends two parabolic curves are used and a linear curve is used to connect the two parabolic curves. This arrangement requires four variables to define a complete blade loading curve, which are explained below:

- DRVT. It is the parameter of the normalised $rV^*_{\theta}$ at the inlet where $m^* = 0$;
- NC. It is the parameter of normalised $m^*$ where the first parabolic curve ends;
- ND. It is the parameter of normalised $m^*$ where the second parabolic curve begins, and it must be greater than NC;
- Slope. It is the slope of a linear curve that connects the parabolic curves at NC and ND.

Both of the full and splitter blade loading curve are defined in this same manner, and it is possible to define the blade loading curves at all hub, midspan, and shroud section, or for simplicity, defining at hub and shroud is also sufficient. Figure 6.2 is an example of the blade loading curves constructed in such a three segment way. Since each blade loading curve is constructed using four different parameters, the total number of parameters controlling $\partial (rV^*_{\theta})/\partial m^*$ including three sections for both full and splitter blades is 24. There are four other parameters controlling $rV^*_{\theta}$ distribution, which are the values of $rV^*_{\theta}$ at the impeller exit’s hub and shroud, and values of $\kappa$ at the impeller exit’s hub and shroud. Thus, the total aerodynamic field is controlled by 28 parameters. Using these parameters listed here, we
can convert the geometric parametrisation problem of the conventional/direct design approach into the aerodynamic or hydrodynamic (when flow is a liquid rather than a gas) parametrisation. It is not difficult to understand that this inverse method has more correlation with turbomachine’s performances. However, it is rarely needed to perform the optimisation using all the 28 parameters listed here. A great deal of experience has already been accumulated on how to set the blade loading parameters for the optimal performances.

6.3 Summary

Quite thorough explanations of the key mathematical formations for the inverse design theory have been presented in this chapter. Starting with the fundamental turbomachinery Euler equation, a correlation between the blade surface circulation and the loading on each point of the blade has been derived using the Kutta-Joukowski lift force theory. In the previous literatures (Hawthorne et al. [1984]; Tan et al. [1984]) , no such step-by-step derivations were given, which has caused difficulty for readers to fully comprehend the essence of this elegant design
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theory. It is therefore decided to present the derivation here in a rigorous mathematical way with physical interpretations. In addition to that, it has shown the difference between the blade loading prescription for the incompressible and compressible flow conditions. Essentially, it is the static pressure difference between upper and low surface are prescribed for the incompressible flow, whereas the enthalpy jump must be used for the compressible flow. In the work by Zangeneh [1991], a different approach to derive the enthalpy jump was used. However, the method used in this chapter is more intuitive and easier for understanding.

Following the complete derivation of key blade loading equation, the key formulations for the flow solver were presented. This part of the work was also fully explained in the work by Zangeneh [1988] and Zangeneh [1991].

In the end, the parametrisation of the blade loading was explained. The so-called three-segment method is quite robust and has achieved a number of successful designs. A latest example is a redesign of a low pressure ratio compressor for electric supercharger used in a heavily downsized engine. Wang et al. [2017] has shown by both CFD predictions and test data that the redesigned compressor has significant advantages in terms of pressure ratio, choke/surge margin and efficiency.
In this chapter the design and analysis for a new transonic impeller will be presented. We shall begin with the analysis of the existing compressor used by Napier Turbochargers. Its aerodynamic performances will be predicted by CFX and compared with the test data to validate the CFD model used. The redesigned procedures in TURBOdesign1 shall then be discussed in detail, and the redesigned impeller will be simulated in the same way as the baseline design to ensure the comparisons are valid. In addition, the FEA modelling will be applied to investigate both impellers’ structure integrity.

Figure 7.1 shows a schematic of the overall design process. As can be seen, the FEA analysis is first carried out after a design is generated by TD1 to confirm the mechanical feasibility. If a design cannot pass the mechanical criterion, further simulations are not allowed. The information will be fed back to the design block to get a new design. Once the FEA analysis confirms a design’s mechanical
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Feasibility, it will be meshed and simulated using CFX with no volute included. The compressor characteristic map can then be generated and compared with the baseline’s. At the same time the fluid quantities calculated will be imported to the acoustic solver for the noise level evaluations. Once a design with both higher efficiency and lower noise is found, the complete stage will be used for CFD simulations. The final design will be prototyped and tested at Napier’s test stand.

7.1 Analysis of the existing compressor stage

The existing compressor stage comprises a ported shroud, an impeller wheel, a vaned diffuser wheel, and a volute. It is a state-of-the-art product of Napier Turbocharger Ltd, whose application mainly lies in large marine ships. In the present study, only the impeller wheel was redesigned and optimised. A complete redesign and evaluation of all components is beyond the purpose of this thesis.
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7.1.1 Geometry details of baseline impeller

The baseline wheel has a common full-splitter blade arrangement used in turbochargers for the wide operating range and high performance. Its important geometric parameters are summarised in Table 7.1. The meridional housing of this impeller is given in Fig. 7.2 and its 3D view is given in Fig. 7.3.

<table>
<thead>
<tr>
<th>Shaft speed</th>
<th>17k - 32.5k rpm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade count full/splitter</td>
<td>11/11</td>
</tr>
<tr>
<td>Full LE hub radius</td>
<td>40.81 mm</td>
</tr>
<tr>
<td>Full LE shroud radius</td>
<td>118.28 mm</td>
</tr>
<tr>
<td>Diffuser inclination against radial</td>
<td>13 deg</td>
</tr>
<tr>
<td>Tip clearance</td>
<td>0.504 mm at inlet to 0.557 mm at exit</td>
</tr>
<tr>
<td>Diffuser inlet radius ($r_3$)</td>
<td>210.51 mm</td>
</tr>
<tr>
<td>Diffuser outlet radius ($r_4$)</td>
<td>283.65 mm</td>
</tr>
</tbody>
</table>

7.1.2 CFD analysis for the existing compressor stage

In this subsection, the CFD simulations are used to predict the baseline compressor stage’s performances and the predictions will be validated against the test data.

7.1.2.1 Grid independence study

First, a grid independence was carried out to get the minimum mesh size needed for impeller and diffuser. It is assumed that the incoming flow is normal to the inlet surface and total temperature and pressure used are 298 K and 101.325 kPa. Only one (out of 11) impeller and one (out of 19) diffuser channel were used. The interface between the rotor and stator domain was set to be stage model, which performs a circumferential averaging of the fluxes on the interface. Thanks to the same impeller exit and diffuser inlet width, the pitch ratio between rotating and stationary domain is 11/19. Their interface plane is radially off-set by 3 mm from impeller’s trailing edge. At the outlet different static pressures were used first until the compressor started stall, the mass flow boundary conditions were then
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Figure 7.2: Meridional contour of the baseline impeller and diffuser

Figure 7.3: 3D view of the baseline impeller wheel
selected. The mass flow rate was reduced gradually until no further convergence was possible. As to the turbulence modelling, the shear stress transport (SST) model was used. Structured meshes were created for the impeller and diffuser using TurboGrid, which generated three different meshes, termed as, “coarse”, “medium” and “fine” for calculations. Table 7.2 presents the grid numbers for the impeller and diffuser respectively. In Fig. 7.5 are compared the compressor characteristics predicted using these three different mesh schemes at speedline 1800 (about 30krpm), all of which are able to ensure Y+ less than 5 everywhere except the cut-off trailing edge. The mass flows are normalised values, which are divided by the design point mass flow. It can seen that all three meshes predict very similarly choke margin, however, as the mass flow reduces, the pressure ratio and efficiency predicted by coarse mesh are obviously lower than those predicted by medium and fine mesh simulations. On the other hand the medium and fine

Table 7.2: Three different meshes used for the mesh-independence study

<table>
<thead>
<tr>
<th></th>
<th>Fine</th>
<th>Medium</th>
<th>Coarse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impeller</td>
<td>1748k</td>
<td>992k</td>
<td>432k</td>
</tr>
<tr>
<td>Diffuser</td>
<td>401k</td>
<td>231k</td>
<td>105k</td>
</tr>
</tbody>
</table>
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Non-dimensionalised Mass flow

Pressure ratio (tot-tot)  
1.125  1.13  1.135  1.14  1.145  1.15  1.155  1.16

4.6  4.8  5  5.2  5.4  5.6  5.8  6

Fine  Medium  Coarse

Non-dimensionalised Efficiency (tot-tot)  
1.125  1.13  1.135  1.14  1.145  1.15  1.155  1.16

0.84  0.86  0.88  0.9  0.92  0.94  0.96  0.98

Fine  Medium  Coarse

Figure 7.5: CFD predictions of the compressor characteristics under three meshes in Table 7.2 at speedline 1800 (about 30krpm)

meshes give fairly close results until the surge point. It is therefore decided to use the medium-sized mesh as the benchmark for all future simulations.

7.1.2.2 Validation with test results

The complete compressor stage simulations including impeller, diffuser and volute were performed at four different speedlines. As Fig. 7.6 shows, the CFD set up for the compressor stage includes an intake connected to a single blade channel, followed by a single vaned diffuser channel and a complete volute. The two interfaces, between the rotor-stator and stator-volute respectively, are both modelled by “stage model” (also known as mixing plane) in CFX. The inlet and outlet boundary conditions were set up in same way as previously mentioned.

Figures 7.7 and 7.8 show the comparisons of the predicted pressure ratio and efficiency versus the mass flow characteristics at 4 different speedlines $N_s$ ($N_s = \frac{\omega}{\sqrt{T}}$, in which $\omega$ is the rotational speed in rpm and $T$ is reference temperature at the inlet). In general there is good agreement between the CFD and experimental results except that there is some underestimation of the choke margin at speedline 1600, and the reason is still not clear. It should be noted that the predicted stall margins for speedlines 1300, 1600, and 1800 are less
than the measurements, which is likely due to the ported shroud included in the test but not in the CFD calculations. Since the complete 3D CAD geometry of the ported shroud was not available, we could not include it in the simulations. The predicted stall margin at speedline 1000 is very close to the experimental one, which conforms to the usual knowledge that the ported shroud can only effectively work for high pressure ratio conditions. The CFD calculated efficiencies at different speedlines are greater than the test results, which can result from:

- friction and non-adiabatic losses that are not modelled in CFD;
- losses due to the reverse flow in the ported shroud;
- the “stage model” idealised the flow dynamics across the interface and underestimated the mixing losses;
- the temperatures measured by the probes at the discharging duct could not represent the mass averaged temperatures at the outlet plane calculated in CFX.

To conclude, although there are indeed some differences between the CFD simulations and experimental measurements, the overall trend from CFD matches quite well with the test data. CFD modelling can provide very good insights to
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Figure 7.7: Comparisons between the predicted and measured baseline compressor's characteristics: pressure ratio

the compressor performance predictions, and hence the same CFD set-ups will be used for the redesigned compressor stage.

7.2 Design of the new impeller using TURBOdesign1

In this section the detailed design procedures and input parameters that are needed to solve Eq. 6.87 will be discussed. All the redesigning work was completed using the inverse design code TD1 and its theoretical formulations were explained in great detail in Chapter 6. As has been stated before, the specific design targets are twofold:

- to reduce the aerodynamic noise at top operating speed;
- to enhance the aerodynamic performances at those high operating speeds.
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7.2.1 Design point selection

The choice of the design point on a compressor map has a major impact on the final design’s overall performances. The common practice is to let the design point be the peak efficiency point on the most used speedline. This strategy could result in a compressor map with a single point highly optimised but leave the other off-design points with poor performances. Under this conventional assumption we may choose the BEP on the performance curve of speeline 1800 (that is equivalent to 30k rpm). However designing at this speed would result in a design that is optimised for one point but not at other speedlines. In the work by Zangeneh et al. [2011], it has been confirmed that designing the transonic compressor at 80% of the full speed can be beneficial for the entire map’s overall performances. Thus, we followed the same strategy and decided to design at speedline 1600 (that is equivalent to 26k rpm, and the maximum allowed speed for the Napier’s compressor 32.5k rpm,) to carry out the current design. Figure 7.9 shows the predicted pressure ratio and efficiency characteristics against mass flow rate at

Figure 7.8: Comparisons between the predicted and measured baseline compressor’s characteristics: efficiency
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(a) Predicted pressure ratio measured at impeller exit
(b) Predicted efficiency measured at impeller exit

Figure 7.9: CFD prediction of Napier baseline impeller performances at 26krpm this speed. The BEP, corresponding to the highlighted point, was selected as the final design point.

7.2.2 Meridional contour and number of blades

The hub and shroud sections for the new impeller wheel were kept the same as the baseline, as can be seen Fig. 7.10. The number of blades is also kept the same as the baseline wheel, i.e., 11 full/splitter blades. It should be mentioned that it is also possible to perform the optimisation including the simultaneous variation of both meridional housing and blade loading parameters, which is a more complicated hybrid optimisation scheme. This strategy is fully achievable in another module of TURBodeign Suite, namely, TURBodeign Optima. However, in the current study no effort was made to include the change of the meridional housing for the new impeller design.

7.2.3 Thickness distribution

The thickness of the full and splitter blades were specified individually as inputs for the TD1 code. The thickness distribution was first extracted from the baseline impeller and it was decided to increase the hub thickness by 15% to avoid the
high stress issues during the design process, as can be seen in Figs. 7.11 and 7.12, in which the normal thickness at different spanwise position are plot against the normalised meridional length.

### 7.2.4 Inlet boundary conditions

The boundary conditions specified at the inlet include the total temperature, total pressure and volume flow rate. The inlet total temperature and pressure are set to be 298 K and 101.135 kPa. The volume flow rate is calculated using the mass flow of the design point highlighted in Fig. 7.9 and air density.

The inlet velocity profile is set to be perfectly uniform without any swirl velocity, thus the distribution of $rV_\theta^*$ from hub to shroud at the impeller leading edge is zero throughout.

### 7.2.5 Blockage factor

In the presence of transonic flows inside blade cascades, a displacement thickness of boundary layer is always observed. This thickness works as a blockage to reduce the effective flow area, for which Khalid et al. [1999]; Suder [1997] conducted thorough studies and quantified it as

$$\text{BLK} = 1 - \frac{\text{effective area}}{\text{geometric area}} = 1 - \frac{A_g - \int \delta^* dr}{A_g}, \quad (7.1)$$
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Figure 7.11: Comparisons of full blade thickness at different spanwise height: (a) Hub section; (b)25% spanwise height; (c)50% spanwise height; (d)75% spanwise height; (e)98% spanwise height; (f)Shroud section

Figure 7.12: Comparisons of splitter blade thickness at different spanwise height: (a) Hub section; (b)25% spanwise height; (c)50% spanwise height; (d)75% spanwise height; (e)98% spanwise height; (f)Shroud section
where $BLK$ represents the blockage, $A_g$ is the total geometric area and $\delta^*$ is the integral of the velocity-density deficit across the rotor passage, for which Suder defined it as

$$
\delta^*(r) = \int_0^{2\pi/B} \left(1 - \frac{\rho u}{(\rho u)_{inviscid}}\right) r d\theta. \tag{7.2}
$$

From a design perspective, it is necessary to involve such an effect. But TD1’s solver does not include any viscosity, thus, no boundary layer displacement thickness will be modelled. In order to take account of this important phenomenon, a blockage factor must be introduced. However, in case of centrifugal compressors, the flow non-uniformity occupies the entire blade channel, consequently causing difficulty in defining the blockage. An alternative way suggested by Dring [1984] is used in TD1 code, which is

$$
BLK = \frac{V_{\text{area}}}{V_{\text{mass}}}, \tag{7.3}
$$

where

$$
V_{\text{area}} = \frac{\int_0^{2\pi/B} V_m r d\theta}{\int_0^{2\pi/B} r \theta},
$$

$$
V_{\text{mass}} = \frac{\int_0^{2\pi/B} \rho V_m^2 r d\theta}{\int_0^{2\pi/B} \rho V_m r d\theta}, \tag{7.4}
$$

where $V_{\text{area}}$ and $V_{\text{mass}}$ represent the area and mass average of meridional velocity respectively. Figure 7.13 shows the blockage factor distribution from the inlet to outlet used in the current design.
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Figure 7.13: Blockage factor distribution from the inlet to outlet

7.2.6 Blade loading

7.2.6.1 Spanwise $rV_\theta^*$

As has been explained in the last chapter, TD1 allows a designer to design the full and splitter blade independently according to the specified spanwise swirl velocity $rV_\theta^*$ and streamwise distribution of $\partial (rV_\theta^*)/\partial m^*$. A parameter $\kappa$ has been introduced to control the allocation of bound circulation on the full and splitter blade surface, which is defined as

$$\kappa = \frac{(rV_\theta^*)^{\text{splitter}}}{(rV_\theta^*)^{\text{splitter}} + (rV_\theta^*)^{\text{full}}}$$  \hspace{1cm} (7.5)

The splitter work ratio can be independently specified at the hub and shroud section and initially it can be based on the splitter’s meridional length $\lambda$, which is defined, in a similar manner to $\kappa$, as the ratio between the splitter meridional length and the sum of full and splitter meridional length. Once the meridional contour is imported to TD1, as is shown in Fig. 7.10, the length ratio $\lambda$ will
Table 7.3: Spanwise $rV_\theta^*$ distribution

<table>
<thead>
<tr>
<th></th>
<th>Hub</th>
<th>Shroud</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$rV_\theta^*$ at LE</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$rV_\theta^*$ at TE</td>
<td>0.572</td>
<td>0.52</td>
<td>0.546</td>
</tr>
<tr>
<td>Splitter work ratio ($\kappa$)</td>
<td>0.3190</td>
<td>0.3185</td>
<td>0.3187</td>
</tr>
<tr>
<td>Length ratio ($\lambda$)</td>
<td>0.4133</td>
<td>0.3730</td>
<td>0.3985</td>
</tr>
</tbody>
</table>

be automatically calculated. In Table 7.3 $rV_\theta^*$ and splitter work ratios at hub and shroud are summarised. In this case, the average splitter work ratio $\kappa$ was initially set to 0.4 to match the meridional length ratio $\lambda$ but was fine-tuned to about 0.32 for better performances. It will be explained with the flow field details around the splitter blade that the splitter work ratio can modulate the flow behaviours effectively so as to improve stage performances.

Regarding the total $rV_\theta^*$ at the impeller TE, a non-free vortex distribution was adopted. One can see in Table 7.3 that a larger $rV_\theta^*$ was specified at the hub. This arrangement is useful to reduce the loading on the shroud section that would result in weakened shock strength on the inducer and reduction of tip leakage flows. The final values of $rV_\theta^*$ at the impeller TE depend on the efficiency and pressure ratio of the impeller and were fine-tuned for the optimal stage performances.

7.2.6.2 Streamwise $\partial (rV_\theta^*) / \partial m^*$

The other important design parameter is the streamwise blade loading, or more precisely, $\partial (rV_\theta^*) / \partial m^*$ from the LE to TE. The choice of the blade loading distribution has a dominant effect on determining the compressor performances. Depending on the speed and size of the impeller, the blade loading used can be quite different. For example, Zangeneh et al. [2010] presented a very effective distribution for a 4.5 pressure ratio turbocharger compressor, which is shown in Fig. 7.14. This distribution assumes a strong aft-loading and weak leading edge loading to mitigate the strong shock losses occurring at the inducer. For a transonic turbocharger compressor, the shock losses at the inducer are usually dominant. The impeller designed was manufactured and tested by Cummins Turbo Technology. A considerable gain of efficiency was obtained throughout most area of
the compressor map. However, by using this loading specification the compressor range was similar to the baseline design.

Later on, in the work by Zangeneh et al. [2011] a different type of blade loading was used to redesign the well-known SRV2 impeller that was initially designed by DLR. This redesign was very successful in terms of both pressure ratio and efficiency, which were increased significantly at all three operating speeds. The blade loading used for the SRV2 impeller redesign shown in Fig. 7.15 assumed a strong incidence \( \left( \partial (r V_\theta^*) / \partial m^* \text{ at } m^* = 0 \right) \) at the full blade LE on the hub and midspan section to get enough throat area so as to maintain the choke margin. Following that, a very rapid unloading on the hub and midspan is enabled to avoid the strong shock waves. In order to minimise the secondary flows on the suction surface, it is recommended by Zangeneh et al. [1998] to use an aft-loading on the hub and fore-loading on the shroud. But in this transonic case, strong fore-loading at the shroud can result in a very strong shock. Thus, a strong aft-loading is used at the hub with a moderately aft-loaded shroud. The splitter blade loading distribution adapted more or less the same profile as the full blade in order to have a similar blade geometry to the full blade. If too distinct distributions are used, the full and splitter blade geometries will be very different and costly.
for manufacturing. In a subsequent paper by Wang & Zangeneh [2014] flow field details were compared to understand why the redesigned blade was able to improve the performances, which were also presented in Chapter 5. Additionally, the aeroacoustic calculations were also performed in their work. The acoustic calculations confirmed that the redesigned impeller can also lead to a lower noise level. Provided that the SRV2 compressor has similar tip speed and pressure ratio to the current compressor, the blade loading used in Fig. 7.15 is therefore a good starting point to the current redesign work. However, one must notice that the redesigned SRV2 impeller has a smaller surge margin (Wang & Zangeneh [2014]; Zangeneh et al. [2011]) comparing with the baseline while the choke margin was bigger, which is likely due to the overloading on the leading edge and inducer, as one can see in Fig. 7.15. On one hand, the throat is opened up to pass more flows. On the other hand, the overloaded LE results in a smaller blade angle and hence an overall bigger attack angle which leads to the earlier stalling. Conclusively, the prescription of blade loading in current design work needs to be modified accordingly in order to avoid the similar earlier-stalling problem.

In the current work the two major targets are to reduce the compressor noise and improve the compressor efficiency at higher speeds. Thus, an aft-loaded distribution should be imposed to avoid the strong shocks on the inducer as they are the important sources responsible for strong noise and efficiency losses. Regarding the LE loading, as it directly affects the throat area and hence the choke margin, the final leading edge loading can be gradually obtained by looking at the calculated choke margins and noise levels. The loading on the splitter blade can be prescribed in a similar way. The detailed scheme of the blade loading iterations are given below:

- **DRVT** at LE \( (\partial (rV_\theta^*)/\partial m^* \text{ at } m^* = 0) \). Since the TD1 code provides information on the throat area for every design, DRVT at hub, midspan and shroud can be micro-adjusted to ensure that the throat area is fairly close to that of the baseline design. It is effective to use a similar combination of hub to shroud DRVT at LE to the SRV2 blade loading in Fig. 7.15. However, as we explained previously, the redesigned SRV2 impeller’s surge margin was not as good as the baseline one. Thus, a weak DRVT was deliberately
imposed on the shroud section, which was to reduce the incidence angle near the shroud section where the compressor stalling often occurs.

- **NC.** This parameter determines the loading on the inducer. Figure 7.15 presents a strong DRVT and small NC to open the throat first and then rapidly unload the inducer. This set-up has effectively achieved the wanted throat area and weakened shock strength for the redesigned SRV2 impeller. But in the current design, a moderately bigger NC may be required since the DRVT on the hub and midspan section was not as strong as the SRV2 case. Particularly, a very weak DRVT at the shroud was intended to be used, which would close the channel and consequently reduce the throat area. Thus, NC can be fine-tuned to ensure the inducer is opened up enough to achieve the desired throat area with a weak DRVT imposed on the shroud section.

- **Slope.** The slope of the blade loading curve is quite essential as it defines whether the loading distribution is aft- or fore-loaded. As has been explained, a wider operating range and reduced shock strength would require the slope to be positive, i.e., aft-loading. One should bear in mind that an
over aft-loaded distribution may also cause strong profile losses and give rise to a big turn on the blade profile near the trailing edge, which results in flow separations and secondary flows. (Zangeneh et al. [1998]) The Slope magnitude can be used to modulate the blade loading between the inducer and exducer.

- **ND.** Combining with Slope, this parameter can define the strength of loading on the exducer. Suppose a very strong aft-loading on the exducer is produced, i.e., big slope and ND, the blade profile near the trailing edge will have a very rapid turn, which will cause flow separations towards to the trailing edge. In addition to that, there will be very strong tip leakage flow interactions near the blade TE, which will harm the exit flow uniformity and increase the mixing losses in the diffuser, consequently causing poor stage performances.

Figure 7.16 shows the final blade loading used for the redesign. As one can see strong LE loading is applied to both hub and midspan section of full blade, while a very weak DRVT at shroud LE is imposed. This arrangement of LE DRVT is to get the needed throat area and reduce the shocks strength at LE as much as possible. A moderately aft-loading distribution is applied to both hub and shroud while a very strong aft-loading is specified on the shroud section. The loading on the splitter blade adopts the same pattern except that the a strong incidence is applied on its shroud section, which is to open up the throat of the channel formed between the full and splitter.

### 7.2.7 Stacking

The final important input parameter is the impeller stacking angle \( \theta_{sk} \) at the trailing edge, which is shown in Fig. 7.17. Its distribution from hub to shroud is used as initial conditions for the hyperbolic partial differential equation used to compute the blade wrap angles at other streamwise locations. In this case the full and splitter blades were stacked in such a way that the shroud leads the hub in the direction of rotation by 5 degrees. This type of stacking condition is similar to the conventional rake and is used primarily to reduce the stresses at
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Figure 7.16: Optimal blade loading for the final redesign

the impeller tip region. Further more it can help to reduce the leakage flow. This “shroud leads the hub” rake angle at TE is used widely in conventional designs and Napier’s baseline impeller also adopted this approach.

7.3 Study of impeller structure integrity

As the design flow chart suggests once a design was created by TD1, its mechanical feasibility will be first checked. This section presents the FEA analysis for both impeller wheels. First, a simplified model was used to study the structure integrity of the redesigned impeller and confirm if its mechanical strengths meet Napier’s requirement. The simplified model uses only one pair of full and splitter blades with a fixed support set at the blade root. Once it is confirmed by the simple FEA that the redesigned impeller is mechanically acceptable, a much more rigorous FEA appraisal was conducted by Napier Turbochargers, including the calculations for the back plate, thermal expansion effect, and the fillet on the blade root, to confirm if the impeller wheel can meet Napier’s internal criterion of manufacturability. Figure 7.18 shows the set up for the simplified FEA model, in which the red parts at the full and splitter blade roots represent the fixed
Figure 7.17: Illustration of the definition of stacking angle in TD1

Figure 7.18: Simplified FEA set up. $\omega = 32.5$krpm
support. The blades are set to rotate with the maximum compressor speed 32.5 krpm around z-axis. The Aluminium alloy 2618A was used for making both baseline and redesign wheels whose mechanical properties are given in Table 7.4 below. There are three important factors that determine the mechanical acceptability, which are

1. von Mises stress limit: it must be below a level to give adequately low cycle fatigue life;

2. 1st natural frequency needs to be greater than 4 times of the rotating frequency, i.e. 2167 Hz in the current case;

3. the blade deflection needs to be as small as possible. If the blade deflection is too large the CFD calculations will deviate from the reality too much since CFD simulations assumes the absolute rigidity of the blades. The deflected blade will distort the flow field considerably, resulting in very different compressor characteristics from expectations.

The ANSYS Mechanical Pre-stress Modal was used for the FEA calculations. Table 7.5 summarises the results from the simplified FEA modelling. As can be seen, the redesigned impeller has advantages for all three factors. In Figs. 7.19a, 7.19b, 7.20a and 7.20b are the comparisons of the normalised von Mises stress and total deformations, which have been divided by the maximum stress and deformation. Both baseline and redesigned impellers deflect most in the vicinity of the full blade tip, and it is clear that the baseline one has noticeable bigger deformations comparing with the redesigned one.

A more rigorous FEA evaluation was then subsequently conducted by Napier Turbochargers for the proposed impeller designed by the inverse design method.
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(a) von Mises stress contour on the baseline impeller surface
(b) von Mises stress contour on the redesigned impeller surface

Figure 7.19: Comparisons of the von Mises stress contour on the blade surface

(a) Deformation on the baseline impeller surface
(b) Deformation on the redesigned impeller surface

Figure 7.20: Comparisons of the deformation contour on the blade surface
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Table 7.5: Normalised results from the simplified FEA modelling

<table>
<thead>
<tr>
<th></th>
<th>von-mises stress</th>
<th>Max deflection</th>
<th>1st $f_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.94</td>
<td>0.92</td>
<td>0.88</td>
</tr>
<tr>
<td>Redesign</td>
<td>0.88</td>
<td>0.78</td>
<td>0.95</td>
</tr>
<tr>
<td>% of change</td>
<td>−6.82%</td>
<td>−17.95%</td>
<td>+7.37%</td>
</tr>
</tbody>
</table>

The thermal effects on the material properties were taken account of. In Table 7.6 are shown the thermodynamic properties of the Aluminium Alloy 2618A at constant temperature. In Napier’s FEA calculations, the variations of isotropic elasticity and bilinear kinematic hardening against temperatures were also included. The details of the model and temperature dependence of the mechanical strength are commercially sensitive, so the absolute values are not reproduced here. Figure 7.21 shows the full impeller wheel used for the FEA by Napier, and it has a fillet with radius 4.0 mm. The mesh elements used on the blades have a maximum size 2 mm while on the fillets the maximum mesh size is 1 mm. The total element and nodal counts for this model are 388661 and 569093 respectively, which can be seen in Fig. 7.22. Figure 7.23 presents the thermal analysis of the impeller wheel and the temperature distribution across the whole model is demonstrated.
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Figure 7.22: Full impeller wheel mesh used for FEA analysis

Figure 7.23: Thermal analysis for the redesigned full impeller wheel
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![Stress analysis for the redesigned full impeller wheel](image)

**Figure 7.24:** Stress analysis for the redesigned full impeller wheel

**Table 7.6:** Material constants of Aluminium alloy 2618A

<table>
<thead>
<tr>
<th>Materials constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>2770 kg/m</td>
</tr>
<tr>
<td>Specific Heat</td>
<td>875 J kg(^{-1})C(^{-1})</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>190 W m(^{-1})C(^{-1})</td>
</tr>
<tr>
<td>Coefficient of Thermal Expansion</td>
<td>2.27\times10^{-5} C(^{-1})</td>
</tr>
</tbody>
</table>

Figure 7.24 shows the normalised stress distributions on the wheel and the peak stress is 0.91 on the fillet of the suction surface of the slitter blade, which is slightly higher than the prediction of the simplified FEA modelling. Figure 7.25 shows deflection distribution of the blades. A normalised deflection of 0.493 was found at the inlet whereas it was 0.583 for the baseline impeller.

Figure 7.26 confirms that the 1\(^{st}\) natural frequency at all rpms is greater than 2267 Hz, which is four times of the highest rotation frequency, thus, there is enough margin before any excitation.

After discussing the design process in detail, particularly on the blade loading prescription, and confirming the redesigned blade is mechanically acceptable,
Figure 7.25: Deformation analysis for the redesigned full impeller wheel

Figure 7.26: Campell diagram for the redesigned full impeller wheel
7. DESIGN AND ANALYSIS OF A NEW TRANSONIC CENTRIFUGAL IMPELLER

this section presents the CFD analysis of the redesigned impeller at the design point. It is essential to verify that the TD1 calculations have good accuracy when compared with CFD calculations.

Figures 7.27, 7.28 and 7.29 compare the blade surface pressure calculated by the inviscid TD1 code and viscous solver CFX. It can be confirmed that the matching between the inviscid and viscous solutions is quite good. We can conclude that:

- Near the blade hub, as is shown in Fig. 7.27a and 7.27b, the predicted pressure distribution matched almost everywhere in the streamwise direction on the both full and splitter blade surface.

- At 50% of the spanwise height, shown in Figs. 7.28a and 7.28b, one can see that the matching is still quite good but not the same level of the hub loading. Particularly, a negative pressure peak at the leading edge of the suction surface is not captured in the TD1 calculations. Such a drastic change of pressure indicates the presence of shock waves, i.e., the shock waves appear at the midspan of the blade in the vicinity of the leading edge. Again, this shock wave appearance cannot be captured in TD1. Another interesting phenomenon to note is the local “pressure bump” on the pressure surface near the trailing edge predicted in CFX. This indicates that there can be a rapid velocity variation in the region which is likely to induce flow separations. It will be confirmed later when the flow aerodynamics is presented.

- Near the blade shroud, as are shown in Figs. 7.29a and 7.29b, the two predictions have larger differences comparing hub and midspan section, which is due to the tip leakage effect modelled in CFX but not in TD1. However the general trend still has quite good agreement. In addition to the negative pressure peak observed at the full blade leading edge, such a pressure jump is also seen on the splitter blade’s leading edge. It is worth mentioning that matching of the static pressure distribution on the suction surface is much better comparing with the pressure surface for both full and splitter blade. This is because the flow in one blade channel can slip from the pressure
surface and cross the tip gap entering the adjacent channel. The other important feature that should be noted is the “dip” on the CFX prediction of the upper surface’s static pressure distribution near the place where the splitter blade leading edge is positioned and strong blade loading is also present there, shown in Fig. 7.29b, i.e., there can be strong flow interactions in this region. This is also a feature that cannot be predicted by the inviscid code.

In Fig. 7.30 the pressure contour on the entire impeller surface is compared between the CFD and TD1 calculations. In general, although there are some differences due to the viscosity and tip gap effects, TD1 still has fairly good agreement with the CFX solutions and the inviscid solution can reveal quite a bit of flow physics on the blade surface. This validation process is very essential since the inverse design method is a flow-physics oriented approach. If the prescribed blade loading are too different from the viscous calculations, the designs will not be reliable. In the following section, we shall compare the off-design point’s performances between the baseline and redesigned impeller.
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Figure 7.28: Comparisons of blade loading calculated in CFX and TD1 at the midspan (50% spanwise height)

Figure 7.29: Comparisons of blade loading calculated in CFX and TD1 near the blade shroud (90% spanwise height)
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Figure 7.30: Comparisons of the blade surface pressure calculations between inviscid TD1 and viscous CFX solver

7.4 Performance comparisons at the peak speed

In this section, the flow details of the two impellers operating at the BEP (best efficiency point) of speedline 1800(30krpm) will be analysed and compared. Following that, the acoustic calculations at the near field for both designs will be performed and the noise spectrum compared.

7.4.1 Internal flow field details

As the final blade loading prescribed in TD1 is driven by the main target of reducing the noise, reduction of the shock strength on the blade is of primary concern in the design iterations. In Figs.7.31-7.33 the Mach number distribution at different spanwise heights are compared between the redesigned and original impeller.

- Near the hub section, a very noticeable reduction of shock strength can be found on the LE.

- At the midspan shown in Fig. 7.32, a normal shock at the suction surface of both designs is clearly visible. In the downstream of this normal shock, the flow behaviours are quite distinct between the two designs. A street of supersonic flows appears on the suction surface of the baseline full blade and it almost extends to the trailing edge. This phenomenon cannot be
found on the suction surface of the redesigned full blade. It is also worth noticing that a low momentum zone has appeared on the suction surface of baseline splitter near the trailing edge, while it is not found on the redesign.

- A detached bow shock is formed at both designs’ full blade leading edge shown in Fig. 7.33. A channel shock is also formed in the baseline impeller, which starts from the leading edge of the pressure surface and hits the adjacent suction surface. Additionally, a very obvious low momentum zone is found on the baseline splitter’s both suction and pressure side, whereas this phenomenon on the redesign is much less obvious, which implies the reduction of the tip leakage flows on the redesign.

In Figs. 7.34-7.36 the static pressure distributions on the full blade are compared at three different locations. It can be seen that the redesigned impeller is loaded much less at inducer while more loaded on the exducer, which conforms to the aft-loading prescriptions in TD1. In this case, unloading the inducer is quite important for reducing the impeller noise, which will be elucidated with acoustic calculations in the next subsection.

Figure 7.37 compares the exit flow close to the impeller trailing edge of two designs. Obviously, the inversely designed impeller has a much more uniform exit flow pattern. A big low momentum zone initiated from the splitter’s suction side of the baseline is greatly removed on the redesign. This should result in significant fewer mixing losses in the vaned diffuser and hence improve the stage performances, and it shall be confirmed by the compressor maps presented in the next section.

### 7.4.2 Near field acoustics: numerical calculations

In this subsection the numerical calculations of the acoustic field at the near field will be presented. Figure 7.38 shows the schematic view of the idealised relative position between the observer and impeller, which is very similar to Fig. 5.16 used in Chapter 5 for the SRV2 impeller. In the real test the microphones were placed at the inlet of a very long intake duct due to the facility limit, and it will be shown in the next chapter.
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Figure 7.31: Relative Mach number comparisons between baseline (left) and redesign (right) near the hub (10% spanwise height) at speedline 1800, BEP

Figure 7.32: Relative Mach number comparisons between baseline (left) and redesign (right) at the midspan (50% spanwise height) at speedline 1800, BEP
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Figure 7.33: Relative Mach number comparisons between baseline (left) and redesign (right) near the shroud (90% spanwise height) at speedline 1800, BEP

Figure 7.34: Blade surface pressure comparisons between baseline (left) and redesign (right) near the hub (10% spanwise height) at speedline 1800, BEP
Figure 7.35: Blade surface pressure comparisons between baseline (left) and redesign (right) at midspan (50% spanwise height) at speedline 1800, BEP

Figure 7.36: Blade surface pressure comparisons between baseline (left) and redesign (right) near the shroud (90% spanwise height) at speedline 1800, BEP
As has been previously explained, there is no duct effect on the acoustic propagation considered in our acoustic prediction model. Our very intention is rather to reduce the noise at the source, and the acoustic prediction is therefore set up in the manner that is similar to the SRV2 compressor noise measurements elaborated in Chapter 5, i.e., the sound predictions are performed at those locations that are close to the impeller leading edge.

It is assumed that 4 microphones are located 90 degrees to each other in the inner wall of the duct whose inner diameter is 50 mm and those microphones are 240 mm away from the impeller LE in the axial direction, as can be seen in Fig. 7.38.

Figure 7.39 shows the results of acoustic components computed using the solver developed in Chapter 3 for both impellers operating near choke condition. As expected one can see that the loading noise is a much more important source than the thickness noise. Comparing Figs. 7.39a and 7.39b one can see that the redesigned impeller blade induces larger thickness noise whereas smaller loading noise. Figure 7.40 shows that the resultant noise from all blades, which are interpolated from the data in Fig. 7.39c. Figure 7.41 compares the noise levels from both designs in the frequency domain. One can see that the blade passing tones are clearly visible in both cases, and the tone of the redesigned impeller at the 1st harmonic of the blade passing frequency is about 3.41 dB lower than...
the baseline. Figures 7.42a to 7.44 present the comparisons for both impeller operating near the BEP. It should be noted that the advantages at this point of the redesign are not as good as them at the choke condition. Figure 7.44 shows that the tone at the 1st BPF has only about 1 dB advantages.

### 7.4.3 Summary

In this section we presented some flow physics on the baseline and redesigned blade channel. The Mach number contours and blade surface pressure distributions clearly showed that the redesigned impeller has much reduced loading on the inducer and hence reduced the strength of shocks on the inducer. The acoustic calculations confirmed that the inversely designed blade can produce over 3 dB less noise at the maximum flow conditions and 1 dB at the BEP. The experimental measurements of the sound levels will be presented in the next chapter.
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Figure 7.39: Comparisons of the acoustic pressure signature in one period between the baseline and redesigned impeller near the choke: single blade
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Figure 7.40: Comparisons of the total acoustic pressure signature in one period between the baseline and redesigned impeller wheels near the choke: all blades

Figure 7.41: Comparisons of sound pressure level in the frequency domain between baseline and redesign near choke
Figure 7.42: Comparisons of the acoustic pressure signature in one period between the baseline and redesigned impeller near the BEP: single blade
Figure 7.43: Comparisons of the total acoustic pressure signature in one period between the baseline and redesigned impeller wheels near the BEP: all blades

Figure 7.44: Comparisons of sound pressure level in the frequency domain between baseline and redesign near the BEP
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7.5 Predicted performances of the complete stage of the redesign

In this section, we will present the results of the full stage simulations for the redesigned compressor, including the impeller, vaned diffuser and volute, at the same speedlines as the baseline. The CFD model used was set up exactly the same as that used for the previously mentioned baseline compressor shown in Fig. 7.6. From Figs. 7.45 and 7.46 it can be seen that:

- the redesigned compressor has the very close pressure ratio and choke margin at the primary speedline 1800 while the surge margin is improved;

- there is a very big improvement of the stage efficiency at the top speed. The peak efficiency has been increased by over 4%;

- the pressure ratio and efficiency at the lowest speed 1000 of the two designs are quite close but the redesign has a smaller choke margin;

- the choke margins and pressure ratios of the redesign at speedline line 1300
Figure 7.46: Comparisons of the predicted isentropic efficiency between baseline and redesign at multiple speedlines

and 1600 are also less than the baseline, and the possible reasons will be explained in the next chapter with more detailed flow field analysis;

- the global peak efficiency of the compressor map has been shifted from speedline 1300 of the baseline to 1600 of the redesign.

7.6 Summary

In this chapter, CFD calculations were first attempted for the baseline compressor stage. The predicted characteristics were compared with the experimental measurements at design and off-design speeds. Reasonably good agreement was obtained, as can be seen in Figs. 7.7 and 7.8. The CFD model was therefore considered acceptable for any further stage performance predictions.

The detailed procedures of designing a new impeller using TURBOdesign1 code were subsequently presented. Fairly detailed explanations for each design step were given, and a loading-prescription strategy has also been discussed for a transonic centrifugal impeller. The inversely designed impeller was evaluated
using FEA first to make sure its structure integrity satisfies Napier’s requirement. The simplified and Napier’s internal modelling both confirmed that the redesigned impeller has smaller stress concentration, less deflection, and higher vibration frequency than the baseline design.

In order to explain the efficiency gain of the redesigned impeller, some internal flow details were compared. It has been shown that the redesigned impeller gives a weaker shock strength at the leading edge, which is quite beneficial for the aerodynamic efficiency and aerodynamic noise reductions.

As expected from the internal flow analysis, the reduced shock strength at the leading edge did give rise to less noise. The near field acoustic calculations showed that there can be 3 dB less noise at maximum flow condition and 1 dB less at the BEP. Even though these noise predictions were performed close to the impeller where no test data can be taken, the results provided evidence that the noise has been reduced from the source. In the next chapter, the actual acoustic measurements of two designs will be presented.

At the end, detailed comparisons of the predicted compressor characteristics at multiple speeds between two designs were presented. It can be seen from Fig. 7.46 the redesigned compressor has significant advantages of surge margins and efficiency at the higher speeds, which are exactly required by the design targets. However, it appears to be some reduction of choke margins, which will be explained in the following chapter.
Evaluations of the inversely designed impeller

In this chapter, we present the evaluations of the redesigned impeller by experimental measurements of its performance map and acoustic levels. All the results will be compared with the original design commensurably. It will be demonstrated that

- the CFD predictions for the stage performance in the last chapter are in good agreement with the test data;
- the redesigned impeller has improved both aerodynamic and aeroacoustic performance at the nominal speeds

These performance improvements will be explained with detailed comparisons of flow field from CFD calculations at different operating points.
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8.1 Test rig

All the compressor tests were completed at Napier Turbochargers Ltd, and the layouts of the turbocharger and oil controlling system are shown in Figs. 8.1 and 8.2. One can see that the atmospheric air is first drawn into the compressor, and the temperature and pressure are measured at the compressor inlet. A surge valve is used to control the incoming flow capacity so as to adjust the pressure ratio. A fuel supply tank, pump and flow meter are used to control the fuel flow rate, and the compressed air will be delivered to the burner and mixed with the fuel for combustion. The exhausted gas will be used to drive an axial turbine, which in turn spins the compressor through a shaft.

8.2 Validation of CFD predictions

In Figs. 8.3 and 8.4, the CFD predictions of the redesigned compressor stage performance are compared with the measurements at variable speedlines in the same manner as the baseline design. As one can see, the pressure ratio predictions...
are in reasonably good agreement with the test data at different speedlines. The predicted choke margins at speedline 1000, 1300 and 1600 match the test data fairly well. However, the CFD calculation of the choke margin at the highest speed under-estimates the choke margin when compared with the test data, which is likely due to the exclusion of the ported shroud in the CFD simulations. In the work by Chen & Lei [2013], they also showed that inclusion of a ported shroud can increase the choke margin at the highest speed while having few effects on the lower rpms. Further to that, the predicted surge margins are smaller than the experimental data at speedline 1600 and 1800, but it appears to be very minor differences of the surge margins at the speedline 1000 and 1300 where the pressure ratio is lower than 3. These findings are consistent with the common understanding of the ported shroud function, which is to enhance compressor surge margins when the pressure ratio is above 3 and increase choke margins at very high speed.

In Fig. 8.4, the predicted and measured compressor efficiency is compared. One can see that the CFD calculations over-estimates the efficiency, which is the
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![Graph showing comparisons between predicted and measured pressure ratio for redesigned compressor characteristics.]

Figure 8.3: Comparisons between the predicted and measured redesigned compressor’s characteristics: pressure ratio

same case shown in Fig. 7.7 for the baseline design. Therefore, the CFD set up for two different compressor stages leads to consistent predictions when compared against the test data.

8.3 Measurements of redesigned compressor stage maps

In Figs. 8.5 and 8.6 the measured compressor characteristics of the two designs are compared at various speedlines. As expected from CFD predictions, the redesigned compressor produces lower pressure ratio and efficiency at lower speeds. After the speed is increased to about 1700, it starts to show the advantages of the pressure ratio and efficiency, which agrees well with the original design requirement to achieve better performance at higher speeds. The internal flow field analysis will be presented later to explain the mechanisms why the redesigned
impeller behaves better at higher speeds.

A better understanding between these two compressors’ performance can be obtained from the contour plots presented in Figs. 8.7a and 8.7b. It can be seen that the baseline compressor has its high efficiency zone at medium rpms whereas the redesigned compressor preserves its high efficiency zone at higher turbocharger speeds. In addition, it is clear that the choke line of the two compressors are almost identical except that the redesigned compressor has a slightly smaller choke margin at the highest speed. On the other hand it is easy to see from Fig. 8.7c that a gain of the surge margin is acquired after the speedline 1600, resulting in a bigger operating envelope comparing with the baseline one.

8.4 Measured acoustic noise

In this section we will present the acoustic measurements of two compressor stages. It will be shown that the redesigned impeller causes significantly less
Figure 8.5: Comparisons of the measured stage pressure ratios of baseline and redesign compressors at different operating speedlines.
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Figure 8.6: Comparisons of the measured stage efficiency (non-dimensionalised) of baseline and redesign compressors at different operating speedlines.
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Figure 8.6: (continued) Comparisons of the measured stage efficiency (non-dimensionalised) of baseline and redesign compressors at different operating speedlines

(g) speedline 1600
(h) speedline 1700
(i) speedline 1800
8. EVALUATIONS OF THE INVERSELY DESIGNED IMPELLER

(a) Baseline compressor performance contour

(b) Redesigned compressor performance contour

(c) Comparisons of the two designs’ working envelope

Figure 8.7: Comparisons of the two compressors’ performance and their operating ranges. (Experimental measurements)
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Figure 8.8: Different noise measurement positions. (MP2 and 3 are symmetric to MP4 and 5)

noise than the baseline one.

The acoustic measurements were conducted by Kay & Heyes [2014] on the test stand at Napier Turbochargers Ltd. A simplified schematic of the test stand is presented in the Fig. 8.8, which shows the six different measurement positions surrounding the AFS (air filter silencer) placed upstream of the compressor inlet. At each MP the sound level was measured three times and the average values were taken as the effective results. Bruel and Kjaer 2260 Sound Investigator, Serial no 2350032, was used to record the sound levels. The analyser was set up to take the average sound levels in 1/3 spectrum format over a 10 second period.

Figure 8.9 compares the measured sound levels of two impellers at six MPs with the turbo speeds from 1000 to 1800. It can be seen that both impeller’s sound level increases as the turbo speed increases, and in general, the redesigned impeller gives rise to lower sound levels at every MP, and it has more advantages of lower noise levels at higher speeds.

In Figs 8.11 to 8.16 are shown the noise spectral characteristics at different measurement locations and speeds. It is easy to see that the redesigned compressor has a significantly lower tone levels at the blade passing frequency and its harmonics, and this advantage would be amplified as the speed increases.
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Figure 8.9: Sound level measured at the inlet for different positions
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Figure 8.10: Average sound levels measured at position 2, 4 and position 3, 5

Figure 8.11: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1300
Figure 8.12: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1400
8. EVALUATIONS OF THE INVERSELY DESIGNED IMPELLER

Figure 8.13: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1500
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Figure 8.14: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1600
Figure 8.15: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1700
Figure 8.16: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1800
Figure 8.17: Comparisons of the measured spectral characteristics of baseline and redesign impellers at speedline 1900
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8.5 Comparisons of flow physics

Having demonstrated above that the redesigned impeller leads to better aerodynamic and aeroacoustic performance above, flow physics in the baseline and redesigned blade channels are compared in this section. We will focus on the flow structures at choke, stall, and peak efficiency conditions. The major losses in a transonic centrifugal compressor such as shocks, flow separation, secondary flow, tip leakage, and exit flow uniformity will be investigated for both designs.

8.5.1 Choke margins

As has been mentioned that the throat area is normally regarded as a very important parameter to monitor during the design process since it determines compressor’s choking condition. It was decided at the beginning that the redesigned impeller must have similar-scale throat area to the baseline so as to ensure the similar choke margins. However the test data has shown that the redesigned compressor has noticeable smaller choke margins at almost every speedline, which is a contradiction to conventional design theory. To understand how this unusual phenomenon can happen, we need to investigate the details of the flow field in the blade channel.

In Figs 8.18 - 8.26 are presented the relative Mach number distributions at the different spanwise positions from hub to shroud. It should be noticed that choking at the lower rpms occur in a region close to the impeller trailing edge, but the conventional throat area is usually assumed in the impeller leading edge, as is shown in Fig. 8.27. It represents the area of a plane that is in the vicinity of the inducer and constructed by the shortest lines connecting the pressure and suction side at different spanwise locations. As choking does not happen in this area, the throat area cannot be used to control the choke margin. Thus, we need to seek another explanation why the redesigned impeller has smaller choke margins, particularly at lower rpms.

If we re-think about the flow velocity changes in the compressor channel, we can see that the flow is accelerated in the channel due to its contracting shape. As the incoming flow rate increases for a compressor operating at lower rpms, the flow can attain Mach number 1 near the trailing edge first, and hence chokes.
Although the meridional housing of the baseline and redesign is the same, the redesigned impeller channel has smaller effective area for the flow to pass due to its increased thickness at the blade root, which can be seen in Figs. 7.11 and 7.12. Therefore, the redesigned impeller chokes earlier when operating at lower rpms. As the rpm increases, the flow would reach Mach number 1 in the inducer first before getting to the exducer region. Thus, with similar throat area of the two design, similar choke margin shall be obtained at high rpms, as shown in Fig. 8.5.

8.5.2 Tip leakage flow

The tip leakage flow is one of the most important loss sources in centrifugal machines. Reduced tip leakage flow would benefit the aerodynamic performance, such as efficiency and surge margin, and help to reduce the broadband noise. Figure 8.31 shows the 3D streamlines behaviours for both baseline and redesigned impeller channels. There is noticeably more flow crossing the tip gap from the
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Figure 8.19: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller at the midspan at speedline 1000 pressure side to suction side in the baseline channel, whose tip leakage flow exhibits a stronger vortical nature. A better view of tip leakage flow in the baseline and redesigned impeller can be seen in Fig. 8.40, which shows significant more leakage flow coming from the suction side of the baseline full blade than the redesign.

8.5.3 Flow separations

The flow separations in the blade channel are also a very important loss mechanism of turbomachinery efficiency and broadband noise source. In Figs 8.32 and 8.33 are shown the surface stream line and relative Mach number distribution on the full and splitter blades’ suction surfaces. One can easily see that the redesigned splitter has a much better streamline structure attached on the blade surface and the low momentum zone is considerably smaller.

In Figs. 8.34 and 8.35 are presented the velocity vectors on the suction surface of the baseline and redesigned full and splitter blades respectively. On the suction
Figure 8.20: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller near the shroud at speedline 1000

...surface of the baseline full blade, it is easy to notice flow moving from the suction to pressure side through the tip gap around the mid-chord of the blade. A similar but less severe phenomenon can also be seen on the redesigned full blade’s suction side. If one takes a closer scrutiny of the trailing edge shown in Fig. 8.34, it can be seen that the flow on the hub gradually moves towards a higher spanwise position on the baseline design, which is not observable on the redesigned full blade trailing edge. The flow in the region near the trailing edge of the redesigned full blade moves perfectly along the streamwise direction.

The flow velocities on the suction side of the splitter blade are quite distinct. A clear separation of the flow can be seen on the baseline splitter, and there are clear tendencies that the flow starts to escape from the suction side and slide to the pressure side in the frontal area of the splitter blade. The flow on the redesigned splitter blade fully attaches to its surface and smoothly moves along the streamwise direction from the leading edge to trailing edge.
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Figure 8.21: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller near the hub at speedline 1500

8.5.4 Exit flow uniformity

The exit flow uniformity plays a rather important role for determining the overall stage performance for the compressor unit. After leaving the rotating blades it will interact with the vaned diffuser, where flow with strong non-uniformity will generate large losses. Figure 8.36 illustrates the Mach number distribution in a plane offset from the impeller trailing edge by 1 mm. Clearly, the exit flow structures between the baseline and redesign are quite distinct. On the exit of baseline impeller there is a clear jet-wake pattern flow which consists of a portion of flow with very low velocity. Such big velocity variations are not found on the redesigned impeller’s exit. The jet-wake flow is one of very important sources undermining the diffuser pressure recovery, and consequently the stage efficiency loss and earlier stalling.
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8.5.5 Shock wave structures

The behaviour of the shock waves in the leading edge are quite distinct between the two designs which can be seen in Figs 8.37 to 8.40. The detailed Mach number distributions at different spanwise locations near the LE are compared at the BEP for both designs. Figure 8.37 compares the Mach number distributions near the leading edges of two impellers. Strong and very similar shocks can be found on both designs close to the shroud. A noticeable difference can be seen in a region that is close to the shroud on the pressure side, where the shock strength of the baseline is stronger than the redesign. This can be cross-checked with Fig. 8.40, on which a stronger shock wave on the pressure side of the baseline is clearly visible. Figure 8.38 shows very small differences of the shock wave structure and strength near the hub of both designs. Slightly more concentrated shocks are stacked in the baseline’s leading edge.

Figure 8.39 presents the comparisons at the midspan of two impeller blades. Following by the two similar normal shock waves on the suction side of the in-
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Figure 8.23: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller near the shroud at speedline 1500.

ducer, there are “a street of shocks” generated on the suction side of the baseline full blade and they are extended until the exducer of the blade. This street of shocks has not been generated on the redesigned blade. It is interesting to cross-check Fig. 8.39 with Fig. 8.42, on which we can find that a very “bumpy” pressure is distributed on the suction side of the baseline full blade whereas it is much smoother on the same positions of the redesign. It should also be noted that a stronger shock is formed on the pressure side of the baseline full blade and it extends much more further towards the suction side of the adjacent blade when compared with the redesign.

Figure 8.40 compares the Mach number on a plane close to the shroud. Both designs produce a bow shock at their leading edges. Downstream of the redesigned impeller channel, a passage shock is formed on the suction surface. This sort of passage shock is also generated in the baseline design but it appears to be weaker, which can be better understood from Fig. 8.43. It is obvious that the big pressure variation on the redesigned impeller appears nearer the blade leading edge.
It is interesting to notice that a non-breaking tip leakage flow is generated right behind the passage shock in the baseline design, which propagates downstream until hitting the pressure side of the adjacent full blade. Hah *et al.* [2004] also noticed this phenomenon in an axial transonic compressor, and concluded that this extending and non-breaking tip leakage vortex can initiate the stall inception, which is also verified in the current work too.
Figure 8.25: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller at the midspan at speedline 1800
Figure 8.26: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) impeller near the shroud at speedline 1800

Figure 8.27: The conventional throat area schematic
8. EVALUATIONS OF THE INVERSELY DESIGNED IMPELLER

Figure 8.28: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) near the diffuser hub at speedline 1800.
Figure 8.29: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) at the diffuser midspan at speedline 1800
Figure 8.30: Comparisons of the relative Mach number distribution between the baseline (left) and redesign (right) near the shroud at speedline 1800

Figure 8.31: Tip leakage flow behaviours for the baseline (left) and redesign (right) blade channels at the peak efficiency point
Figure 8.32: Surface streamline structures on the baseline and redesign impeller at the peak efficiency point
8. EVALUATIONS OF THE INVERSELY DESIGNED IMPELLER

Figure 8.33: Mach number distributions on the suction surface of baseline and redesign impeller at the peak efficiency point.

Figure 8.34: Comparisons of velocity vectors on the full blade suction surface between the baseline (left) and redesign (right).
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Figure 8.35: Comparisons of velocity vectors on the splitter blade suction surface between the baseline (left) and redesign (right)

Figure 8.36: Comparisons of the exit flow Mach number at 1 mm downstream of trailing edge for the baseline (left) and redesign (right) impeller at the peak efficiency point
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Figure 8.37: Comparisons of the relative Mach number near the impeller LE between the baseline (left) and redesign (right) impeller at the peak efficiency point

Figure 8.38: Comparisons of the relative Mach number near the hub between the baseline (left) and redesign (right) impeller at the peak efficiency point
Figure 8.39: Comparisons of the relative Mach number at the midspan between the baseline (left) and redesign (right) impeller at the peak efficiency point.
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Figure 8.40: Comparisons of the relative Mach number near the shroud between the baseline (left) and redesign (right) impeller at the peak efficiency point.

Figure 8.41: Comparisons of the blade surface pressure near the hub between the baseline and redesign at the peak efficiency point.
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Figure 8.42: Comparisons of the blade surface pressure at the midspan between the baseline and redesign at the peak efficiency point

8.5.6 Flow in the vaned diffuser

The vaned diffuser is kept the same for both baseline and redesigns. Its leading edge has a cut-back structure with shroud leading hub that is designed to accommodate the flow from the impeller with different spanwise velocity profiles. Figure 8.44 shows the pressure recovery of the flow through this diffuser coupled with the baseline and redesigned impellers. One can see that the same vaned diffuser actually is able to achieve a much higher pressure recovery when it is used with the redesigned impeller, which can be explained by comparing the detailed flow field.

Figure 8.45 shows the Mach number in the plane slightly offset from the diffuser’s leading edge. The exit flow from the baseline impeller has much higher Mach numbers that will cause strong impeller-diffuser interactions, as a result, the compressor operating range and efficiency must be reduced. Figure 8.46 compares the 3D streamlines in the diffuser channel. It can be observed that in the mid height of the diffuser, there is much more flow rolling to form vortex that moves from pressure to suction side in the baseline channel. From Figs. 8.38 to 8.40 one can also easily see the flow separations on the baseline design channel are much more severe than the redesign impeller from the hub to shroud.
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(a) Full blade

(b) Splitter blade

Figure 8.43: Comparisons of the blade surface pressure near the shroud between the baseline and redesign at the peak efficiency point

Figure 8.44: Comparisons of the pressure recovery of the same vaned diffuser when matched with the baseline and redesigned impellers
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Figure 8.45: Comparisons of the Mach number at the diffuser inlet between the baseline (left) and redesign (right) impeller

Figure 8.46: Comparisons of 3D streamlines in the same diffuser channel with incoming flow from baseline (left) and redesign (right) impeller exit

8.5.7 Stall margins

For a centrifugal compressor design, the wide operating range is always desired. Figure 8.7 shows the considerable advantages of the redesigned compressor’s stall margin over the baseline at higher operating speeds (when the speedline is greater than 1600), which is exactly one of the design targets to achieve. Part of the mechanisms of the improved stall margins has been demonstrated in the previous paragraphs. For example, the suppressed tip leakage flow and reduced flow separations both account for the improvement, as are shown in Figs. 8.31 and 8.34. On the other hand, the more stabilised incoming flow to the diffuser is also a key source. A vaned diffuser is used in turbocharger compressors for its well-known capabilities to increase the pressure ratio and efficiency, but it would inevitably incur the earlier surge of a compressor. It is common to use a low solidity diffuser as trade-off between the aerodynamic performance and operating ranges. But it is not the intention to replace a diffuser design in this project. The impeller has to be designed in such a way to adapt the existing diffuser, which is quite contrary to a normal design process. It should be mentioned that the mesh for
the vaned diffuser is identical for both compressor stage simulations.

Figures 8.47 show the comparisons of the surface pressure on the same diffuser subject to two different inlet flow conditions. One can see that a negative incidence is formed in the diffuser leading edge at 25% spanwise location. Several authors (Amineni et al. [1996]; Engeda [1996, 1997]) have reported that designing with a negative incidence angle for a diffuser is quite beneficial for the surge margin, and this has also been confirmed in one of the present thesis author’s design projects for a racing car turbocharger. ¹

### 8.6 Summary

In this chapter we have endeavoured to discuss CFD and experimental results of the redesigned impeller in great detail. Fairly detailed comparisons of the

¹Due to the commercial confidentiality, no details of this project can be disclosed here.
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performances between the two designs have been given. The experimental measurements and computational calculations have both confirmed the superiority of the inversely redesigned impeller.

The CFD predictions of the redesigned compressor’s characteristics were compared with the measurements and quite good agreement was obtained. Some underestimation of the choke and surge margins were due to the exclusion of the ported shroud in the CFD set up.

The characteristics of the two compressor stages were compared at 9 speedlines. The test data confirmed that the redesigned compressor shifted the high efficiency zone to the higher rpms and obtained greater surge margins for high speeds as well. The acoustic measurements for the two designs were conducted at various speeds and locations. The results showed that the inversely designed impeller can lead to significant noise level reductions at the blade passing frequency.

Following that, extensive internal flow field analyses of two designs were given, including:

- the explanation of the reduced choke margin of the new impeller at lower rpms even if its throat area is very close to the baseline;
- reduced tip leakage flows from the redesign indicating an enhanced surge margin can be obtained;
- improved flow uniformity at the exit of redesigned impeller that would lead to fewer losses in the vaned diffuser and hence a better stage performance;
- weakened shock strength at the new impeller’s leading edge that would contribute to both aerodynamic performance improvement and reduction of BPF tones;
- improved flow behaviours in the vaned diffuser that gives higher pressure recovery;
- enhanced surge margins at high speeds due to reduced tip leakage flows and negative incidence angle at the diffuser vane’s leading edge.
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The success achieved in this compressor redesign project has provided strong evidence that the inverse design method can help to improve the turbomachinery performance greatly and shorten the design period significantly.
Conclusions and Future work

In this thesis we have presented a multi-objective and multi-disciplinary study for a transonic centrifugal compressor used for marine turbochargers. Numerical calculations of acoustics, CFD predictions of compressor characteristics, aerodynamic analyses of flow field, inverse design, FEA analyses, and experimental validations have all been attempted. An inversely designed impeller wheel has been prototyped by and tested at Napier Turbochargers Ltd. The measured data show that the inversely designed compressor has significant advantages at the desired speed lines over the baseline impeller in terms of aerodynamic efficiencies and aeroacoustic noise generations. Apart from the aero performances, the FEA modelling also confirmed that the peak stress and total deformation of the redesigned blades are both lower than the baseline whereas the vibration frequency at all different modes are higher than the baseline. This chapter is dedicated to summarising the accomplishments achieved in this thesis and proposing the possible aspects for future research that are of interest and significance for the turbomachinery community.
9. CONCLUSIONS AND FUTURE WORK

9.1 Accomplishments achieved in this thesis

- Reviewed, from the first principle, most of the important literature on the aeroacoustic theories and methods for rotor-induced noise.

- Developed a set of mathematical formulations that can be used for the rotor noise modellings starting from the fundamental Lighthill acoustic analogy and FW-H equation.

- Developed an aeroacoustic code that can be used for the subsonic and transonic rotor noise predictions. The detailed implementation algorithms and manuals are both presented. The noise induced by the UH1H helicopter rotor with NACA 0012 as the cross-section shape and DLR’s well-known SRV2 impeller were computed and validated with the published data in literatures.

- Derived the formulations of the inverse design method that can be used for the design of multiple blades per channel.

-Fully analysed an existing transonic compressor stage used in marine turbochargers with CFD simulations.

- Redesigned an impeller using the 3D inviscid inverse design method with improved aerodynamic, aeroacoustic and mechanical performances.

- Acoustic and aerodynamic measurements were carried out for both impellers which confirmed the new impeller’s advantages.

9.2 Recommendation of future work

In this section we delineate the framework of possible future studies derived from the necessity of developing and enhancing the present thesis. We suggest from three aspects, aeroacoustics, aerodynamics, and turbomachinery design to further the current work.
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9.2.1 Aeroacoustics

One of the primary objectives set at the beginning is to develop an aeroacoustic solver that can be used to evaluate the compressor noise and incorporated into the inverse design method. It has been explained that the compressor’s noise field is highly complicated and also time dependent. In this work, since only the steady state solutions were used for the convective FW-H equation to estimate the noise, there are only sound pressure levels at BPFs computed. The broadband components of the real noise spectrum have been neglected. Additionally, the sound propagations in the solid duct were not considered either. Including these two issues means a thorough analysis of the compressor noise in the far and near field, which demands huge amount of CFD resources. Due to the limited computational resources and time allowance of this project, we could not fully resolve the aeroacoustic field of the compressor, which is, however of great interest for the turbomachinery community. If the computational resources and good acoustic testing facilities are available, it is certainly useful to study the following aspects of the compressor aeroacoustics:

- The sound level and directivity at different operating mass flow rates and rotational speeds. Particularly, the sound mechanisms of compressor choking and stalling at subsonic and transonic conditions are worth careful examinations using test data and numerical simulations.

- The measurement of noise at the exit of the diffuser, which reveals the rotor-diffuser interaction effects on the noise field.

- The more advanced turbulence models, such as LES (large eddy simulations), can be performed and coupled with the Farassat Formulation 1B [Farassat & Casper, 2012] for the broadband noise predictions with transient solutions.

- The boundary element method can be used to include the duct effects on the propagation of the acoustic field.

We should also remind ourselves that the purpose of understanding the noise mechanism better is to design a turbomachine with lower noise. Thus, the trade-
off between the acoustic field calculations with high fidelity and obtaining a better impeller design should always be considered.

9.2.2 Aerodynamics

Although the development of CFD technology has greatly enhanced our understanding of the aerodynamics of the flow in turbomachines, particularly for the prediction of a characteristic map, the correlations between flow behaviours and compressor’s different operating conditions are not understood well. For instance:

- The onset of a compressor’s stall. The detailed evolutions of the flow phenomena from the choking to stalling in the blade channel can be investigated to understand what essentially triggers the compressor stall at different speedlines so that counter measures could be found.

- The quantification of losses due to shock waves, secondary flow, flow separation, and jet-wake flows. There is still lack of a viable mathematical modelling for the numerical evaluations of the compressor’s loss mechanism. Our understanding on the compressor’s losses are still of descriptive nature.

- Conduct the CFD simulations using the deformed blade shape. As has been pointed out, the blade will inevitably be deformed/deflected due to centrifugal forces during operations whereas most simulation literatures published so far have assumed the absolute rigidity of the blade. This is at least one of the reasons that causes the inaccuracy of CFD predictions for the compressor map, particularly for the choke margin, as a slight change of the blade profile will result in a change of throat area, consequently leading to the change of choke margin.

9.2.3 Turbomachinery design and optimisation

The design process used in this project is quite effective and has very good efficacy. It has been shown that adjusting the blade loading parameters, $rV_\theta^*$ and
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\( \partial (rV_\theta^*) / \partial m^* \) can give us designs with significantly improved impellers. However, we still have not explored all possible design space, for example:

- The optimisation of the meridional contour. The hub and shroud profile can be parametrised and optimised for even better performances.

- Improve the diffuser for the new impeller wheel. In this work only the impeller blade has been redesigned and directly coupled with the existing vaned diffuser. For the optimal performances a new diffuser vane should be designed to match the new impeller.

- A volute can also be redesigned to replace the exiting one. For instance, a twin-exit volute can be possibly used for a more compact stage structure.

- Parametric studies on the control variables of the blade loadings, such as, NC, ND, Slope, DRVT to understand how exactly those variables affect the impeller’s aerodynamic and aeroacoustic performances. Although this will be a very time-consuming and computationally expensive process, obtaining the correlations through such parametric studies will bring great benefits for the turbomachinery industry. A database can be established eventually to quickly get the optimal designs.

- In the current formulations for inverse design only one splitter blade is allowed. This can be easily adjusted using the formulations derived in Chapter 6 to allow more than one splitter blade to be designed. The same idea can be used in designing vaned diffusers with a long-short blade configuration.

- The full and splitter blades are in fact designed independently in the current formulations. The only connection between them is the total \( rV_\theta^* \) at the impeller exit. This can lead to non-physical blade designs, for instance, the inverse solver can find a solution that the full and splitter blades are placed too close in the pitchwise direction. A constraint condition that confines the relative position between these two blades can be introduced to the current inverse design algorithm.
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Appendix A: Derivation of Formulation

1C in terms of source-time derivative

This appendix provides a detailed derivation of Eq. 4.20 that is for the far-field thickness noise in terms of source-time derivatives \( \frac{\partial}{\partial \tau} \). A similar derivation can be found in Farassat [2007]. One needs to move the observer-time derivative in Eq. 4.19 into the integral Leibnitz rule of differentiation under an integral sign, which is

\[
F(x) = \int_{a(x)}^{b(x)} f(x, t) dt,
\]

\[(A.1)\]
A. APPENDIX A: DERIVATION OF FORMULATION 1C IN TERMS OF SOURCE-TIME DERIVATIVE

\[
\frac{dF(x)}{dx} = f(x, b(x))b'(x) - f(x, a(x))a'(x) + \int_{a(x)}^{b(x)} \frac{\partial f(x, t)}{\partial x} dt \quad (A.2)
\]

Consider a generic integral,
\[
I_Q = \frac{\partial}{\partial t} \int_{-\infty}^{t} \int_{\mathbb{R}^3} Q(y, \tau) \delta(f) \delta\left(\frac{r}{r^*}\right) d\mathbf{y} d\tau,
\]
\[
(A.3)
\]
in which \( f = f(y, \tau) \) and \( g = \tau - t + r/c \). Using the Leibnitz rule stated above and taking the \( \frac{\partial}{\partial t} \) into the integral yields,
\[
I_Q = \int_{\mathbb{R}^3} Q(y, t) \delta(f(y, t)) \frac{\delta(r/c)}{r^*} d\mathbf{y} + \int_{t}^{t} \int_{\mathbb{R}^3} Q(y, \tau) \delta(f) \frac{\partial}{\partial t} \left( \frac{\delta(g)}{r^*} \right) d\mathbf{y} d\tau. \quad (A.4)
\]

It will be shown that the first integral \( I_1 \) in the LHS of Eq. A.4 vanishes to zero, and this is proven below.

Recall Eq. 3.34,
\[
r = \frac{-M_0(x_3 - y_3) + r^*}{\beta^2},
\]
which can be re-expressed as,
\[
r = r^* \left(1 - \frac{M_0(x_3 - y_3)}{r^*}\right). \quad (A.5)
\]

One may convert the Cartesian coordinate \((y_1, y_2, y_3)\) into Spherical coordinate \((r^*, \phi, \theta)\), then
\[
\cos \theta = M_0(x_3 - y_3). \quad (A.6)
\]

Subsequently,
\[
\delta(r/c) = c\delta(r) = c\delta \left[ \frac{r^*}{\beta^2} \left(1 - M_0 \cos \theta\right) \right] = \frac{c(1 - M_0) \cos \theta}{\beta^2} \delta(r^*). \quad (A.7)
\]
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Inserting Eq. A.7 into $I_1$ and using the spherical coordinate system gives,

$$I_1 = \int_0^\infty \int_0^{2\pi} \int_0^\pi \frac{c(1 - M_0) \cos \theta}{\beta^2} Q(y, t) \delta(f(y, t)) r^* \delta(r^*) \delta(r^* - \epsilon) dr^* \sin \theta d\phi d\theta, \quad (A.8)$$

which can be re-written as

$$I_1 = \lim_{\epsilon \to 0} \int_0^\infty \int_0^{2\pi} \int_0^\pi \frac{c(1 - M_0) \cos \theta}{\beta^2} Q(y, t) \delta(f(r^*, \phi, \theta)) \times r^* \delta(r^* - \epsilon) \delta(r^* - \epsilon) \delta(r^*) dr^* \sin \theta d\phi d\theta, \quad (A.9)$$

and since $r^* \delta(r^* - \epsilon) = \epsilon \delta(\epsilon - r^*)$, then Eq. A.9 becomes

$$I_1 = \lim_{\epsilon \to 0} \left\{ \epsilon \left[ \int_0^\infty \int_0^{2\pi} \int_0^\pi \frac{c(1 - M_0) \cos \theta}{\beta^2} Q(y, t) \delta(f(r^*, \phi, \theta)) \times \epsilon \delta(\epsilon - r^*) \delta(r^*) dr^* \sin \theta d\phi d\theta \right] \right\}, \quad (A.10)$$

which vanishes as $\epsilon \to 0$. Thus,

$$I_Q = \int_{-\infty}^t \int_{\mathbb{R}^3} Q(y, \tau) \delta(f) \frac{\partial}{\partial \tau} \left( \frac{\delta(g)}{r^*} \right) dy d\tau. \quad (A.11)$$

Subsequently, one can take the observer temporal derivatives in Eq. 4.18 inside
the integral leading to,

$$4\pi p'(x, t) = \int_{-\infty}^{t} \int_{V} \frac{\partial}{\partial t} \left[ Q_i n_i \delta(f) \frac{\delta(g)}{r^\ast} \frac{d\tau}{d^3y} \right] d^3y$$

$$- M_0 \int_{-\infty}^{t} \int_{V} \frac{\partial}{\partial t} \left[ Q_j n_j \delta(f) \frac{\tilde{r}^\ast \delta(g)}{r^\ast} d\tau \right] d^3y$$

$$- U_0 \int_{-\infty}^{t} \int_{V} Q_j n_j \delta(f) \frac{\tilde{r}^\ast \delta(g)}{r^{\ast 2}} d^3y d\tau$$

$$= \int_{f=0,g=0}^{t} \frac{\partial}{\partial t} \left[ \frac{Q_i n_i}{r^\ast (1 - MR)} \right] d^3y$$

$$- M_0 \int_{f=0,g=0}^{t} \frac{\partial}{\partial t} \left[ \frac{Q_j n_j \tilde{r}^\ast}{r^\ast (1 - MR)} \right] d^3y$$

$$- U_0 \int_{f=0,g=0}^{t} \frac{Q_j n_j \tilde{r}^\ast}{r^{\ast 2} (1 - MR)} d^3y, \quad (A.12)$$

where the observer-time derivative can be transformed to source-time derivative by,

$$\frac{\partial}{\partial t} = \frac{1}{1 - MR} \frac{\partial}{\partial \tau}. \quad (A.13)$$

Substituting the above identity into Eq. A.12, the final integral representation for thickness noise (Eq. 4.20) can be obtained. The loading noise (Eq. 4.23) can be deduced in a similar way.