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Abstract—Objective: The tumour microenvironment plays a crucial role in regulating tumour progression by a number of different mechanisms, in particular the remodelling of collagen fibres in tumour-associated stroma, which has been reported to be related to patient survival. The underlying motivation of this work is that remodelling of collagen fibres gives rise to observable patterns in Hematoxylin and Eosin (H&E) stained slides from clinical cases of invasive breast carcinoma that the pathologist can label as mature or immature stroma. The aim of this paper is to categorise and automatically classify stromal regions according to their maturity and show that this classification agrees with that of skilled observers, hence providing a repeatable and quantitative measure for prognostic studies. Methods: We use multi-scale Basic Image Features (BIF) and Local Binary Patterns (LBP), in combination with a random decision trees classifier for classification of breast cancer stroma regions-of-interest (ROI). Results: We present results from a cohort of 55 patients with analysis of 169 ROI. Our multi-scale approach achieved a classification accuracy of 84%. Conclusion: This work demonstrates the ability of texture-based image analysis to differentiate breast cancer stroma maturity in clinically acquired H&E stained slides at least as well as skilled observers.

Index Terms—Breast cancer, stroma maturity, histopathology, image classification.

I. INTRODUCTION

THE histopathological evaluation of a biopsy or surgical specimen is considered the gold standard for breast cancer diagnosis, enabling malignancy to be confirmed, the nature of the tumour established and the distribution and extent of the disease determined. Invasive breast carcinoma (IBC) is the most common malignancy to affect women worldwide [1]. Invasive carcinomas are morphologically subdivided according to their growth patterns and degree of differentiation, which in turn indicates how much they resemble normal breast epithelial cells. Routine pathologic reporting of IBC includes the assessment of histological type and grade. The majority (60% to 75%) of invasive breast cancers are classified as ductal/no special type (NST), whilst the remainder of sub-type (e.g., lobular, tubular, mucinous etc) show distinct prognostic significance but are less common [1]. Tumour grade is based on the degree of differentiation of the tumour tissue and can be applied to all types of cancer. It is a composite, semi-quantitative score of tubule formation, nuclear pleomorphism/atypia and mitotic activity in the malignant epithelium [2]. A higher grade implies a more aggressive tumour, with a poorer prognosis.

The stroma compartment, i.e. the mesenchymal tissue surrounding the tumour, has a major role in the control and regulation of physiological processes. Stromal regions can be characterised according to their maturity. For certain types of cancers, as the tumour develops its microenvironment undergoes dynamic changes, such as increased production of fibrous tissue (desmoplasia) with abundant fibroblasts, which results in what is defined as immature stroma. Other cancers do not induce a desmoplastic reaction [3]. In these cases, the stroma is primarily composed of mature collagen fibres.

Stroma assessment can be useful for diagnosis. For instance, tubular cancers can overall show similar characteristics to benign lesions, such as radial scars [1]. However, the presence of immature stroma surrounding the tubular structures is a useful feature to confirm malignancy. Another particular case where pathologists might assess the stromal component is when determining the type of cancer. For example, lobular cancers do not normally present with a stromal reaction [4].

Ueno et al. [5] established a histological categorization of fibrotic stroma to reflect its biological behaviour in advanced rectal cancer. They classified stromal tissue into three categories: mature, intermediate and immature. Their analysis of stromal regions from a dataset of 862 patients found that five- and ten- year survival rates were poorest in the group with immature stroma and best in those with mature stroma. Other authors use the term "reactive" stroma to describe stromal areas enriched with fibroblasts and myofibroblasts within the tumour compartment. These are also characteristics of immature stroma. They suggested that this reactive stroma is a common feature and an intrinsic property of some tumours [6], [7].

Recent evidence has shown that the tumour microenvironment plays a crucial role in regulating tumour progression by different mechanisms, such as suppression of the immune response and remodelling of the extracellular matrix (ECM) [8]. In particular, the remodelling of collagen fibres at the
tumour-stromal interface has been shown to adversely affect survival [9]. Moreover, increased stromal density is directly correlated with a greater risk of developing breast cancer [10].

There has been a continuous search to find better image-based biomarkers that are indicative of disease and can be used to predict patient outcome or stratify patients with breast cancer [11]. Various genetic studies have revealed distinct stromal gene expression signatures in the human breast. They also found that stromal expression could be used to stratify and predict disease outcome independently of other clinical prognostic factors [3], [6], [12]. These observations suggest that stroma influences tumour initiation, growth and progression.

With recent advances in digital histopathology, quantitative analysis of haematoxylin and eosin (H&E) images is now feasible. Consequently there has been much interest in the development of methods for tissue classification (malignant vs. normal regions), object segmentation (nuclei and mitosis count) and grading [13]–[16]. These include the application of statistical (gray-level co-occurrence matrix, local binary patterns), structural, model-based and transform-based methods (Fourier, Gabor, Difference-of-Gaussians and wavelet transforms) for extracting textural image features.

In recent years, there has been a growing interest in the changes that occur in the tumour microenvironment, in particular in the stroma, and their relationship to cancer progression. Beck et al. [13] found that the best histological predictors of patient survival were not from the carcinoma itself, but from the adjacent stromal tissue. Out of 6642 features extracted from H&E stained microarray (TMA) sections of breast carcinoma, eleven were predictive of 5-year survival, with three being stromal morphological features. However, there has not been any specific research into the classification and quantification of different breast stroma types and their prognostic value in breast cancer. An in-depth study of stromal features could reveal useful information on tumour progression and prognosis.

Previous studies have observed a link between collagen alignment and patient outcome, however the majority of these studies have been performed using second harmonic generation (SHG) images [9], [17], [18]. This technique produces high contrast images of the collagen fibres and extracellular matrix of H&E stained tissue slides. To the best of the authors’ knowledge, this is the first study that attempts to categorise and automatically classify stromal regions in clinically acquired H&E stained slides. This will enable examination of the hypothesis that stromal maturity is related to growth and metastatic potential of tumours, and thus can be used for prognosis.

These stromal features could also aid in the interpretation of the radiological signal and in particular relating the radiological features to microscopic changes. Variations in the stroma may cause detectable changes in water mobility (diffusion MRI [19]) and mechanical properties (Shear-Wave Elastography [20]). This, in turn, could enhance the ability of non-invasive pre-operative imaging to predict prognosis and also treatment outcomes (e.g. response to primary chemotherapy).

In previous work [21], we proposed an algorithm based on a support vector machine (SVM) classifier applied to a set of quantitative texture features to automatically classify stromal regions from images of H&E sections according to their maturity. Derivative-of-Gaussians (DiG) have been used for many applications, such as edge detection, retinal blood vessels extraction or texture analysis [22]–[24]. In this paper, we demonstrate the use of multi-scale Basic Image Features (BIF) and Local Binary Patterns (LBP) in combination with random decision trees classifier can be used for classification of breast cancer stroma. The computation of BIFs involves classifying the output obtained from convolution of an image with a bank of DtG filters into one of seven categories. These categories correspond to distinct local image structures, as defined by local symmetries [25].

BIFs have been shown to out-perform alternative methods when applied to standard textures [25] and applied to the segmentation of phase contrast microscopy (PCM) images of embryonic stem cells [26] and as a measure to characterise mammographic features according to their orientation with respect to the nipple [27].

In the following sections we describe our methodology and present results from a cohort of 55 patients diagnosed with IBC, where analysis was done in 169 regions-of-interest (ROI).

II. MATERIALS AND METHODS

A. Patients and ROI selection

The images used in this study were acquired from cases in the King’s Health Partner’s Cancer Biobank. A total of 55 H&E stained slides from a series of patients diagnosed with IBC were chosen. The sections, stained according to standard protocols were scanned using a Hamamatsu NanoZoomer 2.0-HT (Hamamatsu, Japan) at an objective magnification of x20 with a resolution of 0.46 μm per pixel.

Stromal regions were identified and manually traced on the digitised images. The number of annotated regions per slide varied between two and five, depending on the amount of stroma tissue in the sample that was available for classification (i.e. stroma-rich tumours tend to have more regions selected than stroma-poor tumours, see Appendix A).

The chosen stromal regions were then assessed by an experienced breast pathologist (SEP) and a trainee pathologist (KN). For that purpose, a graphical user interface (GUI) was designed as follows: two ROIs were randomly paired and displayed simultaneously and classified as either mature or immature by the observer. This was repeated until every ROI was shown twice, ensuring that no image pair was repeated. We displayed every ROI twice to assess intra-observer agreement. Whilst a forced choice (pair-wise ranking) experiment was considered, the combinatorial scale of the resulting experiment was prohibitive and therefore not adopted. The present study design was therefore chosen to minimise the observer’s workload whilst retaining the self-regulating benefit of pair-wise comparison.

The rating was performed on a continuous scale, and ranged from -1 to 1, where -1 corresponds to “highly immature” and 1 to “highly mature”. We adopted a continuous scale following discussions with the pathologist - stromal changes are gradual and there can be different levels/stages of maturity present.
around the tumour. Appendix A provides examples of ROIs and the corresponding scores provided by the pathologist. A total of 179 ROIs were rated. Images that were given a score of zero or that showed disagreement were reviewed by the pathologist and given a final maturity score. Ten ROIs were excluded from the final dataset due to being unsuitable for the purpose of this experiment. These include DCIS regions, regions of old scarring that were initially confused with stroma, ROIs that were too small or the area shown had little stroma to assess; ROIs that were scored zero by the pathologist). After this exclusion, a total of 169 ROIs were annotated according to their maturity (mature = 60; immature = 109).

The intra-observer variability was tested by computing the intraclass correlation coefficient (ICC) and the inter-observer variability was computed by calculating the simple arithmetic mean of the duplicate observations from each observer and then computing the Pearson correlation coefficient. ICC was computed using the R package psych [28], and a two-way model was applied. These results are shown in more detail in Appendix A. The ICC calculated to determine agreement within each observer was 0.91 (SEP) and 0.68 (KN), while the between-observer correlation coefficient was \( R^2 = 0.67 \).

The dimensions of the annotated regions had an average area of 285 \( \mu \text{m}^2 \) (the maximum area selected was 1661 \( \mu \text{m}^2 \) and the minimum was 23 \( \mu \text{m}^2 \)) and were selected in collaboration with a technician on a qualitative basis. Background, non-stromal regions (such as clusters of tumour cells or adipose cells) were removed by creating a binary mask based on the pathologist’s annotations.

B. Criteria for histological characterisation of breast cancer stroma

Figure 1 shows two representative examples of mature (a) and immature (b) stroma. Breast cancer stroma was classified as mature when composed of highly organised fine, elongated collagen fibres, normally following the same orientation with elongated, flattened fibrocyte nuclei. Immature stroma consists of randomly oriented fibres surrounded by a high concentration of fibroblasts and regions of oedema.

C. Methods

A schematic summarising the image-processing pipeline is shown in Figure 2. We evaluated two approaches for extracting stromal texture descriptors: single- and multi-scale LBP and the combination of the Light Lines filter response (computed from the BIFs image classification) image with local binary patterns. Before feature extraction and to reduce stain variation across different ROIs, the H&E images were colour-normalised using nonlinear mapping of a source image to a target image using a representation derived from colour deconvolution and later converted to grey-scale luminance by pixel-wise computation of a linear combination of the red, green and blue channels [29].

1) Basic Image Features

Computation of BIFs consists of classifying the output obtained from convolution of an image with a bank of DtG filters into one of seven categories. Each category corresponds to distinct local image structures based on local symmetry types: slopes, radially symmetrical dark and bright blobs, dark and light lines, saddle points and flat regions (no structure) [25], [30]. \( c_{ij} \) is defined as the response of the convolution of an image \( I \) with one of the DtG filters, where \( i \) and \( j \) represent the order in the \( x \) and \( y \) directions, respectively. The scale-normalised response is computed using the following equation:

\[
\sigma_{ij} = \sigma_B^{i+j} c_{ij}
\]

where \( \sigma_B \) is the scale (standard deviation) of the DtG filters. Subsequently, equations 2 and 3 are computed: \( \lambda \) corresponds to the image Laplacian and \( \gamma \) is a term that measures the variance over directions of the second directional derivative.

\[
\lambda = s_{20} + s_{02}
\]

\[
\gamma = \sqrt{(s_{20} + s_{02})^2 + 4s_{11}^2}
\]

These equations are computed for each individual pixel and based on the largest of \( \varepsilon_{00}, 2\sqrt{s_{10}^2 + s_{01}^2}, \lambda, -\lambda, 2^{-\varepsilon}(y - \lambda), 2^{-\varepsilon}(y + \lambda) \) and \( \gamma \), pixels are then classified into one of the seven categories, resulting in the final BIFs image \( I_B \). \( \varepsilon \) controls what amplitude of structure is tolerated before a region is considered to have no structure (i.e., this is the “flat” region noise threshold).

2) Combining BIFs with local binary patterns

a) Light-lines DtG filter

Consultation with an experienced breast pathologist (SEP) concluded that one of the primary features for defining stroma maturity is its alignment and linear coherence, and we inferred that the use of only one of the categories from the BIFs classification - the light lines filter response - was sufficient...
Fig. 2: Overview of the image-processing pipeline. Two approaches are evaluated: LBP with the colour normalised luminance image as an input, and LBP in combination with the light lines filter. Single- and multi-scale feature vectors are constructed at various scales and LBP neighbourhoods.

Fig. 3: The result of convolving an H&E image with a bank of DtG at different scales results in a BIFs image where each pixel is classified in one of seven categories.

Fig. 4: The digitised H&E section is convolved with a bank of DtG kernels and each pixel is classified in one of seven categories. Because we are interested in the linear structure of the stroma, we only take into account the light lines category and use that as the input for texture feature extraction. (a) Original H&E region of interest; (b) resulting lightlines image at $\sigma_2 = 0.5\mu m$ (c) and $\sigma_5 = 1\mu m$.

for describing stroma maturity, as per our previous findings [21]. A representative image can be seen in Figure 4. We propose the combination of the light lines filtering computed at multiple scales, with the local binary patterns operator to capture the spatial representation of the image and thus enable the classification.

b) Local Binary Patterns

LBP is a local texture descriptor that captures the proportion of the micro patterns in the texture of an image [31]. The LBP operator compares each pixel, $g_c$, in an image to $P$ pixels, $g_p$, in a neighbourhood with radius $R$ and records whether their intensity is greater than that of $g_c$:

$$LBP_{P,R} = \sum_{p=0}^{P-1} 2^p s(g_p - g_c)$$

(4)
where \( s(x) \) is:

\[
s(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
0, & \text{otherwise}
\end{cases}
\]

The results from the neighbours are used to construct a binary code. Pixels which have a value less than the value of the central pixel, \( g_{c} \), are set to 0, and the pixels that have a larger or equal value are set to 1. The binary codes are translated into an integer and the histogram of these values is used to represent the texture of the image.

The original LBP was defined in a rectangular \( 3 \times 3 \) pixel neighbourhood. Ojala et al. [31] introduced the circular neighbourhood and applied it to different neighbourhood sizes. By changing the radius of a circular neighbourhood \( (R) \) and the number of pixels along the circle \( (P) \), the LBP feature \( LBP_{P,R} \) can then be retrieved at different scales. Another addition to the original LBP operator is the use of minimised uniform patterns to achieve rotation invariance and reduce the length of the feature vector, denoted as \( LBP_{P,R}^{*} \). Some binary patterns occur more commonly in texture images than others. Patterns are called uniform if they contain at most two transitions on a circular ring from 1 to 0 or vice versa. Examples such as \( 00000000 \) (0 transitions) and \( 01110000 \) (2 transitions) are considered uniform, while \( 10010011 \) (4 transitions) and \( 01010101 \) (6 uniform transitions) are not.

Lightlines computation of the input image were computed at a range of scales. The local spatial structure of the resulting images was then captured using \( LBP_{P,R}^{*} \). The multi-scale feature vector was constructed by concatenation of the LBP histograms obtained across the scales considered. For this experiment, combinations of two light line filter scales were included. Experiments showed that increasing the combinations of scales to three or more did not yield better performance.

**D. Classification**

Using the proposed framework, two sets of feature vectors were created from the original set of H&E stromal regions using both single- and multi-scale approaches. Every combination of scales was tested but only the best results obtained for each category after parameter value optimisation are reported in the next section. The data was divided into training (70%) and test (30%) sets. The division into training and test set was done on a patient level in order to prevent ROIs from the same patient being present in both training and test sets and thus introducing bias to the classifier. From the 55 patients, 39 were included in the training set and 16 in the test set. A random forest (RF) classifier was trained and its optimal parameters were chosen via 10-fold cross validation of the training set. The pre-trained RF classifier was then used to classify the images from the test set. The output of the classifier was a binary label, with 1 for immature and 0 for mature. Scikit-learn, an open source library for Python was used for this purpose [32]. Classification performance was evaluated by comparison of the classifiers output with ground truth labels created by the pathologist. Furthermore, qualitative comparisons were made between single- and multi-scale approaches by the means of percentage of incorrectly classified images (using the metrics precision, recall and F1-score) and area under the ROC curve.

**III. Results**

The performance of single- and multi-scale RF classifiers were evaluated on the test set of 52 (30% of the total available data) stromal ROI. Of these images, 15 (21%) represented mature stroma and 37 (9%) immature stroma.

**A. Single-scale approach**

The first experiment evaluated the performance of our proposed method using the single-scale approach. Combination of scales (for the lightlines filter) with various LBP neighbourhoods were tested in order to find which combination gave the best performance. Five scales were individually tested \( (\sigma_1 = 0.25, \sigma_2 = 0.5, \sigma_3 = 0.75, \sigma_4 = 1 \) and \( \sigma_5 = 2 \) in combination with three LBP neighbourhoods \( LBP_{(8,1)} \), \( LBP_{(16,2)} \) and \( LBP_{(24,3)} \). We have also previously tested our method against features based on first-order statistics (FOS). These features were the mean, standard deviation, integrated density, skewness and kurtosis [33]. Figure 5 presents the ROC curves for the best single-scale classifiers. Table I summarises the main classification metrics computed to evaluate the classifiers performance. Combination of the lightlines filter with LBP achieved higher performance (area under the ROC curve \( \text{AUC} = 0.86 \)) than using LBP on their own \( \text{AUC} = 0.70 \) or simple FOS features \( \text{AUC}=0.59 \), resulting in an improvement of 16% and 28% in accuracy, respectively.

![Fig. 5: ROC curves for FOS, Luminance and Lightlines/LBP single-scale classifiers that performed the best. The Lightlines/LBP classifier area under the ROC curve was 0.86 \( (\sigma_5 = 2 \) and \( LBP_{(16,2)} \)) , while the Luminance classifier was 0.70 \( LBP_{(16,2)} \) and the FOS classifier 0.59.](attachment:image.png)
B. Multi-scale approach

In the second experiment we evaluated a multi-scale approach by combining different lightlines filter scales over various LBP neighbourhoods. Figure 6 presents the ROC curves for the two best multi-scale classifiers. As in the first experiment, the combination of lightlines with LBP yields the best performance. The difference in performance between single-scale and multi-scale did not show an improvement in the AUC. However, the number of misclassified ROIs dropped in the case of the Lightlines/LBP multi-scale classifier. Figure 7 shows the pathologist’s continuous score on the x-axis and the Lightlines/LBP multi-scale classifier probability output on the y-axis for the test set (n = 52). The classifier outputs a probability for each class that ranges from 0 to 1. In order to compare the two measures, we rescaled the classifiers’ output range to -1 to 1:

\[ \text{Classifier score} = 2 \cdot \text{prob}(0) - 1 \]  

(6)

Where \( \text{prob}(0) \) corresponds to the predicted probabilities for the class “mature” ranged from 0 to 1. A linear regression was fitted and is shown in red on Figure 7. The fit yielded a significant correlation between the two variables, with a \( p < .001 \) and a correlation coefficient \( R^2 = 0.62 \). The estimated slope was 0.42, indicating a positive correlation.

Figure 8 shows examples from the test set of true positives from both classes with their respective predicted class probability from the Lightlines/LBP multi-scale classifier. From the 52 ROIs that comprised the test set, 9 were misclassified by the Lightlines/LBP multi-scale classifier, belonging to 6 of the 16 patients. Some of these ROIs are shown in Figure 9.

Fig. 7: Comparison between the classifier output and observer continuous score. The points in red correspond to the misclassified ROIs.

Fig. 8: Examples of true positives for both classes: (a) and (b) immature; (c) and (d) mature.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Classes</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Misclassified ROIs</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOE</td>
<td>Mature</td>
<td>0.73</td>
<td>0.63</td>
<td>0.69</td>
<td>4</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Immature</td>
<td>0.53</td>
<td>0.33</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminance</td>
<td>Mature</td>
<td>0.70</td>
<td>0.69</td>
<td>0.69</td>
<td>4</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Immature</td>
<td>0.63</td>
<td>0.56</td>
<td>0.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lightlines</td>
<td>Mature</td>
<td>0.82</td>
<td>0.90</td>
<td>0.86</td>
<td>4</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Immature</td>
<td>0.78</td>
<td>0.80</td>
<td>0.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-scale</td>
<td>Luminance</td>
<td>0.76</td>
<td>0.84</td>
<td>0.80</td>
<td>4</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Lightlines</td>
<td>0.85</td>
<td>0.90</td>
<td>0.88</td>
<td>2</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Fig. 6: ROC curves for Luminance and Lightlines/LBP multi-scale classifiers that performed best. The Lightlines/LBP classifier area under the ROC curve was 0.84 (\( \sigma_5 = 0.75 \) and \( LBP_{(8,1)} \), \( \sigma_5 = 2 \) and \( LBP_{(8,1)} \)), while the Luminance classifier was 0.70 (\( LBP_{(8,1)} \) and \( LBP_{(16,2)} \)).

IV. DISCUSSION

In this paper we have presented an image analysis method for the automatic classification of IBC stroma maturity in manually chosen regions of interest from digitised H&E stained breast tissue slides. The results for this cohort of patients, demonstrate the ability of our method to distinguish between mature and immature stroma in IBC. To the best of the authors’ knowledge, this is the first study that attempts to categorise and automatically classify stromal regions in H&E stained slides that are routinely acquired clinically. Previous related work...
has been focused on differentiating distinct tumour-associated collagen signatures (TACS) based primarily on collagen fibre alignment with respect to tumour-stromal boundaries in second harmonic generation (SHG) images, therefore requiring the acquisition of additional images, which is time-consuming and requires the use of specialised equipment [17], [34].

The use of LBP, in combination with the filtered images, was found to improve classification accuracy (28% higher than using FOS features) and 16% compared to using LBP features on their own). In contrast, the combination of multiple Lightlines filter scales did not result in a significant improvement ($p > .05$) [35]. Applying the LBP algorithm without pre-filtering the image, performed less well. Overall, the results shown here lead us to conclude that the Lightlines/LBP classifier as a means to capture texture features from the H&E digitised images achieves good results in differentiating immature from mature stroma. Out of the 52 regions that comprised the test set, 9 were misclassified, where 7 were labelled mature and 2 immature. The misclassified regions were reviewed by the pathologist in order to determine whether specific pathologic features may have contributed to the misclassification. The ROIs that were misclassified as immature (Figure 9 (d), (e) and (f)) were of particular interest as they exhibit clear features of mature stroma (highly organised collagen strands and low celularity) but also areas with oedema, which is characteristic of immature stroma. Based on the data presented in Table I, it is evident that there is a slight difference in the classifiers performance when looking at the two classes individually. This can be justified by the fact that our classes were somewhat unbalanced (mature = 60; immature = 109), and more immature regions were selected and labelled by the pathologist. The graph in Figure 7 showed that the classifiers’ prediction of maturity was correlated with the continuous scores given by the expert pathologist ($R^2 = 0.64$), which is almost as good as the trainee pathologist intra-observer agreement ($R^2 = 0.67$). Moreover, our image dataset covers a wide range of maturity stages as defined by the pathologist, making it a richer and balanced dataset.

Several limitations of the analysis proposed here have to be acknowledged, offering opportunities for improvement in future work. In our experiments we analysed small hand-picked ROI within and around the tumour. Such regions naturally cannot fully represent the overall stromal reaction of the whole tumour, or even the whole histological slide, as tumours can potentially show stromal reaction heterogeneity. Thus, evaluation of the entire area of the peri-tumoural and within the tumour stroma will be performed in future work in order to demonstrate clinical relevance. In this regard, future work will address implementation of whole-slide stroma maturity classification in order to explore this.

Our analysis was based on the assumption that stroma maturity is a binary classification problem. However, this is a simplification, as stromal changes are clearly a complex biological process. As our evaluation was performed mostly in regions where this difference in maturity was clear, difficult cases such as the ones mentioned previously, might be tackled by expanding our binary classification into a multiple-class problem.

Further improvements of the proposed framework could include the investigation of the optimal image size for this particular problem, which would also give us an insight into the minimum amount of information we need in order to distinguish between these two types of textural images (how small can the images be and still be correctly classified).

In other words, this would also indicate the scale at which changes in maturity could be detected.

Finally, these stromal features could aid in the interpretation of the radiological signal and relating it to microscopical changes, ultimately enhancing pre-operative imaging for predicting prognosis and selection of patient treatment.

V. CONCLUSION

This study has demonstrated the ability of a combination of DtG filtering with LBP to determine the maturity of breast stroma as represented in H&E stained slides. The AUC for a test set of 52 regions of interest was 0.86, decreasing marginally to 0.84 for multiple scales. Inclusion of the lineight DtG pre-filtering significantly improved the discrimination of the method over direct application of the LBP method the grey-scale luminescence images. This work demonstrates that texture based classification of H&E images from IBC could have practical clinical applications in distinguishing stromal

Fig. 9: ROIs that were incorrectly classified by the classifier. (a) and (b) were labelled immature and (c), (d), (e) and (f) were labelled mature by the pathologist.
morphology. Although stroma assessment is not currently a standard procedure for pathologists when performing a diagnosis or in prognostication, the idea of using this component as a prospective feature for evaluating tumour growth, aggressiveness and disease progression is gaining ground. Furthermore, the scale of the regions that we have analysed is 0.1 to 1.0 mm and therefore at a scale where emerging modalities such as MR diffusion, digital tomosynthesis and high resolution ultrasound can obtain signal. Stromal microstructure modulates proton diffusion and tissue micromechanics. The classification described in this paper will map to signals from emerging MR diffusion and ultrasound elastography methods, ultimately enabling some form of in-vivo histology and cancer risk assessment.
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APPENDIX

Figure 10 show examples of both stroma-rich and stroma-poor tumours. Stroma-poor tumours resulted in smaller ROIs, while in stroma-rich tumours the ROIs were slightly bigger.

Fig. 10: Examples of stroma-poor (a) and stroma-rich (b) tumours from our cohort of patients.
Figures 12 and 11 represent the wide range of scores given by the pathologist. The stromal regions used in this study were assessed by an experienced breast pathologist and scored according to their maturity. Because different levels of maturity are present around the tumour, the rating was done on a continuous scale.

Fig. 11: Representative ROIs and their respective score given by the expert pathologist. x20 magnification. ROIs were resized for illustration purposes.

Fig. 12: Representative ROIs and their respective score given by the expert pathologist. x20 magnification. ROIs were resized for illustration purposes.

Figures 13 and 14 show the paired data from each observer (SEP and KN). The Pearson correlation coefficient was computed for the duplicate observations for each observer and plotted in Figure 15. For evaluating consistency between observers, the Pearson correlation coefficient was computed.

Fig. 13: Paired maturity scores from experienced pathologist (SEP). The ICC computed was 0.91.

Fig. 14: Paired maturity scores from junior pathologist (KN). The ICC computed was 0.68.

Fig. 15: Simple arithmetic mean was computed for the duplicate observations for each observer. The inter-observer correlation coefficient was $R^2 = 0.67$. 

Figures 13 and 14 show the paired data from each observer (SEP and KN). The Pearson correlation coefficient was computed for each observer. Simple arithmetic mean was