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ABSTRACT

In this paper, the effect of weak lensing magnification on galaxy number counts is studied by cross-correlating the positions of two galaxy samples, separated by redshift, using the Dark Energy Survey Science Verification data set. This analysis is carried out for galaxies that are selected only by its photometric redshift. An extensive analysis of the systematic effects, using new methods based on simulations is performed, including a Monte Carlo sampling of the selection function of the survey.

Key words: gravitational lensing: weak – methods: data analysis – techniques: photometric – large-scale structure of Universe.

1 INTRODUCTION

Weak gravitational lensing of distant objects by the nearby large-scale structure of the Universe is a powerful probe of cosmology (Bartelmann & Schneider 2001; Meylan et al. 2006; Hoekstra & Jain 2008; van Waerbeke et al. 2010; Weinberg et al. 2013; Kilbinger 2015) with two main signatures: magnification and shear.

Magnification is due to the gravitational bending of the light emitted by distant sources by the matter located between those sources and the observer (Blandford et al. 1989). This leads to an isotropic observed size enlargement of the object while the surface brightness is conserved (Blandford & Narayan 1992), modifying three observed properties of the sources: size, magnitude, and spatial density. The change of spatial density of galaxies due to gravitational lensing is known as number count magnification and arises from the increase of the observed flux of the background galaxies, allowing the detection of objects that, in the absence of lensing, would be beyond the detection threshold (Bartelmann 1992b). Magnification is dependent on the mass of the dark matter content along the line of sight to the source (Bartelmann 1992a,c, 1995b; Bartelmann & Narayan 1995). Therefore, its effect is not homogeneous and is
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spatially correlated with the location of lens galaxies and clusters, which are biased tracers of the dark matter field (White & Rees 1978; Kaiser 1984).

Since magnification and shear are complementary effects of the same physical phenomenon, they depend on the same cosmological parameters, but in a slightly different manner. Thus, some degeneracies are broken on parameter constraints (e.g. at the $\Omega_M - \sigma_8$ plane) when combining magnification with shear-shear correlations (van Waerbeke 2010). Nevertheless, the major power of the combination of both methods is that they are sensitive to different sources of systematic errors. For example, number count magnification is independent of those systematic effects caused by shape determination, although it suffers from selection effects (Morrison & Hildebrandt 2015). This constitutes a powerful feature that can be exploited to minimize systematic effects on a possible combination of magnification with galaxy-shear (gg-lensing) since both measurements are produced by the convergence field.

Extensive wide-field programs have allowed accurate measurements of weak lensing effects. Previous magnification measurements involve the use of very massive objects as lenses, such as luminous red galaxies (LRGs) and clusters (Broadhurst 1995; Bauer et al. 2014; Ford et al. 2014; Chiu et al. 2016), or high redshift objects as sources, such as Lyman break galaxies (LBGs; Hildebrandt, van Waerbeke & Erben 2009; Morrison & Hildebrandt 2012) quasars (Seldner & Peebles 1979; Hogan, Narayan & White 1989; Fugmann 1990; Bartelmann & Schneider 1993; Ménard & Bartelmann 2002; Gaztañaga 2003; Scranton et al. 2005), and sub-mm sources (Wang et al. 2011) to improve signal-to-noise ratio. In addition to the number count technique used in this paper, other observational effects produced by magnification have been measured as well: the shift in magnitude (Ménard et al. 2010), flux (Jain & Lima 2011), and size (Huff & Graves 2014).

LBGs and quasars have demonstrated to be a very effective population of background samples to do magnification studies due to its high lensing efficiency. However, deep surveys or large areas are needed to reach a significant number of these objects. Thus, shallow or small area surveys require the selection of a more numerous population of source galaxies to allow the measurement of the magnification signal.

In this paper, the magnification signal is measured using the number-count technique on the Dark Energy Survey1 (DES) Science Verification (SV) data. All observed galaxies, selected only with photometric redshifts, are used both as lenses and sources. This procedure simplifies the analysis as no additional processing or selections are needed to construct the sample, as in the dropout technique used for LBG selection. This alternative way to select galaxies is different to what is found on previous works, and provides a more numerous source sample. This allows the detection of magnification on small area surveys – such as the DES-SV data – but the main power of this methodology resides on photometric surveys with large areas such as LSST2 and the final footprint of DES, with 5000 deg$^2$. The increase on the density of sources on large areas provides a huge number of total sources, reducing dramatically the shot-noise.

In addition, this paper presents an extensive test for systematic effects. New techniques, based on simulations specially developed for this purpose are used, including a Monte Carlo sampling method to model the selection function of the survey.

The structure of the paper is as follows: In Section 2, the theory behind magnification is summarized. The steps leading to a detection are described in Section 3, and Section 4 describes the data sample. The methodology is validated in Section 5 with a study on N-body simulations. The analysis of the data sample is made in Section 6, concluding in Section 7.

2 NUMBER COUNT MAGNIFICATION

Number count magnification can be detected and quantified by the deviation of the expected object counts in the positional correlation of a foreground and a background galaxy sample (Seldner & Peebles 1979). These galaxy samples, in absence of magnification, are uncorrelated if their redshift distributions have a negligible overlap. In this section, the formalism that will quantify its effect on this observable is presented.

The observed two-point angular cross-correlation function between the $i$-th and $j$-th redshift bins, including magnification, is defined as (Bartelmann 1995a)

$$w_i(\theta) = \langle \delta_0(\mathbf{\hat{n}}, z_i, f_j) \delta_0(\mathbf{\hat{n}}', z_j, f_j) \rangle_{\theta},$$

(1)

where $\theta$ is the angle subtended by the two direction vectors $\mathbf{\hat{n}}$, $\mathbf{\hat{n}}'$ and the observed density contrast ($\delta_0$) is

$$\delta_0(\mathbf{\hat{n}}, z_i, f_j) = \delta_0(\mathbf{\hat{n}}, z_i) + \delta_0(\mathbf{\hat{n}}, z_i, f_j);$$

(2)

where $\delta_0$ describes the fluctuations due to the intrinsic matter clustering at redshift $z_i$ and $\delta_0$ incorporates the fluctuations from magnification effects at a flux cut $f_j$.

The galaxy density contrast in the linear bias approximation is (Peacock & Dodds 1994; Clerkin et al. 2015)

$$\delta_b(\mathbf{\hat{n}}, z_i) = h_i \delta_m(\mathbf{\hat{n}}, z_i),$$

(3)

with $h_i$ the galaxy-bias at redshift $z_i$ and $\delta_m$ the intrinsic matter density contrast.

Following the approach used by Bartelmann & Schneider (2001) and Ménard et al. (2003), the magnification density contrast on the sky in direction $\mathbf{\hat{n}}$ is defined as

$$\delta_m(\mathbf{\hat{n}}, z, f) = \frac{N_m(\mathbf{\hat{n}}, z, f) - 1}{N_0(\mathbf{\hat{n}}, z, f_0)}.$$

(4)

Here, $N_0(\mathbf{\hat{n}}, z, f_0)$ is the unlensed cumulative number count of sources located at redshift $z$, that is, the number of sources with observed flux greater than the threshold $f_0$, while, $N_m(\mathbf{\hat{n}}, z, f)$ is the lensed cumulative number count, affected by magnification.

Magnification by gravitational lenses increases the observed flux of background galaxies allowing one to see fainter sources changing the effective flux cut from $f_0$ to $f_m = f_0/\mu$. At the same time, it stretches the solid angle behind the lenses, reducing the surface density of sources down to $N_\mu = N_0/\mu$ (Narayan 1989). Thus, the density contrast may be rewritten as

$$\delta_m(\mathbf{\hat{n}}, z, f) = \frac{N_m(\mathbf{\hat{n}}, z, f)}{\mu N_0(\mathbf{\hat{n}}, z, f_0)} - 1.$$

(5)

The cumulative number count can be locally parametrized as

$$N_m(\mathbf{\hat{n}}, z, f) = A \left( \frac{f_f}{f_0} \right)^{\alpha(f_0)}.$$

(6)

where $A, f_0$ are constant parameters and $\alpha(f_0)$ is a function of the flux limit. Substituting this parametrization into equation (5):

$$\delta_m(\mathbf{\hat{n}}, z, f) = \mu^{-\alpha(f_0)} - 1.$$

(7)
Taking the weak lensing approximation, \( \mu \simeq 1 + 2\kappa \) with \( \kappa \ll 1 \), where \( \kappa \) corresponds to the lensing convergence of the field (Bartelmann & Schneider 1992), and converting from fluxes to magnitudes, the previous equation becomes (Narayan & Wallington 1993)

\[
\delta_\theta(\hat{n}, z, m) = 2\kappa(\hat{n}, z) [\alpha(m) - 1]
\]

with

\[
\alpha(m) = 2.5 \frac{d}{dm} [\log N_\rho(m)].
\]

The convergence \( \kappa \) is defined as (Blandford & Narayan 1992; Bartelmann & Schneider 2001)

\[
\kappa(\hat{n}, z) = \int_0^\infty dz' \frac{\gamma(z')}{r(z')} \nabla^2 \Phi[r(z') \hat{n}],
\]

where \( r(z) \) is the radial comoving distance at redshift \( z \), \( \nabla^2 \Phi \) is the Laplacian on the coordinates of the plane transverse to the line of sight and \( \Phi \) is the gravitational potential. Assuming that the gravitational potential and the matter density may be written as the sum of an homogeneous term plus a perturbation (\( \Phi = \Phi_0 + \delta \Phi \) and \( \rho = \rho_0 + \delta \rho \), respectively) the Poisson equation can be written as

\[
\nabla^2 \Phi(r, \hat{n}) = \nabla^2 \delta_\phi(r, \hat{n}) = 4\pi G \rho_0 \delta_\delta(r, \hat{n}),
\]

where \( \hat{n} = 1/(1 + z) \) is the scale factor. Expressing the matter density as a function of the critical matter density at present, this leads to (Grossman & Narayan 1989)

\[
\nabla^2 \Phi(r, \hat{n}) = \frac{3H_0^2}{4\pi c^2} \Omega_m \delta_\delta(r, \hat{n}),
\]

with \( \delta_\delta \) the galaxy density contrast, \( H_0 \) the Hubble constant, and \( c \) the speed of light.

Combining equations (2), (3), and (8) it is straightforward to arrive at (Hui, Gaztánaga & LoVerde 2007, 2008; LoVerde, Hui & Gaztánaga 2008)

\[
\omega_{ij}(\theta) = (b_0 \delta_\delta(\hat{n}, z_i) \delta_\delta(\hat{n}', z_j))_\theta
\]

\[
+ (b_0 \delta_\delta(\hat{n}, z_i) \delta_\delta(\hat{n}', z_j, m_j))_\theta
\]

\[
+ (b_0 \delta_\delta(\hat{n}', z_j) \delta_\delta(\hat{n}, z_i, m_i))_\theta
\]

\[
+ (\delta_\delta(\hat{n}, z_i, m_i) \delta_\delta(\hat{n}', z_j, m_j))_\theta.
\]

If it is assumed that \( z_i < z_j \) where \( z_i \) are the lens redshift bins and \( z_j \) the source redshift bins, the only terms that are non-vanishing, assuming well determined redshifts, are equations (13b) and (13d), where the last term is subleading, resulting (Ménard et al. 2003):

\[
\omega_{ij}(\theta) = b_0 [\alpha(m) - 1] \frac{3H_0^2}{4\pi c^2} \Omega_m
\]

\[
\times \int_0^\infty dz' \frac{\phi_i(z')}{{z' + 1}} \int_{z'}^\infty dz'' \frac{\phi_j(z'')}{{z'' + 1}} \frac{r(z')r(z'') - r(z'_i)r(z''_j)}{r(z'_i)}
\]

\[
\times \frac{dk}{2\pi} P_M(k, z_i) J_0(kr(z_i)),
\]

\[
\]

where \( P_M \) is the matter power spectrum, \( J_0 \) is zero-th order Bessel function and \( \phi_i, \phi_j \) are the redshift distribution of the lens and source sample, respectively. A short-hand way to express the two point angular cross-correlation function due to magnification between a lens sample (L) and a source sample (S) with magnitude cut \( m_j \) is

\[
\omega_{LS}(\theta) = b_0 [\alpha_S(m_j) - 1] \omega_{ij}(\theta).
\]

Here \( b_0 \) is the galaxy-bias of the lenses, \( \alpha_S(m_j) \) the number count slope of the sources given by equation (9), and \( \omega_{ij}(\theta) \) is the angular correlation function of the projected mass on the lens plane, that depends only on the cosmological parameters. The number count slope is evaluated at the threshold magnitude \( m_j \), that is, the upper magnitude cut imposed on the \( j \)-th source sample.

### 3 Measuring Magnification through Number Count

By inspection of equations (9) and (15) and the gravitational lens equation (Blandford & Narayan 1992), three key properties can be deduced that are intrinsic to magnification:

(i) A non-zero two-point angular cross-correlation \( \omega_{LS} \) appears between two galaxy samples at redshifts \( z_{S,j} \geq z_i \) for those cases in which the slope \( \alpha_S(m_j) \neq 1 \) (magnification signal hereafter).

(ii) The amplitude of the magnification signal evolves with the slope of the faint end of the number count distribution of the source sample and, assuming a Schechter (1976) luminosity function, eventually it reaches zero and becomes negative.

(iii) For a given value of the number count slope, the signal strength is independent of the photometric band used (i.e. it is achromatic).

The steps towards a measurement of magnification via the number count technique in a photometric survey can be summarized as follows:

(i) Split the data sample into two well-separated photo-z bins, termed lens and source. Splitting must be done minimizing the overlap between the true redshift distributions of the samples. Otherwise, by equation (13a), an additive signal is introduced.

(ii) For each photometric band, define several sub-samples from the source sample using different values for the maximum (threshold) magnitude. This is made in order to trace the evolution of the amplitude of the magnification signal with the number count slope (see equation 9).

(iii) Compute the two-point angular cross-correlation function between the unique common lens sample and each source sub-sample for each band.

Once the two-point angular correlation function have been measured, they can be compared with theoretical predictions as described in Section 2, allowing the desired determination.

### 4 The Data Sample

The DES (Flaugher 2005) is a photometric galaxy survey that uses the Dark Energy Camera (DECam; Diehl 2012; Flaugher et al. 2015), mounted at the Blanco Telescope, at the Cerro Tololo Interamerican Observatory. The survey will cover about 5000 deg\(^2\) of the Southern hemisphere, imaging around 3 \times 10\(^8\) galaxies in five broadband filters (grizY) at limiting magnitudes \( g < 24.6, r < 24.1, i < 24.3, \) and \( z < 23.9 \). The sample used in this analysis corresponds to the Science Verification (DES-SV) data, which contains several disconnected fields. From the DES SVA1-Gold\(^3\) main galaxy catalogue (Croce et al. 2016), the largest contiguous field is selected, the SPT-E. Regions with declination \( \langle \gtrsim \right\langle 21^\circ \) are removed in order to avoid the Large Magellanic Cloud. MOdest_CLASS is employed as star-galaxy classifier (Chang et al. 2015).
The following colour cuts are made in order to remove outliers in colour space:

(i) $-1 < g - r < 3$,
(ii) $-1 < r - i < 2$,
(iii) $-1 < i - z < 2$,

where $g$, $r$, $i$, and $z$ stand for the corresponding MAG_AUTO magnitude measured by SExtractor (Bertin & Arnouts 1996).

Regions of the sky that are tagged as bad, amounting to four per cent of the total area, are removed. An area of radius 2 arcmin around each 2MASS star is masked to avoid stellar haloes (Mandelbaum et al. 2005; Scranton et al. 2005).

The DES Data Management (Sevilla et al. 2011; Desai et al. 2012; Mohr et al. 2012) produces a MANGLE $^4$ (Swanson et al. 2008) magnitude limit mask that is later translated to a $N_{\text{side}} = 4096$ HEALPIX $^5$ (Górski et al. 2005) mask. Since the HEALPIX mask is a division of the celestial sphere on romboid-like shaped pixels with the same area, to avoid boundary effects due to the possible mismatch between the MANGLE and HEALPIX masks, each pixel is required to be totally inside the observed footprint as determined by MANGLE, by demanding

(i) $r_{\text{fracdet}} = 1$,
(ii) $i_{\text{fracdet}} = 1$,
(iii) $z_{\text{fracdet}} = 1$,

where $r_{\text{fracdet}}, i_{\text{fracdet}},$ and $z_{\text{fracdet}}$ are the fraction of the pixel lying inside the footprint for $r$, $i$, and $z$ bands, respectively.

Depth cuts are also imposed on the rz-i bands in order to have uniform depth when combined with the magnitude cuts. These depth cuts are reached by including only the regions that meet the following conditions:

(i) $r_{\text{lim}} > 23.0$,
(ii) $i_{\text{lim}} > 22.5$,
(iii) $z_{\text{lim}} > 22.0$;

where $r_{\text{lim}}, i_{\text{lim}},$ and $z_{\text{lim}}$ stand for the magnitude limit in the corresponding band, that is, the faintest magnitude at which the flux of a galaxy is detected at 10$\sigma$ significance level. The resulting footprint, as shown in Fig. 1, after all the masking cuts amounts to 121 deg$^2$.

Photometric redshifts (photo-z) have been estimated using different techniques. In particular, the fiducial code used in this work employs a machine-learning algorithm (random forests) as implemented by TPZ (Carrasco Kind & Brunner 2013), which was shown to perform well on SV data (Sánchez et al. 2014). The redshifts of the galaxies are defined according to the mean of the probability density functions (pdfs) given by TPZ ($\hat{z}_{\text{ph}}$). Other methods are also employed to demonstrate that the measured two-point angular cross-correlation is not a feature induced by TPZ (see Section 6.2).

### 4.1 Lens sample

A unique lens sample is defined by the additional photo-z and magnitude cuts:

(i) $0.2 < \hat{z}_{\text{ph}} < 0.4$;
(ii) $18.0 < i < 22.5$.

These requirements are imposed in order to be compatible with the first redshift bin of the so-called ‘benchmark sample’ (Crocce et al. 2005; Scranton et al. 2005).

Four source samples are defined, one per band:

(i) $R$: $0.7 < \hat{z}_{\text{ph}} < 1.0$ and $r < 23.0$;
(ii) $I$: $0.7 < \hat{z}_{\text{ph}} < 1.0$ and $i < 22.5$;
(iii) $Z$: $0.7 < \hat{z}_{\text{ph}} < 1.0$ and $z < 22.0$.

Following the same approach, we used on the lens, defined over the ‘benchmark’ sample, the MAG_AUTO cut along with the previously defined depth cuts also guarantee uniformity on the corresponding band.

Within each $R$, $I$, and $i$ source sample five sub-samples that map the magnitude evolution are defined as

(i) $R_{j}$: $r < 21.0$; $R_{j}$: $r < 21.5$; $R_{j}$: $r < 22.0$; $R_{j}$: $r < 22.5$; $R_{j}$: $r < 23.0$.
(ii) $I_{j}$: $i < 20.5$; $I_{j}$: $i < 21.0$; $I_{j}$: $i < 21.5$; $I_{j}$: $i < 22.0$; $I_{j}$: $i < 22.5$.
(iii) $Z_{j}$: $z < 20.0$; $Z_{j}$: $z < 20.5$; $Z_{j}$: $z < 21.0$; $Z_{j}$: $z < 21.5$; $Z_{j}$: $z < 22.0$.

Here $S_{j}$ with $j = 1, 2, 3, 4, 5$ are the sub-samples of sample $S$ with $S \in \{R, I, Z\}$. In Fig. 2, the redshift distributions of the lens and source samples are shown. Note that the sub-samples $S_{j}, I_{j},$ and $Z_{j}$ are equal to $R, I,$ and $Z$, respectively.

The g-band is not used on this analysis because when the same approach is followed and a uniform sample is defined in that band, the number of galaxies of the lens and source samples decrease dramatically. This increases the shot noise preventing the measurement of number count magnification.

### 5 APPLICATION TO A SIMULATED GALAXY SURVEY

In order to test the methodology described above in a controlled environment, isolated from any source of systematic error, it is applied to a simulated galaxy sample, in particular MICECAT v1.0. This mock is the first catalogue release of the $N$-body simulation
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Figure 1. Final footprint of the DES SPT-E region after all masking is applied.

2016. Note that the MAG_AUTO cut along with the previous $i$-band depth cut guarantees uniformity (Crocce et al. 2016).
MICE-GC\(^6\) (Crocc\(e\) et al. 2015; Fosalba et al. 2015a,b). It assumes a flat Lambda cold dark matter (ΛCDM) Universe with cosmological parameters \(\Omega_\Lambda = 0.25\), \(\Omega_b = 0.044\), \(h = 0.7\), and \(\sigma_8 = 0.8\), using a light-cone that spans one eighth of the celestial sphere. Another advantage of using these simulations is the possibility of studying specific systematic effects, as described in Section 6.2.

Among other properties, MICE-GC provides lensed and unlensed coordinates, true redshift (including redshift space distortions), and DES-griz unlensed magnitudes for the simulated galaxies, along with convergence and shear. Conversion from unlensed magnitudes to lensed magnitudes can be done by applying \(m_\ell = m_0 - 2.5 \log_{10}(1 + \kappa)\).

Having two sets of coordinates and magnitudes, one in a ‘universe’ with magnification and another without magnification, allows us to follow the methodology described in Section 3 for both cases, serving as a test-bench to measure the sensitivity of the method to the magnification effect. In order to have a fiducial function with as little statistical uncertainty as possible, the full 5000 deg\(^2\) of the MICE simulation are used. To match as much as possible the conditions of the DES-SV data, the magnitude cuts described in Section 4 are applied to the lens and source samples. The covariance matrices of data (see Section 6.1) are used, in order to match the errors in the DES-SV sample.

In Fig. 3, the results of the magnification analysis in the MICE simulation for the cases with and without magnification can be seen compared with the theoretical expectations. The methodology used in this work clearly allows us to distinguish both cases for a data set similar to that of the DES-SV data. Nevertheless, results obtained with the MICE simulation cannot be directly extrapolated to SV data to estimate the expected significance because the density of galaxies on the simulation is a factor \(\sim 3\) smaller than on the SV data. Also, the luminosity function of the simulation is slightly different from the DES data, which has a direct impact on the number count slope and, consequently, on the amplitude of the measured signal.

6 DATA ANALYSIS

The analysis of the SV data is described here, showing first the detection of the magnification signal followed by the study and correction of systematic effects.
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Figure 2. Redshift distributions from the stacking of the TPZ probability distribution functions for the lens and two i-band sub-samples of the source.

Figure 3. Two-point angular cross-correlation function for the MICE simulation (sample \(i < 21.5\)). With magnification (dots) and without (grey shade), versus that expected from the MICE cosmological parameters, both with magnification (solid line) and without (dashed line), the latter being zero.

6.1 Signal detection

To estimate the cross-correlation functions, the tree-code TreeCorr\(^7\) (Jarvis, Bernstein & Jain 2004) and the Landy–Szalay estimator (Landy & Szalay 1993) are used demanding six logarithmic angular bins:

\[
\omega_{LS}(\theta) = \frac{D_L D_S(\theta) - D_L R_S(\theta) - D_S R_L(\theta)}{R_L R_S(\theta)} + 1, \tag{16}
\]

where \(D_L D_S(\theta)\) is the number of pairs from the lens data sample \(L\) and the source data sub-sample \(S\) separated by an angular distance \(\theta\) and \(D_L R_S(\theta), D_S R_L(\theta)\), and \(R_L R_S(\theta)\) are the corresponding values for the lens-random, source-random, and random-random combinations normalized by the total number of objects on each sample.

Catalogues produced with BALROG\(^8\) (Suchyta et al. 2016) are used as random samples. The BALROG catalogues are DES-like catalogues, where no intrinsic magnification signal has been included. The BALROG software generates images of fake objects, all with zero convergence \(\kappa\), that are embedded into the DES-SV co-add images (convolving the objects with the measured point spread function, and applying the measured photometric calibration). Then SExtractor was run on them, using the same DES Data Management configuration parameters used for the image processing. The positions for the simulated objects were generated randomly over the celestial sphere, meaning that these positions are intrinsically unclustered. Hence, the detected BALROG objects amount to a set of random points, which sample the survey detection probability. For a full description and an application to the same measurement as in Crocc\(e\) et al. (2016) see Suchyta et al. (2016). This is the first time that this extensive simulation is used to correct for systematics.

The same cuts and masking of the data sample (Section 4) are also applied to the BALROG sample. A re-weighting following a nearest neighbours approach was applied to BALROG objects in order to follow the same magnitude distribution of the DES-SV data on both lens and sources.
with equal area, the algorithm is trained on a uniform random sample of the diagonal \( C_{ij} \). Each box is the part of the matrix corresponding to the samples labelled at the axis, whereas the bins within each box stand for the angular values of the correlation function.

A covariance matrix is computed for each band by jack-knife method. The covariance is computed as follows:

\[
C_S(\omega_k, \theta_i ; \omega_j, \theta_s) = \frac{N_{JK}}{N_{JK} - 1} \sum_{k=1}^{N_{JK}} \left( [\omega^k_j - \omega_j, \theta_s] - [\omega^k_i - \omega_i, \theta_s] \right),
\]

where \( \omega^k_S \) stands for the cross-correlation of the \( k \)-th jack-knife re-sample and \( \omega_S \) is the cross-correlation of the full sample. The \( N_{JK} = 120 \) jack-knife regions are defined by a k-means algorithm (MacQueen et al. 1967) using Python's machine learning library SCIKIT-LEARN\(^9\) (Pedregosa et al. 2011). In order to get \( N_{JK} \) regions with equal area, the algorithm is trained on a uniform random sample following the footprint of the data demanding \( N_{JK} \) centres. The regions used on the re-sampling are composed by the Voronoi tessellation defined by these centres. These matrices trace the angular covariance as well as the covariances between functions within each band. No covariance between bands is considered, since each band is treated independently on this work. The reduced covariance matrix of the \( i \)-band is displayed at Fig. 4. The behaviour is similar for the other bands.

Measured two-point angular cross-correlation functions and \( \Lambda \)CDM weak lensing theoretical predictions can be found in Fig. 5. Measured correlation functions are found to be non-zero, compatible with \( \Lambda \)CDM and its amplitude evolves with the magnitude cut. The magnitude cuts imposed to guarantee uniform depth make that, for this data, no negative amplitudes are expected.

To compare with the expected theory, equation (13b) has been used assuming Planck Collaboration XIII (2016) cosmological parameters. The bias of the lens sample has already been measured independently with different techniques: clustering (Crocce et al. 2016), gg-lensing (Prat et al. 2018), shear (Chang et al. 2016), and CMB-lensing (Giannantonio et al. 2016). From these values, the most precise, from Crocce et al. (2016), is selected \( b_i = 1.07 \pm 0.08 \) and is assumed to be a constant scale-independent parameter. The number count slope parameter \( \alpha_S \) is computed by fitting the cumulative number count of the sample \( S \) to a Schechter function (Schechter 1976) on the range of interest:

\[
N_i(m) = A \left[ 10^{0.4(m - m_*)} \right]^\beta \exp \left[ -10^{0.4(m - m_*)} \right],
\]

where \( A, m_*, \) and \( \beta \) are the free parameters of the fit. Then \( \alpha_S(m) - 1 \) is computed by applying equation (9), where \( m_i \) is the magnitude limit of the \( S_i \) sub-sample on the considered band. In Fig. 6, the fit and the number count slope parameter for the \( i \)-sample are shown.

A goodness of fit test of the measured two-point angular cross-correlation function respect to the theoretical predictions for each band is performed combining the five correlations functions within each band:

\[
\chi^2_{Planck} = \sum_{ij} \left[ \tilde{\omega}_S(i, \theta_i) - \omega_S(i, \theta_s) \right]
\]

\[
C^{-1}(\omega_S(i, \theta_i); \omega_S(j, \theta_j))\tilde{\omega}_S(i, \theta_i) - \omega_S(i, \theta_s),
\]

where \( \tilde{\omega} \) and \( \omega \) are the measured and theoretical cross-correlation functions, respectively. Goodness of fit tests are also made testing the hypothesis of absence of magnification:

\[
\chi^2_{zero} = \sum_{ij} \tilde{\omega}_S(i, \theta_i)C^{-1}(\omega_S(i, \theta_i); \omega_S(j, \theta_j))\tilde{\omega}_S(i, \theta_i).
\]

The \( \chi^2 \) values of the individual correlation functions as well as the combination of the five correlation functions within each band can be seen in Table 1 showing good agreement with the theoretical predictions described in Section 2, after considering the effect of photometric redshift contamination from Section 6.2.1. To test which hypothesis is favoured, the Bayes factor is used:

\[
B = \frac{P(M|\theta)}{P(Z|\theta)} = \frac{P(\theta|M)P(M)}{P(\theta|Z)P(Z)}.
\]

where

\[
P(M|\theta) = e^{-\chi^2_{Planck}/2}
\]

and

\[
P(Z|\theta) = e^{-\chi^2_{zero}/2}.
\]

The assumed prior sets detection and non-detection of magnification to be equally probable: \( P(M) = P(Z) \). Bayes factors are computed for each function individually as well as for each band using the full covariance.

The significance for each individual correlation function (see Table 1) has a strong dependence on the considered magnitude limit of the sub-sample. To compute the significance for each band, the five correlation functions within each and the full covariance are used. One covariance matrix (see Fig. 4 for the \( i \)-band matrix) per each band is computed taking into account the full set of correlations. The logarithm of the Bayes factor can be found in Table 1, being all above two, allowing us to claim that magnification has been detected (Kass & Raftery 1995).

A usual approach to enhance the signal-to-noise ratio is to define a unique source sample, weight each source galaxy with its corresponding \( \alpha_S(m) - 1 \) value (Ménard et al. 2003) and compute the two-point angular cross-correlation function. This weighting procedure is used at the samples \( r < 23.0, i < 22.5 \), and \( z < 22.0 \). These correlation functions can be seen in Fig. 7 with a

\(^9\)scikit-learn.org
Figure 5. Measured cross-correlation functions (dots) of the lens sample with each source sample for the DES SVA1-Gold data using BALROG randoms. Each row corresponds to one of the $R$, $I$, and $Z$ source samples. Within each row, each sub-panel shows the cross-correlation with the flux limited source sub-sample indicated above. The solid line shows the theoretical prediction using expression equation (15) computed assuming a $\Lambda$CDM Cosmology (Planck Collaboration XIII 2016) and the previously measured galaxy-bias $b_L = 1.07$ (Crocce et al. 2016). The dashed line is an eye-guide for zero.

comparison with the theoretical prediction and the correlation functions of the same sample computed without weighting. Significances of these measurement can be seen at Table 2 finding that the weighting approach provides an enhancement of the significance when compared with an unique sample. However, when the full set of correlation functions and their covariances are used, the results are similar since the same amount of data and information is used, that is, the number-count slope.
Figure 6. Top panel: dots are the measured $i$-band cumulative number count as a function of the $i$-band magnitude. Red solid line is the fit using a Schechter function (see the text). Bottom panel: number count slope $\alpha - 1$ measured from the fitted Schechter function of the top panel.

Table 1. Significance of the detection of a magnification signal without weights. Significances determined by the logarithm of the Bayes factor and $\chi^2$ values of the expected theoretical signal are shown for each individual function as well as for the combination of the five functions within a band (right-hand column). This result incorporates effects from survey properties (Section 6.2.6). In parenthesis, the Bayes factor if we consider the signal from the expected photo-$z$ contamination as our ‘alternate’ hypothesis, as detailed in Section 6.2.1.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\log_{10} B$</th>
<th>$\chi^2$/ndof</th>
<th>$\log_{10} B$</th>
<th>$\chi^2$/ndof</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r &lt; 21.0$</td>
<td>21.6</td>
<td>3.9 (2.5)</td>
<td>21.0</td>
<td>3.5 (4.0)</td>
</tr>
<tr>
<td>$i &lt; 21.5$</td>
<td>2.1</td>
<td>1.7</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>$z &lt; 20.0$</td>
<td>-0.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$r &lt; 21.5$</td>
<td>39.7</td>
<td>39.7</td>
<td>39.7</td>
<td>39.7</td>
</tr>
<tr>
<td>$i &lt; 22.0$</td>
<td>23.6</td>
<td>23.6</td>
<td>23.6</td>
<td>23.6</td>
</tr>
<tr>
<td>$z &lt; 22.0$</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
<td>28.9</td>
</tr>
</tbody>
</table>

Finally, in order to test that the signal is achromatic, the measured two-point angular cross-correlation functions for each band, normalized by its $\alpha_S(m) - 1$ are compared. All cross-correlation functions fluctuate within $1\sigma$ errors (see Fig. 8 for an example) demonstrating that the measured convergence field does not depend on the considered band.

6.2 Systematic errors

In this section, the impact of potential sources of systematic errors on the measured two-point angular cross-correlation function is investigated and how they are taken into account in the measurement is described.

Figure 7. Measured two-point angular cross-correlation functions for the samples $r < 23.0$, $i < 22.5$, and $z < 22.0$ from the left- to right-hand side, respectively. Dots use the optimal weighting (Scranton et al. 2005), where each galaxy is weighted by its corresponding $\alpha_S(m) - 1$ value, whereas squares are not weighted. Green line is the theoretical prediction. Red dashed line is an eye-guide for zero.

Table 2. Significance of the detection of a magnification signal with weights. Results are shown for the faintest sample.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\log_{10} B$</th>
<th>$\chi^2$/ndof</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r &lt; 23.0$</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>$i &lt; 22.5$</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>$z &lt; 22.0$</td>
<td>2.3</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Figure 8. Example of the achromaticity of the measured signal. Here are shown the measured two-point angular cross-correlation functions for $r < 22.5$, $i < 22.0$, and $z < 21.5$ divided by their corresponding $\alpha - 1$.

6.2.1 Photometric redshifts

Catastrophic outliers in the photo-$z$ determination can bias the measurement of $\kappa$ (Bernstein & Huterer 2010). Thus, the tails of the pdfs of the photo-$z$ code are a crucial systematic to test, as mentioned in Section 2. Galaxy migration between redshift bins due to a wrong photo-$z$ assignment may induce a non-zero cross-correlation signal due to the physical signal coming from the clustering of objects in the same redshift bin. Conservative photo-$z$ cuts to select the lens and source samples are made in order to minimize this migration. A general study of photo-$z$ performance in DES-SV can be found...
in Sánchez et al. (2014). A comprehensive study of the photo-z performance and its implications for weak lensing can be found in Bonnett et al. (2016). Both studies are followed in this analysis.

As a first approach, estimation of the expected signal induced by photo-z migration ($\omega_{\text{ph}}^z$) is computed with equation (13a):

$$\omega_{\text{LS},i,j}^{z}(\theta) = \int_{0}^{\infty} dz \int_{0}^{\infty} dz' \phi_{L}(z) \phi_{S}(z') \xi(\theta; z, z'),$$

where $\xi(\theta; z, z')$ is the 3D correlation-function and $\phi_L, \phi_S$ are the redshift distribution of the lens (L) sample and the source sample ($S$) estimated from the stacking of the pdfs given by TPZ. Fig. 9 compares the measured two-point angular cross-correlation and the expected signal induced by photo-z can be seen for the $i$ sample. The signal induced by photo-z is found to be smaller than the statistical errors. Note that this method relies on an assumed cosmology and bias model, and therefore should be considered only an approximation. A more accurate calculation can be made with the help of $N$-body simulations.

From the overlap of the redshift distribution of both lens and source samples, it is found that the total photo-z migration between lens and source sample is $o \sim 0.6$ per cent depending on the magnitude cut of the source sample. The procedure to compute this overlap is to integrate the product of the pdfs of the lens and source sample:

$$o = \int_{0}^{\infty} dz \phi_{L}(z) \phi_{S}(z),$$

where $\phi_L, \phi_S$ are the stacked pdfs of the lens and source sample respectively. Since TPZ provides an individual pdf for each galaxy, the stacked pdf of a given sample is computed by adding all the individual pdfs of the galaxies that belong to that sample (see Asorey et al. 2016, for a study of clustering with stacked pdfs).

To estimate the maximum allowed photo-z migration between the lens and the source sample, the MICE simulation (Section 5) with the un-lensed coordinates and magnitudes is used. Galaxies are randomly sampled on the lens redshift bin and then placed on the source redshift bin. Conversely, galaxies on the source redshift bin are randomly sampled and placed on the lens redshift bin. For a given lens or source sample, the number of galaxies introduced from the other redshift bin is chosen to be $0.1, 0.3, 0.5, 0.7, 0.9,$ and $2$ per cent of the galaxies. Then, the two-point angular cross-correlation is computed for each case. The difference of the correlation functions measured at the simulation with induced migration between lens and source sample is $o \sim 0.6$ per cent depending on the magnitude cut of the source sample. Therefore, it seems that the maximum photo-z migration is negligible. Therefore, the effect of photo-z migration is comparable to the error in the correlation functions.

$$\omega_{\text{LS},i,j}^{z}(\theta) = \int_{0}^{\infty} dz \int_{0}^{\infty} dz' \phi_{L}(z) \phi_{S}(z') \xi(\theta; z, z').$$

Figure 9. Comparison of $1\sigma$ jack-knife errors of the measured correlation function (grey shade) with the expected signal induced by the photo-z migration between the lens and the source sample (case $i < 22.5$) computed theoretically with the stacking of the pdfs for the $i$-band (blue line).

Figure 10. Estimation of the signal induced by migration of selected fractions of MICE un-lensed galaxies between the lens and the source sample (case $i < 22.5$). Shaded area is the $1\sigma$ confidence interval for the measured number count cross-correlations. Dots correspond to a contamination fraction of $0.9$ per cent. Squares correspond to a $2$ per cent. Dashed line is an eye-guide for zero.

computed for each case. The difference of the correlation functions measured at the simulation with induced migration between lens and source sample and the original used in Section 5 is the signal induced by photo-z migration. The signal induced by photo-z for the cases with $0.9$ and $2$ per cent computed with this method can be seen at Fig. 10. It is found that at $0.9$ per cent of contamination, the induced signal due to photo-z migration is comparable to the error in the correlation functions. This upper limit is greater than the estimated photo-z migration, demonstrating that the effect of photo-z migration is negligible. Photo-z migration has a larger impact on the brightest samples. Nevertheless, since the errors of the correlation functions of these samples are shot-noise dominated, the tightest constraints on photo-z migration are imposed by the faintest samples. With a larger data sample this statement will no longer be true.

Photometric redshift induced correlation functions that mimic magnification may affect the measured significance. Thus, Bayes factor is recomputed with two new hypothesis, the measured signal is a combination of magnification and photo-z ($M + Ph$) or the measured signal is only photo-z ($Ph$):

$$B = \frac{P(M + Ph|\theta)}{P(Ph|\theta)} = \frac{P(\theta|M + Ph)}{P(\theta|Ph)},$$

where

$$P(\theta|M + Ph) = e^{-\chi^2_{\text{Planck} + Ph}/2}$$

and

$$P(\theta|Ph) = e^{-\chi^2_{Ph}/2}.$$
2014; Bonnett et al. 2016). Redshift distributions predicted by TPZ are found to be representative of those given by the spectroscopic sample. Nevertheless, this statement has limitations – but is good enough for SV data – and a more accurate description of the real redshift distribution of the full sample will be measured with methodologies involving clustering based estimators (Newman 2008; Matthews & Newman 2010; Ménard et al. 2013; Scottez et al. 2016) when the size of the data sample grows.

Finally, to demonstrate that the measured signal is independent of the photo-technique employed to estimate the redshift, the two-point angular cross-correlation functions are measured using other estimators for photo-technique, and have a performance similar to TPZ (Sánchez et al. 2014). A neural network, Skynet (Graff et al. 2014), and a template based approach, Bayesian photo-TPZ (Benitez 2000) have been used. Fig. 11 compares the cross-correlations computed with the three codes for the i-band, showing them to be within 1σ errors.

### 6.2.2 Number count slope α

When comparing the measured two point angular cross-correlation functions with the theoretical prediction via equation (15) for a given set of cosmological parameters, α(m) is determined by fitting the cumulative number count distribution to equation (18) and then using equation (9). To compute the possible impact of the uncertainty of this fit on the comparison with theory, a marginalization over all the parameters of the fit (A, m, β) is made.

Parameters are randomly sampled with a Gaussian distribution centred on the value given by the fit to the cumulative number count and with a standard deviation equal to the 1σ errors of the fit. The value of α is recalculated with these randomly sampled parameters. The impact of the dispersion of the α values obtained is negligible compared to the size of the jack-knife errors, so they are not taken into account.

In addition to the parameter determination, a possible non-completeness on the SPT-E field can modify the magnitude distribution altering the cumulative number count slope parameter (Hildebrandt 2016). To estimate the possible impact of non-completeness, the measured magnitude distributions of the SPT-E field are compared with those of deeper fields measured by DES, such as the COSMOS field. Both distributions are found to be equal at the range of magnitudes considered on this analysis (see Fig. 12 for an example in the i-band).

#### 6.2.3 Object obscuration

Chang et al. (2015) studied whether moderately bright objects in crowded environments produce a decrease in the detection probability of nearby fainter objects at scales θ ≲ 10 arcsec. However, such scales are well below those considered in this analysis (θ ≳ 36 arcsec) and therefore this effect is ignored.

#### 6.2.4 Stellar contamination

For a given choice of star-galaxy classifier, there will be a number of stars misclassified as galaxies, so the observed two-point angular cross-correlation function α_J(θ) must be corrected by the presence of any fake signal induced by stars (see Section A):

\[
<J> = \frac{\alpha_J(\theta) + \lambda_L \omega_S(\theta) - \lambda_S \omega_J(\theta)}{1 - \lambda_L - \lambda_S}.
\]

where \(\omega_J\), \(\omega_S\), \(\lambda_J\), and \(\lambda_S\) are the cross-correlation function of the true galaxy lenses with the stars misclassified as galaxies in the source sample, the fraction of stars in the lens and in the source samples, respectively. Assuming that the misclassification of stars is spatially random and is a representative sample of the spatial distribution of the population classified as stars and that the fraction of misclassified stars is small, the functions \(\omega_J\), \(\omega_S\), and \(\lambda_J\), \(\lambda_S\) are estimated from the cross-correlation of the galaxy population and the stellar population in the corresponding redshift bin.

Following a similar approach to Ross et al. (2012), if the latter is true and the misclassified stars trace the global population of stars, for a given patch of the sky the number of objects classified as galaxies \(N_0\) must be the average number of true galaxies \(\bar{N}_g\) plus a quantity proportional to the number of stars on that given pixel,

\[
N_0 = \bar{N}_g + \gamma \bar{N}_s.
\]

---

**Figure 11.** Comparison of the measured two-point angular cross-correlation functions corresponding to the sample \(i < 21.5\) measured with the Landy–Szalay estimator using TPZ, Skynet, and BPZ. Triangles and squares are displaced at the horizontal axis for clarity.

**Figure 12.** Upper panel: comparison of the magnitude distribution for the SPT-E and the COSMOS fields. Both histograms are normalized by their respective area. Lower panel: relative difference between the magnitude distribution of the COSMOS and the SPT-E fields. The shaded region shows the 1σ confidence interval computed from shot-noise.
Figure 13. Determination of the purity of the lens sample. For each \( N_{\text{side}} = 512 \) HEALPIX-pixel, the number of objects classified as galaxies divided by the average number of galaxies per pixel is plotted as a function of the number of objects classified as stars. Black dots are the measured data. Red line is the linear fit to the data. The intercept of the line with the Y-axis is the estimated purity of the sample.

Figure 14. Correction by stellar contamination on the \( i < 21.5 \) sample. Blue dots are the correction and shaded area is the 1\( \sigma \) confidence interval of the measured cross-correlations of the magnification signal. Red dashed line is and eye-guide for zero.

Dividing by the average number of objects marked as galaxies \( \bar{N}_0 \),

\[
\frac{N_O}{\bar{N}_0} = p + \gamma N_s,
\]

where \( p = \bar{N}_g/\bar{N}_0 \) is the purity of the sample, that is, \( \lambda = 1 - p \).

In order to estimate the purity of the galaxy sample with this method, an \( N_{\text{side}} = 512 \) HEALPIX pixelation is made and for each pixel \( N_O/\bar{N}_0 \) and \( N_s \) is computed. Then, a fit to equation (32) is made determining a purity of 94 per cent for the lens sample and about 98 per cent for the source sample depending on the considered band (see Fig. 13 for an example). With this purity, the correction due to stellar contamination given by equation (30) is found to be one order of magnitude smaller than the statistical errors (see Fig. 14 for the \( i \)-band correction), so stellar contamination is not taken into account in the analysis. Nevertheless, on future analysis with more galaxies and area this may be important. Note that the objects labelled as stars by our star-galaxy classifier would be a combination of stars and galaxies; thus, these calculations are an upper bound to stellar contamination.

6.2.5 Dust extinction

The possible presence of dust in the lenses may modify the observed magnitude in addition to the magnitude shift due to magnification (Ménard et al. 2010). The change in magnitude (\( \delta m \)) on the \( p \)-band may be written as

\[
\delta m_p = - 2.5 \log \mu + \frac{2.5}{\ln 10} \tau_p,
\]

where \( \mu \simeq 1 + 2\kappa \) is the change in magnitude due to magnification and \( \tau_p \) is the optical depth due to dust extinction. Whereas magnification is achromatic, dust extinction induces a band-dependent magnitude change. Taking this into account, the colour-excess for bands \( p, q \)\(^{10} \) is defined as

\[
E_{pq} = \delta m_p - \delta m_q = 1.08[\tau_p - \tau_q].
\]

Define the colour-density cross-correlation as (Ménard et al. 2010)

\[
\langle \delta E_{pq} \rangle(\theta) = 1.09[\tau_p(\theta) - \tau_q(\theta)],
\]

where \( \delta \) is the density contrast of the lenses and \( E_{pq} \) is the colour-excess of the sources; from the measurements by Ménard et al. (2010) it can be parametrized as

\[
\langle \delta E_{pq} \rangle(\theta) = 1.09 \tau_V \left[ \frac{\lambda_V}{\lambda_p} - \frac{\lambda_V}{\lambda_q} \right] \left( \frac{\theta}{V} \right)^{-0.8},
\]

with \( \tau_V = 2.3 \times 10^{-3} \) the optical depth at the \( V \)-band and \( \lambda_V, \lambda_p, \) and \( \lambda_q \) the average wavelengths of the \( V, p, \) and \( q \) bands, respectively. With this parametrization, the impact of dust extinction is negligible at the scales considered on this analysis. As it can be seen in Fig. 15, colour-density cross-correlation functions are compatible with equation (36) as well as with zero.

In addition, the impact of a dust profile has been simulated as described in equation (36) with the MICE simulation (Section 5). To do so, for each galaxy belonging to the source sample a magnitude shift is induced

\[
m_{m} = m_{p} + 1.09 \tau_{V} \frac{\lambda_{V}}{\lambda} \sum_{f} \left( \frac{\theta}{V} \right)^{-0.8}.
\]

\(^{10}\) In this section \( p, q \) stand for a generic index label, while \( V \) stands for the \( V \) band of the \( UBV \) system.
Here $\theta_i$ is the angular separation of the source-galaxy and the $l$-th lens galaxy and the summation is over all the galaxies of the lens sample. In Fig. 16, the difference between the two-point angular cross-correlation with and without the dust can be seen to be less than the statistical errors. It can be deduced that dust has no impact on the angular scales considered on this work.

Since the parametrization used here applies only to a sample similar to the one used at Ménard et al. (2010), statements about dust constrains are limited. Nevertheless, this does not change the fact that no chromatic effects are detected.

### 6.2.6 Survey observing conditions

Observing conditions are not constant during the survey, leading to spatial dependencies across the DES-SV footprint (Leistedt et al. 2015) that may affect the observed cross-correlation function, such as seeing variations, air-mass, sky-brightness, or exposure time (Morrison & Hildebrandt 2015). To trace these spatial variations, the catalogue produced by the Monte Carlo sampling code BALROG has been used as random sample (Suchyta et al. 2016), as described in Section 6.1. It is important to remark that BALROG catalogues are produced with the same pipeline as DES-SV data, allowing one to trace subtle effects such as patchiness on the zeropoints, deblending, and possible magnitude errors due to a wrong sky subtraction close to bright objects.

This use of Monte Carlo sampling methods provides a new approach to mitigate systematic effects complementary to methods that involve cross-correlations of the galaxy-positions with the maps of the survey observing conditions (Ho et al. 2012; Ross et al. 2012; Morrison & Hildebrandt 2015) or involve masking the regions of the sky with worst values of the observing conditions (Croce et al. 2016). The amount of sky to be masked in order to mitigate the systematic effects on the correlation functions, is arbitrarily decided based on the impact on the correlation function, which may lead to a biased measurement. On the other hand, the approach involving cross-correlations may lead to an overcorrection effect since the different maps of the observing conditions are, in general, correlated in a complicated manner (Elsner, Leistedt & Peiris 2016). This new Monte Carlo technique to sample the selection function of the survey given by BALROG, has the advantage that it takes into account the correlation of the different observing conditions maps automatically by sampling the detectability through ‘random’ realistic objects plugged into the co-added images. In addition, the use of BALROG has the potential to allow us in the future to exploit the full depth of the survey by using the estimated depth as an additional survey property (Suchyta et al. 2016).

### 7 CONCLUSIONS

In this paper, weak lensing magnification of number count has been detected with the DES, on each of the $r, i,$ and $z$ photometric bands. The measured magnification signal agrees with theoretical predictions using a $\Lambda$CDM model with Planck Collaboration XIII (2016) best-fitting parameters.

This magnification measurement has been made using all measured galaxies, selecting them only by its photo-$z$. A method that makes explicit use of the full set of covariance matrices to maximize the significance has been used. The proposed method is compared with the usual weighting approach that can be found on the literature, reaching a similar level of significance. Although the methodology proposed on this work does not improve the signal-to-noise ratio of the measurement of number-count magnification, allows a better control and estimation of systematic effects. Systematic effects due to observing conditions or photo-$z$ have an strong correlation with the magnitudes of the galaxies. Thus, the weighted combination of galaxies leads to a non-trivial combination of correlated systematic effects. The proposed methodology analyses independently the systematic effects of each set of galaxies combining afterwards the measured number-count magnification signal already corrected.

Systematic effects have been studied in detail not only using the data itself, but also supported with the N-body simulation MICE and the BALROG Monte Carlo sampling method. The use of BALROG provides a new and powerful way to deal with systematic errors complementary to usual approaches as masking and cross-correlations as it has been stated in Section 6.2.6.

The detection of magnification has been made only with 3 per cent of the final planned area for DES and half of the available maximum depth. This demonstrates that magnification measurements are feasible in the DES and can provide an useful complement to the survey’s main goal on future data releases covering wider areas of the sky.

Future work will include the analysis of DES observations in much wider area, where some of the systematic issues not significant here such as stellar contamination and the accurate determination of the number count slope parameter, may not be negligible. These analyses will include measurements of cosmological parameters – by themselves or in combination with other weak lensing measurements (van Waerbeke 2010) –, but also the other two effects of magnification: the observed magnitude shift (Ménard et al. 2010) and the increase in the observed size (Huff & Graves 2014).
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Calculating the two point angular cross-correlation results finally as

\[ \delta_0(\hat{n}, z_i) = \frac{N_g(z_i) + N_s(z_i)}{\bar{N}_g(z_i) + \bar{N}_s(z_i)} - 1, \quad (A1) \]

where \( N_g, N_s \) are the number of galaxies on direction \( \hat{n} \) and redshift \( z \) and stars, respectively, and \( \bar{N}_g, \bar{N}_s \) the average number of galaxies and stars over the footprint. The previous equation can be expressed as

\[ \delta_0(\hat{n}, z_i) = \frac{N_g(z_i) + N_s(z_i)}{\bar{N}_g(z_i)} \left[ 1 + \frac{\bar{N}_s(z_i)}{\bar{N}_g(z_i)} \right] - 1. \quad (A2) \]

Taylor expanding the brackets one has,

\[ \delta_0(\hat{n}, z_i) = \frac{N_g(z_i) + N_s(z_i)}{\bar{N}_g(z_i)} \left[ 1 - \frac{\bar{N}_s(z_i)}{\bar{N}_g(z_i)} \right] - 1 \quad (A3) \]

and taking common factor \( \bar{N}_s(z_i)/\bar{N}_g(z_i) \),

\[ \delta_0(z_i) = \left[ \frac{N_g(z_i)}{\bar{N}_g(z_i)} - 1 \right] \]

\[ + \frac{\bar{N}_s(z_i)}{\bar{N}_g(z_i)} \left[ \frac{N_s(z_i)}{\bar{N}_g(z_i)} - \frac{N_s(z_i)}{\bar{N}_g(z_i)} \right] - \frac{N_s(z_i)}{\bar{N}_g(z_i)}. \quad (A4) \]

Assuming that \( \bar{N}_s \ll \bar{N}_g \), the last term can be neglected and defining \( \lambda_i = \bar{N}_s(z_i)/\bar{N}_g(z_i) \) as the fraction of stars on the \( i \)-th sample,

\[ \delta_i(\hat{n}, z_i) = \delta_0(\hat{n}, z_i) + \lambda_i [\delta_0(\hat{n}, z_i) - \delta_0(\hat{n}, z_i)]. \quad (A5) \]

Calculating the two point angular cross-correlation results finally in

\[ \omega_{\alpha \beta} = (1 - \lambda_i - \lambda_j) \omega_{g g} + \lambda_i \omega_{g s} + \lambda_j \omega_{s g} + \lambda_i \lambda_j \omega_s. \quad (A6) \]
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