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ABSTRACT

Background: Tuberculosis remains a leading infectious cause of death worldwide. Reducing transmission requires an increased focus on local control measures informed by spatial data. Effective use of spatial methods will improve understanding of tuberculosis transmission and support outbreak investigations.

Methods: I conducted a systematic literature review to describe spatial methods that have been used in previous outbreak investigations (Chapter 2). I developed and evaluated a novel interactive mapping tool, written using the R programming language (Chapter 3). Using multinomial logistic regression and spatial scan statistics, I investigated molecular and spatial clustering of tuberculosis in London (Chapter 4). I described the evolution of a large outbreak of drug-resistant tuberculosis in London in space and time (Chapter 5). Through three case studies, I assessed the utility of a novel spatial tool, geographic profiling, which aims to identify the locations of sources of infectious disease using locations of linked cases (Chapter 6). I analysed the spatial accessibility of tuberculosis services in London using travel time data (Chapter 7).

Key findings:

- Spatial methods provide an important complementary tool to epidemiological analyses, but are currently under-used (less than half a percent of published outbreak investigations used spatial methods).
- Large numbers of tuberculosis cases in London have resulted from local transmission, with more than one in ten cases part of large clusters.
- Social complexity and area-level deprivation are associated with transmission of tuberculosis in large clusters.
- Geographic profiling may assist with epidemiological investigations of infectious diseases in some circumstances by prioritising areas for investigation.
- Pan-London commissioning could improve tuberculosis services by enhancing spatial accessibility.

Conclusions: Spatial methods provide many valuable contributions to investigations of tuberculosis. Development of new tools and wider use of existing methods could limit the public health impacts of infectious disease outbreaks.
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1 INTRODUCTION TO TUBERCULOSIS TRANSMISSION AND SPATIAL ANALYSIS

1.1 DESCRIPTION OF CHAPTER CONTENTS
Tuberculosis is a major global health problem that requires an increasingly local approach to control. Although England is a low incidence country, high rates of disease are still found in London. Spatial methods have long been used to investigate infectious diseases, but the extent to which they could contribute to understanding of tuberculosis transmission has not been explored in depth.

In this chapter I introduce the background to tuberculosis and the use of spatial methods for investigating infectious disease transmission. This includes a summary of the main epidemiological characteristics and risk factors for tuberculosis; its natural history, detection and treatment, and a description of control measures used to interrupt its transmission. I then provide a historical perspective of the use of spatial data in infectious disease epidemiology, before describing some of the most common methods for visualising, describing, identifying clusters and modelling spatial data that are used today. I also introduce a new tool, geographic profiling, which has recently been applied to infectious disease epidemiology as a means identifying likely locations of sources of infectious diseases. Finally, I summarise the rationale for this thesis and describe its overall aims and objectives.

1.2 TUBERCULOSIS NATURAL HISTORY, EPIDEMIOLOGY AND CONTROL

1.2.1 Epidemiology of tuberculosis worldwide
Tuberculosis remains a major global health problem, and is a leading infectious cause of death worldwide.\(^1\) In 2014, 9.6 million people are estimated to have fallen ill with the disease, equivalent to 133 per 100,000 population, and 1.5 million died.\(^2\) Since 2000, the absolute number of cases worldwide has been slowly declining, at a rate of 1.5% per year.\(^2\)

Globally, the incidence of tuberculosis is estimated to be 1.7 times higher in men than women, and the majority of cases are in adults.\(^2\) In the World Health
Organization (WHO) regions of the Americas, Europe and Africa, rates are highest in younger adults, whereas in the Eastern Mediterranean, Western Pacific and South-East Asian regions notification rates increase with age. In 2014, multidrug-resistant (MDR) tuberculosis contributed an estimated 3.3% of new cases and 20% of previously treated cases worldwide. Highest levels of MDR disease are found in Eastern European and central Asian countries.

The incidence rate of tuberculosis tends to be lowest in high income countries, including most countries in Western Europe, Canada, the United States of America, Australia and New Zealand (Figure 1.1). These countries generally had rates of 10 per 100,000 or lower in 2014. The highest rates are found in Africa and Asia, and the highest disease burdens in terms of absolute numbers of cases are in India, Indonesia, China, Nigeria and Pakistan. In South Africa, for example, the 2014 incidence rate was estimated at 834 per 100,000 population, a total of 450,000 new cases.

Figure 1.1: Estimated tuberculosis incidence rates, 2014.


Human Immunodeficiency Virus (HIV) is an important risk factor for tuberculosis. This is because it impairs the immune system, leading to increased susceptibility to infection with tuberculosis bacteria and probability of progression to active disease. An estimated 1.2 million (12%) of the incident cases of tuberculosis in 2014 occurred amongst HIV positive people. This problem is particularly
concentrated in the African WHO region, in which 74% of these people resided. HIV co-infected people are also more likely to die from tuberculosis infection, with a quarter of all deaths from tuberculosis in 2014 amongst those who were HIV positive.2

1.2.2 Epidemiology of tuberculosis in England

Tuberculosis is a notifiable disease in England, and all reported cases are recorded using the Enhanced Tuberculosis Surveillance (ETS) system, maintained by Public Health England (PHE). There were 6,520 cases of tuberculosis notified in 2014 in England, a rate of 12.0 per 100,000 population.5 This represented a decrease compared to the 2013 rate, but no overall change since 2000 (Figure 1.2).5 In the UK, rates of tuberculosis declined in the 20th century, then increased from the early 1980s until mid-2000s, and have since remained relatively stable.6

Figure 1.2: Tuberculosis case notifications and rates, England, 2000-2014.


More than half (59%) of the cases in England in 2014 were male, and the age group with the highest rate was 30 to 34 years (23.4 per 100,000 population). The majority of cases (72%) occurred in individuals who were born outside of the UK, and the rate in this population was fifteen times higher than in the UK born population. Amongst those born outside the UK, the most frequent countries of birth were India (21%), Pakistan (13%), and Somalia (4%). The proportion of new cases in England in 2014 who had MDR disease was 1.4% (56 cases), a decrease since 2011, when this proportion peaked at 1.8% (88 cases).
In England, like other European countries, highest rates of tuberculosis are found in large cities (Figure 1.3). The rate of tuberculosis in London in 2014 was 30.1 per 100,000 population (95% CI 29.0-31.3), and this accounted for 39.4% of all cases in England.

**Figure 1.3: Three-year average tuberculosis rates by local authority district, England and London, 2012-2014.**


Tuberculosis in England is also associated with social deprivation. In 2014, the rate of tuberculosis was 26.3 per 100,000 in the 10% of the population living in the most deprived areas of England, compared with 4.0 per 100,000 in the 10% of the population living in the least deprived areas. Social risk factors (current or history of homelessness, imprisonment, drug or alcohol misuse) are particularly important in the UK born population. Of the cases in England in 2014 who were born in the UK, 15% had at least one of these risk factors, compared to 7% born outside the UK. Rates of tuberculosis in different populations in England are summarised in Figure 1.4.
1.2.3 Natural history, detection and treatment

Tuberculosis is a bacterial disease that has persisted throughout human history.\(^9\) It usually results from infection with *Mycobacterium tuberculosis*, but can also be caused by other *Mycobacteria* including *M. africanum* and *M. bovis*. The disease is most often associated with the lungs (pulmonary tuberculosis), but can affect any part of the body.\(^1\)

Most people who are infected with tuberculosis do not develop symptoms but have latent infection. This is defined as a state of persistent immune stimulation by *M. tuberculosis* antigens without evidence of clinical disease.\(^2\) These individuals are not infectious because the *Mycobacteria* in their body are being controlled by their immune system. Properties of the immune response can be used to screen for latent infection using, for example, the tuberculin skin test or the Interferon Gamma Release Assay.\(^3\) Effective treatments for latent tuberculosis are available, but they are not always administered, partly because the drugs can cause harmful side effects.\(^4\) However, modelling estimates suggest that if widespread treatment for latent tuberculosis infection could be attained it would greatly increase the chance of eliminating the disease.\(^5\)

Approximately one in ten individuals who are infected with tuberculosis will progress to active disease.\(^6\) This may occur after a period of latency (termed reactivation) or soon after infection (recent transmission). The main clinical symptoms of pulmonary tuberculosis include persistent cough, fever and weight loss, and individuals with these symptoms are infectious.\(^7\) Active disease can be

---

Figure 1.4: Tuberculosis rates in England by risk group, 2014.

detected by inspection of chest radiographs followed by sputum smear microscopy and microbial culture testing, the current reference standard. A molecular assay, Gene Xpert MTB/RIF is also available, which additionally provides rapid detection of drug resistance. This test has improved sensitivity when compared to microscopy or radiography but is expensive and limited by throughput capacity.

Tuberculosis can be treated effectively with antibiotics. The current standard regimen for drug-sensitive disease is six months of isoniazid and rifampicin, supplemented in the first two months by pyrazinamide and ethambutol. Treatment of tuberculosis can be complicated by drug resistance, which emerged shortly after the introduction of anti-tuberculosis treatments. Disease that is resistant to at least isoniazid and rifampicin is known as MDR tuberculosis, and requires an extended treatment regimen using additional second line drugs. More recently, extremely drug-resistant (XDR) tuberculosis strains have emerged. XDR tuberculosis provides further challenges to treatment because it is resistant to drugs in at least two of the additional classes of second-line antibiotics usually used in treatment of MDR disease.

1.2.4 Molecular strain typing

Strain typing methods can be used to characterise tuberculosis isolates at the molecular level. Early methods developed for molecular strain typing included spoligotyping and restriction fragment length polymorphism (RFLP) analysis. These are both based on polymerase chain reaction (PCR)-based amplification of regions of the mycobacterial genome which vary in size in different strains. The Mycobacterial Interspersed Repetitive Unit-Variable Number Tandem Repeats (MIRU-VNTR) method has been introduced more recently. This method distinguishes strains of *M. tuberculosis* by the number of copies of tandem repeats at specific regions in the genome. The discriminatory power of MIRU-VNTR typing depends on the number of loci evaluated, typically either 12 or 24.

There are various applications of molecular strain typing to epidemiological investigations of tuberculosis. For example, it can be used to distinguish between cases of reactivation and reinfection, to confirm instances of laboratory cross-contamination, and to identify clusters of cases that may be linked through transmission. The National Tuberculosis Strain Typing Service in England has been typing isolates prospectively using 24 loci MIRU-VNTR since 2010. In the first five years of prospective typing, 82% of culture confirmed cases had at least 23
loci typed. Of these, 57% were in 2,245 molecular clusters, indicating potential transmission links. A detailed analysis of MIRU-VNTR cluster data from London is presented in Chapter 4.

1.2.5 Transmission
Transmission of tuberculosis usually occurs when an individual with active disease expels droplet nuclei containing *Mycobacterium* bacilli by coughing, sneezing, shouting or singing. These droplet nuclei are then inhaled through nasal passages into the lungs of a susceptible individual. Transmission can also occur through ingestion, for example by drinking unpasteurised milk.

The probability that tuberculosis is transmitted from one person to another is determined by four main factors (Box 1.1).

**Box 1.1: Factors determining the probability of transmission of tuberculosis.**

Adapted from: Centers for Disease Control and Prevention. Core Curriculum on Tuberculosis: What the Clinician Should Know.

1. The infectiousness of the transmitting individual.
2. The susceptibility of the exposed individual.
3. The proximity, frequency and duration of contact between infectious and exposed individuals.
4. The environment in which the disease is being transmitted.

Infectiousness is determined by the number of bacilli that the individual expels into the environment. Increased infectiousness is associated with persistent cough, failure to cover the mouth when coughing, and a positive sputum smear test. It is also related to age, as young children are less likely to produce sputum when they cough. Susceptibility depends on the immune status of the exposed individual. It can be influenced by prior exposure to tubercle bacilli, for example through vaccination, and by other factors which compromise the immune system such as infection with HIV.

Proximity of infectious and exposed individuals relates to the frequency and duration of contact between them, as well as their physical nearness. It is important because *Mycobacterium* bacilli can only remain airborne for a limited period of time, and can therefore only travel over a limited distance. The environment in which the disease is being transmitted affects the concentration of
infectious droplet nuclei in the air. Factors such as the size of the space, ventilation, air pressure, and handling of specimens (for example in laboratories) determine the suitability of an environment for tuberculosis transmission.\textsuperscript{27}

1.2.6 Control

Control measures to reduce transmission of tuberculosis can be directed at any of the above four factors. Prior to the discovery of effective anti-tuberculosis drugs in the mid-twentieth century, reducing proximity between tuberculosis patients and healthy individuals was one of the only approaches available. Patients were therefore referred to ‘sanatoria’, long term care facilities set up, in part, to isolate tuberculosis sufferers from those who they might infect.\textsuperscript{10}

Today, reducing infectiousness by treatment of active cases is the main focus of control. Ensuring that individuals with disease receive effective treatment not only benefits the patients themselves but also has public health benefit as it reduces the length of time that they are able to infect others. The WHO therefore recommends monitoring of treatment outcomes for all bacteriologically confirmed and clinically diagnosed cases of tuberculosis.\textsuperscript{29} In England, the proportion of drug-sensitive cases that were notified in 2013 who completed treatment within one year was 85%.\textsuperscript{5} Directly Observed Therapy (DOT) is a strategy which is recommended for patients thought to be at risk of not completing treatment.\textsuperscript{18} It aims to improve adherence to antibiotic regimens through active monitoring and recording of drug consumption by an observer acceptable to the patient and health system.\textsuperscript{30}

Another method to reduce the length of the infectious period (or avert it completely) is screening of high risk individuals for active or latent infection.\textsuperscript{31} For example, the UK operates a pre-entry screening programme for people migrating from high incidence countries.\textsuperscript{18} Contact tracing is also used to identify high risk individuals for screening, and involves systematic evaluation of the contacts of known tuberculosis patients.\textsuperscript{32} Screening can additionally be focused on groups in the community who are known to be at risk of tuberculosis, including those with social risk factors. For example, \textit{Find and Treat} is a service in London which uses a mobile digital x-ray unit to identify cases in these hard-to-reach populations.\textsuperscript{31} Early diagnosis of tuberculosis relies on recognition of symptoms and access to appropriate services. Raising and maintaining awareness of tuberculosis amongst populations most affected and professionals working with them is therefore also important.\textsuperscript{18}
Reducing susceptibility of exposed individuals to infection with *M. tuberculosis* requires effective vaccines. This has the potential to contribute major improvements in the control of the disease, but the only currently available vaccine is Bacille Calmette-Guérin (BCG), which has variable protective efficacy. In the UK, BCG vaccination is currently recommended only for individuals thought to have an increased risk of coming into contact with tuberculosis, for example children from high incidence countries.

Altering environments in which tuberculosis may be transmitted can reduce the concentration of tubercle bacilli in the air. To date, these control measures have generally been focused on improving ventilation in health care settings, however, they are increasingly being recognised as important measures in public settings.

The interventions outlined here have contributed to great advances in the control of tuberculosis over the last 20 years, including a reduction in associated mortality of 47% since 1990. However, there is now a changing emphasis in global tuberculosis programmes from disease control to elimination. The WHO’s *End TB Strategy*, published in 2015, aims for a 90% reduction in tuberculosis incidence by 2035, and has a long term vision of eliminating the disease as a public health problem. Achieving this is likely to require an increased focus on localised strategies, which have been important in elimination of other diseases such as smallpox and polio. A key component of local control measures is effective collection and analysis of spatial data, for example to identify transmission hotspots and direct community based interventions.

### 1.3 Spatial Analysis in Infectious Disease Investigations

#### 1.3.1 History

Mapping locations of individuals affected by disease has long formed an important part of epidemiological investigations. In early examples, maps were used to plan rudimentary public health interventions and to inform debates about the aetiology of diseases.

Throughout the Middle Ages and Renaissance periods, for example, plague epidemics were a recurrent threat across Europe, Asia and Africa. Maps of the progression of the disease showed that it followed trade networks, and a theory was
developed that it was a portable by-product of trade.\textsuperscript{40} As an early public health intervention, merchant ships were therefore quarantined in ports in an attempt to prevent the disease spreading into cities such as Venice and London. In the province of Bari, Italy, maps were used to plan the quarantine measures, directing troops to isolate plague-affected towns from those in which the disease had not yet appeared.\textsuperscript{40}

Maps also played an important role in understanding of cholera transmission. In 1831, the Lancet published a map which described the progress of the disease across the world and was used to correctly predict its imminent arrival in England.\textsuperscript{41} At this time, many cholera epidemics were occurring worldwide, but its origin and mode of transmission were not known. The most pervasive theory was that it was transmitted through miasma, or ‘bad air’. In support of this, a map of cases in the Baltic city of Dantzick appeared to show that the disease emerged from dirty alleys and then spread irregularly.\textsuperscript{40}

John Snow first published the hypothesis that cholera had a waterborne source in 1849.\textsuperscript{42} His theory was based on the logic that diseases of the gut are more commonly caused by something that has been swallowed rather than inhaled. In the report, he identified potential sources of contaminated water that may have caused outbreaks in Dumfries (river Nith), Glasgow (river Clyde) and London (river Thames).\textsuperscript{40} However, his theory was not widely accepted at first, and critics pointed out that the disease was not universal among people who drank polluted water, and people in some areas were ill even though water they drank was assumed to be clean. In 1852, William Farr published an alternative theory of cholera transmission.\textsuperscript{43} His report included maps of the disease at a national scale, and showed that it appeared to progress from port cities inland. He also observed a seasonality in the data, and this led him to hypothesise that cholera was generated in the warm airs that evaporated from polluted water in summer.

The now famous outbreak of cholera which would eventually provide more compelling evidence for John Snow’s theory of waterborne transmission occurred in London in 1854.\textsuperscript{44} This outbreak led to the death of more than 500 people in the Soho district of the city. Snow observed that the majority of those who died lived close to a particular water pump, on Broad Street, whilst few cases lived nearer to a different pump.\textsuperscript{44} This led him to propose that the Broad Street pump was the source of the outbreak, and to produce his \textit{Diagram of the topography of the}
outbreak (reproduced in Figure 1.5). The map, on which cases were plotted at their residential locations, serves as a visual test of Snow’s theory on the origin of disease. The theory was given further weight when the likely index patient was identified, a baby whose soiled clothes had been washed in a cesspool located a few feet from the Broad Street pump. Snow petitioned for the removal of the handle from the Broad Street water pump, and it was subsequently removed, although by this time the cases had already started to abate.

Figure 1.5: Dot map of John Snow’s cholera outbreak investigation in London in 1854.

Adapted from: Snow. On the mode and transmission of cholera.44

These historical examples serve to highlight some of the opportunities afforded by spatial thinking in infectious disease investigations, as well as some limitations which remain pertinent to contemporary epidemiological analyses. Presenting data on a map is a powerful means of linking cases, transforming data from rows of a table into equal, shared events whose elements are placed in context.40 It forces consideration of these events in their geographic, economic, and social landscapes which may promote or inhibit development of the disease. This can be used to generate or test hypotheses about the transmission of infectious diseases, but can also lead to incorrect conclusions if false assumptions are held. As demonstrated early on through quarantining, and later by Snow, maps can provide an objective means of proposing intervention measures. Used in isolation, however, spatial analyses are insufficient to prove hypotheses. Snow’s theory of cholera transmission was not widely accepted until 1883 when Robert Koch definitively identified Vibrio cholerae, the waterborne agent of disease.40 This emphasises the
need to combine spatial analyses with other tools such as microbiological and epidemiological investigations to formulate robust conclusions.

1.3.2 Spatial methods and applications
Since Snow produced his dot map, spatial analysis has become a standard component of epidemiological outbreak investigations. Today, guidelines for investigating outbreaks of infectious diseases including the European Centre for Disease Prevention and Control (ECDC) toolbox invariably recommend consideration of case locations. Spatial analyses have also been applied to a broad range of other epidemiological research themes, including surveillance, production of disease ‘atlases’, and health service analysis.

Geographic information systems (GIS) have increased the availability and range of tools that can be used to analyse spatial data. A GIS is a database designed to handle geographically-referenced information complemented by software tools for the input, management, analysis and display of data. Methods available in GIS include those for analysis of point patterns, such as patient residential locations, as well as for data aggregated into aerial units, such as administrative areas. Broadly, spatial methods can be categorised into those designed for data visualisation, descriptive analyses, cluster analyses, and modelling. Here, I summarise some of the key methods commonly used in epidemiological investigations, and describe a new method, geographic profiling.

1.3.2.1 Visualisation
Visualisation of data on maps provides an easy-to-understand means of presenting information about disease in context. Cases can be plotted as point locations on dot maps or aggregated into administrative areas and displayed as cumulative counts or rates. These maps can be used to describe patterns, identify outliers, and communicate findings. Smoothed incidence maps are an alternative means of visualising point locations as continuous distributions of disease risk, generated by adjusting the density at each point according to the number of cases in adjacent areas. Figure 1.6A shows an example of this using the data from Snow’s 1854 cholera outbreak investigation, and they are also used in Chapters 4 and 5.

Creation of a series of dot maps or smoothed incidence maps for different time periods can be a useful means of visualising changes in disease distributions over time. A tool enabling interactive dot mapping is developed in Chapter 3.
Areas on maps can also be demarcated according to other locations of interest such as potential sources of infection or service access points. For example, contour lines can be added to maps that join locations of equal distance (isodistances) or travel time (isochrones) from a certain point. Voronoi diagrams (also known as Dirichlet regions or Thiessen polygons) are a means of partitioning points on a two dimensional plane into convex polygons such that each polygon contains exactly one generating point and every point in a given polygon is closer to its generating point than any other. An example of this is demonstrated in Figure 1.6B, in which the area included in Snow’s cholera investigation has been divided according to its closest water pump, and shows that majority of cases lie within the area closest to the pump on Broad Street. Further examples of spatial visualisations include interactive maps, animations, schematic maps, and origin-destination plots.
Figure 1.6: Smoothed intensity map and Voronoi diagram of John Snow’s cholera outbreak investigation in London in 1854.

A: Smoothed intensity map of case locations

B: Voronoi diagram demarcating area according to nearest water pump

1.3.2.2 Descriptive analyses

GIS can also be used to describe and explore spatial disease data. Measuring distances, for example between cases and potential sources of infection, can be informative if an infection is suspected to derive from an environmental point source. In outbreaks of Legionnaires’ disease, this method has been applied to identify cooling towers or other aerosol-producing devices proximal to cases, and therefore to generate hypotheses about the likely source. Similarly, distances or travel times can be used to determine accessibility to healthcare services. A study in rural South Africa, for example, demonstrated that there was a significant decline in usage of clinics with increasing travel time. Analysis of accessibility of tuberculosis clinics in London based on travel times is presented in Chapter 7.
1.3.2.3 Cluster analyses

Clusters, in the context of spatial analysis of disease data, can be defined as areas with higher than expected levels of disease risk. Numerous statistical methods have been developed to detect clusters, including methods for point and aggregated data. Global tests evaluate the entire area for any evidence of clustering without pinpointing specific clusters, whilst local (or ‘cluster detection’) tests identify the positions of specific clusters.

Cuzick and Edwards’ k-nearest neighbour test, for example, is a global method for assessing clustering in case-control point data. It involves counting the number of nearest neighbours of cases that are also cases, and comparing this to the number that would be expected under the null hypothesis that cases and controls were randomly distributed. Ripley’s k-function is another global method for assessing clustering in point data which, unlike nearest-neighbour methods, explores spatial patterns across a range of spatial scales. It is defined as the expected number of cases within the given range of distances from an arbitrary case location, and is compared with simulated distributions that are completely spatially random. K-function analysis is used to investigate spatial clustering of a large tuberculosis outbreak in London in Chapter 5. Moran’s I is a measure of global clustering often used for area data. Similar to Pearson’s correlation coefficient, it measures the correlation between a variable (such as the rate of disease) in areas and the spatial distance or ‘lag’ between them. The resulting statistic ranges from +1 (spatial clustering of like values) to -1 (spatial dispersion of like values), where 0 indicates spatial randomness.

Kulldorff’s spatial scan statistic is a commonly used method used to identify local clustering, usually in point data. Observed numbers of cases within windows of various sizes are compared with numbers that would be expected under a random distribution, and circular or elliptical regions of elevated risk of disease are then located. This method is used in Chapter 4 to identify areas of spatial clustering within molecular clusters of tuberculosis in London. Scan statistics and the k-nearest neighbour test have also been adapted to identify spatiotemporal clustering, testing the null hypothesis that cases geographically close to each other occur at random times. The Knox test is another method used to identify spatiotemporal clustering. It involves specification of distance and time thresholds which are considered ‘near’ in space and time. The number of case pairs
that are within these limits is compared with an expected number based on a random distribution.\textsuperscript{61} Clustering can also be detected in non-geographic spatial units, such as hospital beds, using the Grimson test.\textsuperscript{62}

\textbf{1.3.2.4 Modelling}

Spatial relationships can also be analysed though modelling. A range of techniques can be used which, broadly, aim to create informative representations of features, events and processes in geographical space. Environmental risk mapping, for example, uses statistical methods to define relationships between spatially-referenced variables and disease risk.\textsuperscript{49} These maps can be particularly useful in the context of emerging infections, such as the recent epidemics of ebola and zika virus disease.\textsuperscript{63,64} By determining the ecological niches of these viruses and their vectors, areas that are at-risk of future outbreaks can be identified, and prevention measures directed appropriately.

\textbf{1.3.2.5 Geographic profiling}

Geographic profiling is a novel statistical method which aims to identify the locations of sources, for example of infectious disease outbreaks, using the locations of linked cases. Conceptually, this works by first applying a clustering algorithm to the case locations to assign them into groups that may have been derived from the same source. Then, potential locations of sources are assessed, with locations closer to the centre of groups of cases given a higher likelihood of being a source than those further from the cases.

The unique approach of geographic profiling compared to other cluster detection methods is to frame the problem of spatial targeting in terms of creating an optimal \textit{search strategy}. This means that, rather than solely locating clusters, the entire study area is ordered according to the likelihood that each point is a source of the observed cases. The likelihood is then expressed as a \textit{hit score}, the percentage of the area that would have to be searched before reaching the given point, when starting the search with the most likely areas. This could theoretically be used to make evidence-based decisions about the distribution of resources for targeting interventions. In infectious disease control, this is an attractive prospect because improved targeting leads to improved efficiency and cost effectiveness of interventions.\textsuperscript{65}
An example geographic profile generated using data from John Snow’s cholera investigation is shown in Figure 1.7. The model assumes that areas in the centres of groups of cases (in this example around the Broad Street water pump) are most likely to contain a source, and lowest hit scores are therefore found in these locations. Areas that are isolated from cases (in this example around other water pumps) are less likely to contain a source and have higher hit scores.

Figure 1.7: Geographic profile of John Snow’s cholera investigation in London in 1854.

Applied to investigations of tuberculosis outbreaks, geographic profiling could be used to identify areas in which the disease had been transmitted. This could potentially provide a focus for locally targeted control measures such as screening for latent or active disease and health promotion activities. The utility of the tool for tuberculosis investigations is investigated in Chapter 6 using three case studies.

1.4 Thesis rationale and aims

Tuberculosis is an important global health problem which requires an increasingly local approach to improve its control. In countries with low overall incidence, high rates are still found in large cities including London, England. Transmission of the infection requires that infected and susceptible individuals are in close proximity, often for protracted periods, and is thus an inherently spatial event. Spatial methods can be used to visualise, describe, detect clusters, and model infectious disease transmission. Use of these tools therefore offers an opportunity to gain
insights into tuberculosis transmission dynamics and design locally-targeted interventions.

1.4.1 Aims and objectives
The overall aim of this thesis is to investigate the use of spatial methods to support local tuberculosis investigation and control. With a specific focus on London, the highest incidence area in England, results will be used to inform policy and practice. Specific objectives are to:

1. Identify the methods of spatial visualisation and analysis that have been used in previous infectious disease outbreak investigations worldwide through a systematic literature review (Chapter 2).
2. Develop an interactive mapping tool to support investigation of disease outbreaks and clusters (Chapter 3).
3. Investigate molecular and spatial clustering of tuberculosis in London (Chapter 4).
4. Describe the epidemiological and spatial characteristics of a large outbreak of isoniazid-resistant tuberculosis in England and Wales (Chapter 5).
5. Assess the utility of geographic profiling as a means of targeting tuberculosis control measures (Chapter 6).
6. Investigate geographic accessibility to tuberculosis services in London using travel time data (Chapter 7).
7. Discuss the main findings, strengths and limitations of the research; implications for future policy and practice, and opportunities for future research (Chapter 8).
Box 1.2: Summary of Chapter 1.

- Tuberculosis is a major global health problem with over 9 million new cases reported per year, and is a significant issue in England, which has a rate of 12 cases per 100,000 population.
- Improved local understanding of disease transmission and targeting of control measures is needed to progress towards elimination of the disease as a public health problem.
- Spatial methods for visualising, describing, identifying clusters and modelling infectious diseases can be used to assist epidemiological investigations.
- This thesis will explore the use of spatial methods for investigating local tuberculosis transmission, with a specific focus on transmission and control in London, the highest incidence area in England.
2 SYSTEMATIC LITERATURE REVIEW OF USE OF SPATIAL METHODS FOR INFECTIOUS DISEASE OUTBREAK INVESTIGATIONS

2.1 DESCRIPTION OF CHAPTER CONTENTS
In this chapter, I present a systematic literature review of the use of spatial methods in published reports of infectious disease outbreak investigations. To identify relevant papers, I design and conduct a systematic search of electronic databases and review titles, abstracts and full texts against a set of inclusion criteria. I estimate the proportion of outbreak investigation reports that use spatial tools and extract key details of the included articles relating to the nature of the outbreak investigation and the spatial methods used. The ways in which spatial methods contributed to the outcomes of the investigation are described. I use the results to identify the types of investigations in which spatial methods have been most useful, and to highlight situations in which they have not yet been used to their full potential. Advantages and limitations of spatial methods are identified.

2.2 STUDY RATIONALE AND INTRODUCTION
As outlined in Chapter 1, the importance of considering spatial locations of individuals affected in infectious disease outbreaks has long been acknowledged. Whilst a wide range of tools are available to present and analyse these locations, the extent to which they are implemented and the utility of the results they provide has not been assessed in detail. A systematic review of published reports of infectious disease outbreak investigations that have used spatial methods provides a means of establishing this, and of identifying potential areas for future development.

2.3 AIMS AND OBJECTIVES
Aim: To examine the methods of spatial visualisation and analysis that have been used in previous infectious disease outbreak investigations worldwide through a systematic literature review.
The objectives of this study were to:

1. Design and perform a systematic search to identify published reports of infectious disease outbreak investigations that included spatial methods.
2. Estimate the proportion of published outbreak investigations that used spatial methods.
3. Extract descriptive, methodological and outcomes data relating to spatial methods from the reports that met the inclusion criteria.
4. Summarise reports according to the location of the outbreak investigated, date of publication, type of infection, and context or suspected source.
5. Classify the spatial methods used into classes of visualisation, description, cluster analysis, and modelling analyses.
6. Identify advantages and limitations of spatial methods.

2.4 METHODS

2.4.1 Search strategy
To minimise the risk of bias, I employed a broad search strategy of multiple electronic databases with few restrictions. I conducted searches of Embase (including articles from 1980 onwards), Medline (1946 onwards) and Web of Science (1900 onwards). These databases were selected in order to include outbreak investigations of both human and animal infections.

Search terms included keywords relating to outbreaks (“disease outbreak”, “outbreak”, “epidemic”) combined with those for spatial analysis (“spatial”, “cluster”, “geographic information systems”, “GIS”, “mapping”). MeSH terms used were “Geography, Medical” OR “Geographic Information Systems” OR “Spatial Analysis” AND “Disease Outbreaks”. I ran the search on 28 November 2013 and also included additional relevant articles identified from bibliographies of key studies.

2.4.2 Inclusion and exclusion criteria
After deduplication, I reviewed titles and abstracts to identify articles that met the inclusion criteria: Articles had to relate to an infectious disease; had to describe investigation of an outbreak (as defined above), and to involve application of spatial analysis or mapping. For the purposes of this review, I defined an outbreak as the occurrence of a series of cases of disease in excess of the number expected in a
given time and place. I included only outbreaks with local or regional impacts, and excluded large national or multinational-scale studies of epidemics or pandemics, such as pandemic influenza.

Studies describing retrospective analyses of outbreaks that used spatial methods which could theoretically be applied in real-time investigations were included. No exclusions were made on the basis of language or outbreak location. Abstracts that did not include clear information on the inclusion criteria were brought forward for full text review. Full texts of articles were assessed with the same inclusion criteria to determine the final list of studies to be included.

2.4.3 Estimation of proportion of outbreak investigations using spatial methods
To obtain a crude estimate of the overall number of published reports of outbreak investigations, regardless of whether they used spatial methods, I repeated the search of the same databases using only the outbreak investigation terms. I then simulated the deduplication and screening process by assuming that the same proportion of studies would be excluded at each step as in the original search. From this total, I calculated the approximate proportion of published reports of outbreak investigations that used spatial methods.

2.4.4 Data extraction and synthesis
I reviewed each included study and extracted information about the spatial methods and outcomes using a bespoke data extraction spreadsheet. Descriptive details obtained were the location of the outbreak, date of publication, type of infection, context or suspected source, and whether the study was prospective or retrospective. Methodological details were the type of spatial methods used and the tools employed. Outcomes were results of the investigations that related specifically to the use of spatial methods and any comments on their advantages or limitations.

I summarised the reports according to location of outbreak investigated, date of publication, type of infection, and context or suspected source. Four broad classes were also used to categorise the spatial methods used: visualisation, description, cluster analysis and modelling.

To demonstrate the utility of spatial methods during outbreak investigations, I identified the stage(s) of the investigation to which they were applied. Outbreak
investigations can be delineated into steps in various ways, and for the purpose of this review I adapted steps from the ECDC *Field Epidemiology Manual* (Box 2.1).66

**Box 2.1: Steps in an outbreak investigation.**

Adapted from: European Centre for Disease Control. *Field Epidemiology Manual*.66

1. Establishing existence of an outbreak.
2. Confirming diagnosis.
3. Defining and identifying outbreak cases.
4. Describing cases and developing hypotheses.
5. Evaluating hypotheses and drawing conclusions.
7. Executing prevention measures.
8. Communicating findings.

### 2.5 Results

#### 2.5.1 Article screening and estimation of proportion using spatial methods

After excluding duplicates, the search yielded a total of 2,189 articles for abstract screening. Of these, 146 were selected for full text review and 80 were included in the analysis. Reasons for article exclusion are summarised in Figure 2.1A. Repeating the search without any terms specific to spatial analysis identified 487,495 articles. Assuming the same rate of article exclusion at each step in the review process, the total number of published articles relating to outbreak investigations of infectious diseases can therefore be estimated as approximately 20,000 (Figure 2.1B). The overall proportion of published outbreak investigation reports that explicitly described spatial methods was therefore around 0.4%. Key details of all 80 included articles18,67-145 are shown in Appendix 10.1.
2.5.2 Characteristics of studies included

Publication of outbreak investigations using spatial methods has increased markedly since 2000, with over half (42) of the studies published since 2008 (Figure 2.2). Most articles (66, 83%) concerned infections in human populations, of which the most frequently investigated infections were Legionnaires' disease (12), cholera (7) and influenza (7) (Table 2.1). Correspondingly, the most common transmission contexts for human infections were water/sanitation (20), followed by environmental (14) and community (10) (Table 2.2).
### Table 2.1: Infectious diseases investigated by category.

<table>
<thead>
<tr>
<th>Infection</th>
<th>N*</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Respiratory</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legionnaires’ Disease</td>
<td>12</td>
<td>18,67,80,81,92,95-98,112,117,143</td>
</tr>
<tr>
<td>Influenza</td>
<td>7</td>
<td>87,90,101,114,120,123,144</td>
</tr>
<tr>
<td>SARS</td>
<td>3</td>
<td>100,104,145</td>
</tr>
<tr>
<td>Acute respiratory disease</td>
<td>1</td>
<td>115</td>
</tr>
<tr>
<td><strong>Intestinal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cholera</td>
<td>7</td>
<td>75,88,102,105,125,131,133</td>
</tr>
<tr>
<td>Cryptosporidiosis</td>
<td>2</td>
<td>111,141</td>
</tr>
<tr>
<td>Diarrhoea†</td>
<td>2</td>
<td>76,130</td>
</tr>
<tr>
<td>Salmonellosis</td>
<td>2</td>
<td>78,99</td>
</tr>
<tr>
<td>Shigellosis</td>
<td>2</td>
<td>107,128</td>
</tr>
<tr>
<td>Campylobacteriosis</td>
<td>1</td>
<td>93</td>
</tr>
<tr>
<td>Giardiasis</td>
<td>1</td>
<td>116</td>
</tr>
<tr>
<td>Necrotizing enterocolitis</td>
<td>1</td>
<td>137</td>
</tr>
<tr>
<td><strong>Viral haemorrhagic fever</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dengue</td>
<td>5</td>
<td>70,83,110,113,126</td>
</tr>
<tr>
<td>Ebola</td>
<td>1</td>
<td>108</td>
</tr>
<tr>
<td>Porcine high fever disease</td>
<td>1</td>
<td>103</td>
</tr>
<tr>
<td>West Nile Virus</td>
<td>1</td>
<td>84</td>
</tr>
<tr>
<td><strong>Viral skin infections</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measles</td>
<td>3</td>
<td>91,118,138</td>
</tr>
<tr>
<td>Foot and mouth disease</td>
<td>2</td>
<td>124,129</td>
</tr>
<tr>
<td>Varicella</td>
<td>1</td>
<td>135</td>
</tr>
<tr>
<td>Variola minor</td>
<td>1</td>
<td>71</td>
</tr>
<tr>
<td><strong>Protozoal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toxoplasmosis</td>
<td>2</td>
<td>79,85</td>
</tr>
<tr>
<td>Leishmaniasis</td>
<td>1</td>
<td>140</td>
</tr>
<tr>
<td>Malaria</td>
<td>1</td>
<td>102</td>
</tr>
<tr>
<td>Trypanosomiasis</td>
<td>1</td>
<td>89</td>
</tr>
<tr>
<td><strong>Rickettsioses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q-fever</td>
<td>5</td>
<td>94,106,132,139,142</td>
</tr>
<tr>
<td><strong>Bacterial zoonotic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anthrax</td>
<td>3</td>
<td>86,109,119</td>
</tr>
<tr>
<td>Leptospirosis</td>
<td>1</td>
<td>73</td>
</tr>
<tr>
<td><strong>Mycoses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blastomycosis</td>
<td>3</td>
<td>77,122,127</td>
</tr>
<tr>
<td><strong>Viral CNS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rabies</td>
<td>2</td>
<td>121,136</td>
</tr>
<tr>
<td><strong>Viral hepatitis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hepatitis A</td>
<td>1</td>
<td>134</td>
</tr>
<tr>
<td>Hepatitis E</td>
<td>1</td>
<td>72</td>
</tr>
<tr>
<td><strong>Helminthiases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schistosomiasis</td>
<td>1</td>
<td>74</td>
</tr>
</tbody>
</table>
Healthcare-associated infections were reported in five of the articles whilst food-borne and sexually transmitted infections were reported once apiece. Veterinary infections were almost exclusively linked to farms or other breeding facilities (12) and influenza was the most frequently investigated infection affecting animals (4). Prospective outbreak investigations comprised around half (39, 49%) of the articles included, with the remainder describing retrospective analyses of outbreak data.

Figure 2.3 displays the outbreaks by country, with the most reports in the United Kingdom (10) or United States (8); and by continent, with a third of reports in Europe (27) and fewer in Africa (10 total).
2.5.3 Spatial methods

Spatial methods used are listed and classified according to type in Table 2.3.

Table 2.3: Spatial methods used in outbreak investigations.

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualisation, 80 studies (39 prospective, 41 retrospective)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dot map</td>
<td>68</td>
<td>18,67-85,87,91-93,98,100-103,105,107,109-119,121-127,129-134,136,138-143</td>
</tr>
<tr>
<td>Thematic map</td>
<td>25</td>
<td>70,73,74,77,79,80,86-88,91,93,99,106,109,111,116,119,120,123,125,130,132,134,136,138,143</td>
</tr>
<tr>
<td>Rate map</td>
<td>14</td>
<td>68,84,85,88,92,100,104-106,112,125,129,131,139</td>
</tr>
<tr>
<td>Smoothed incidence map</td>
<td>13</td>
<td>67,70,71,80,84,100,101,103,105,110,115,126,139</td>
</tr>
<tr>
<td>Case movement map</td>
<td>7</td>
<td>69,81,85,97,98,112,117</td>
</tr>
<tr>
<td>Schematic map</td>
<td>6</td>
<td>99,108,135,137,144,145</td>
</tr>
<tr>
<td>Standard deviation ellipse</td>
<td>4</td>
<td>100,101,120,136</td>
</tr>
<tr>
<td>Origin-destination plot</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Velocity vector map</td>
<td>1</td>
<td>86</td>
</tr>
<tr>
<td>Voronoi diagram</td>
<td>1</td>
<td>131</td>
</tr>
<tr>
<td>Spatial description, 47 studies (28 prospective, 19 retrospective)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spatial case definition</td>
<td>32</td>
<td>18,72,78,80,81,86,89,92-99,111,112,115-117,122,123,127,130,132,133,137,142,144,145</td>
</tr>
<tr>
<td>Source proximity</td>
<td>16</td>
<td>18,70,77,78,80,89,92,94,98,117,124,129,130,132,139,144</td>
</tr>
<tr>
<td>Spatial case finding</td>
<td>8</td>
<td>70,72,76,105,106,112,113,130</td>
</tr>
</tbody>
</table>
Spatial average 5 102,120,122,132,136  
Case-case distance 3 82,123,129  
Risk factor proximity 2 73,123  
Spatial social network analysis 1 90  

Cluster, 24 studies (8 prospective, 16 retrospective)  
Kulldorff’s spatial/spatiotemporal scan statistic 13 86,89,103,105,113,115,120,127,130,134,143  
Cuzick Edwards k-nearest neighbour test/Jacquez’s k-nearest neighbours for space time interaction 7 83,86,103,107,115,120,133  
Knox test 5 103,110,115,120,126  
K-function/ space-time K-function 5 67,86,103,105,110  
Moran’s I 4 100,101,131,143  
Nearest neighbour analysis 3 100,120,131  
Getis Ord Gi(d) statistic 2 84,101  
Barton & David’s test 1 110  
Grimson test 1 137  
Oden’s Ipop 1 86  
Mantel’s test 1 120  

Spatial modelling, 13 studies (3 prospective, 10 retrospective)  
Air dispersion modelling 7 112,117,129,133,142,144,145  
Environmental risk prediction model 2 87,126  
Kriging 2 70,90  
Empirical Beyes smoothing 1 88  
Geographic profiling 1 102  

All articles presented or referred to at least one method of visualising case distributions to describe outbreaks in space. Plotting cases as dots on a map is the simplest form of visualisation and was used in the majority (68, 85%) of studies. Dot maps were either presented using case locations only, or were enhanced with further information such as their vaccination status, migratory status, or date of disease onset. Thematic maps provide context to case locations by displaying the spatial distributions of other variables. Such maps were used in 25 studies and variables plotted included socioeconomic status, soil type, and road density.
Maps of disease rates were used in 14 studies, with data usually aggregated according to administrative boundaries. Smoothed incidence maps were used in 13 studies. Other methods for visualising outbreaks that were used in fewer studies included standard deviation ellipses and velocity vector maps. Both of these methods use the locations of cases to describe the direction of spread of outbreaks.

Cluster analyses were used in 24 studies (30%), and spatial scan statistics were the most frequently used (13 studies). k-nearest neighbour tests, K-function analyses, and the Knox test were also used relatively frequently (7, 5 and 5 studies respectively). Modelling approaches were used in 13 studies, including seven which used air dispersion models to identify areas that may have been exposed to air from suspected contaminated environmental sources.

A range of other spatial methods based on geographic attributes of cases were also identified. These included methods for defining (31 studies) and identifying (8 studies) cases, summarising the average locations of cases (5 studies), and assessing proximity to potential sources (16 studies).

Analytic methods were used less frequently in prospective than retrospective articles: Cluster methods were used in 16 (39%) retrospective compared with eight (21%) prospective studies, and modelling in 10 (24%) and 3 (8%) of retrospective and prospective analyses respectively.

The most frequently cited GIS software was ArcGIS/ ArcView, used in 30 studies, with MapInfo the other commonly used programme (7 studies). Various other programmes including R, ClusterSeer, GeoDa and SaTScan were used for specific analyses.

2.5.4 Application of spatial methods to outbreak investigations

Applications of spatial methods to different stages during outbreak investigations are described below.

2.5.4.1 Establishing existence of an outbreak

Few studies (4) used spatial methods to assist with establishing the existence of an outbreak. Methods that were used aimed to identify unusual patterns of cases, either visually or through formal statistical tests of clustering.

For example, Affolabi and colleagues described complementary use of molecular and geographic methods to identify an outbreak of tuberculosis in Benin.69
Amongst a series of 194 *M. tuberculosis* isolates, 17 belonged to the Beijing genotype and exhibited an identical 12-loci subtype. Mapping of patients’ residences, workplaces and movements revealed a corresponding spatial cluster, confirming that the cases were likely to be linked. In another study, Roy and colleagues plotted the locations of cases of blastomycosis in Wisconsin after noting an increase in the number of reports.\textsuperscript{127} They visually identified clustering within five neighbourhoods and used the spatiotemporal scan statistic to confirm that this was statistically significant.

### 2.5.4.2 2. Confirming diagnosis

Although knowledge of the endemicity of diseases in the geographic regions in which outbreaks arise is useful in developing plausible preliminary diagnostic hypotheses, spatial methods alone are not able to confirm a diagnosis and were therefore not used for this purpose in any of the studies.

### 2.5.4.3 3. Defining and identifying outbreak cases

Geographic boundaries in which outbreak cases were defined were stated explicitly in over a third (31) of the studies. For instance, Keramarou and colleagues’ investigation of an outbreak of Legionnaires’ disease included only cases that lived or worked in the outbreak area, defined as a 12 km corridor on either side of a major road.\textsuperscript{97}

Spatial methods were also used to assist with active case finding in eight studies. Bali and colleagues describe a search for cases of hepatitis E prompted by identification of three cases in a small town in northern India.\textsuperscript{72} A house-to-house survey in this region identified 3,170 cases of jaundice with an attack rate of 5.2%.

### 2.5.4.4 4. Describing outbreak cases and developing hypotheses

Use of dot mapping to support an outbreak in real time is described by Fitzpatrick and colleagues, who investigated a rise in measles cases in Dublin, Ireland.\textsuperscript{91} By continuously updating their maps throughout the outbreak, they were able to identify clustering of cases as soon as it developed, which ultimately assisted with targeting of control interventions.

Simple maps were also used to develop hypotheses about the origins of outbreaks. For example, Kistemann and colleagues plotted cases by date of onset in an investigation of a nosocomial *Salmonella* outbreak.\textsuperscript{99} Their schematic map revealed
the central kitchen in the hospital as the only functional relationship linking the cases, which they therefore hypothesised to be the source of the infection.

Sasaki and colleagues created a Voronoi diagram to demarcate their study area using locations of water taps. Plotting incidence rates in different areas defined by these water tap boundaries helped to visualise clear spatial clustering of cholera cases associated with poor water and sanitation facilities. Smoothed incidence maps were used in an investigation by Norström and colleagues into acute respiratory disease in Norwegian cattle herds. They used smoothing based on kernel density estimation to describe the progression of the outbreak, which was shown to spread locally before jumping to new areas.

A common method to develop hypotheses about sources of infections was to construct concentric circles of varying radii around potential sources and compare the attack rates in each. Nygard and colleagues used this technique in an investigation of Legionnaires’ disease in Norway. They calculated attack rates in five rings of increasing distance around eight potential sources and observed a trend of decreasing rate ratios with increasing distance from an air scrubber. Other metrics used to describe cases included calculating their average location and proximity to risk factors.

Possible airborne spread of Q fever from farms near Cheltenham, UK was investigated by Wallensten and colleagues using the Numerical Atmospheric-dispersion Modelling Environment model. Plotting the modelled distribution showed that air from each of the suspected farms may have exposed the town. Le Comber and colleagues used the geographic profiling method to identify most likely locations of mosquito breeding sites using residential locations of a series of cases of malaria in Cairo, Egypt.

2.5.4.5 5. Evaluating hypotheses and drawing conclusions

More than half of the studies (42) used statistical tests, such as cluster and regression analyses, to conduct formal evaluations of hypotheses arising from observations of case distributions. Fevre and colleagues, for example, assessed clustering of cases of trypanosomiasis under the hypothesis that a cattle market was the source of the outbreak. A significant cluster encompassing the location of the market was detected using the spatio-temporal scan statistic, supporting this theory.
In an investigation on a military installation in North Carolina, McKee and colleagues used the k-nearest neighbour method to identify significant spatio-temporal clustering of shigellosis.\(^{107}\) They used dot maps to locate the area with intense transmission, and targeted it with educational interventions to bring the outbreak under control.

Combinations of multiple tests for clustering were used in some studies, such as Norström and colleagues’ investigation of acute respiratory disease in Norwegian cattle herds.\(^{115}\) They combined the Knox test,\(^ {60}\) a global test for space-time clustering, with the k-nearest neighbour test and space-time scan statistic. These tests allowed them, respectively, to define the smallest distance and time frame in which the events had been clustered; to determine whether cases tended to be close to other cases, and to locate the most significant clusters. All methods indicated presence of space-time clustering, adding weight to the conclusion that a common contagious source was responsible for the outbreak.

Regression analysis was used in several studies to test the hypothesis that the risk of infection decreased with increasing distance from a suspected source. Hackert and colleagues, for example, used linear regression of log-transformed attack rates to assess a cluster of human cases of Q fever in the Netherlands.\(^ {94}\) Incidence increased by a statistically significant exposure-response gradient with proximity to a dairy goat farm, which they concluded was likely to be the primary and sole source of the infection.

### 2.5.4.6 Comparing results with established facts

Results from spatial analyses provided updates to knowledge about the dynamics of infectious agents, such as their minimum infective dose and mode of transmission. For example, in an outbreak of Legionnaires’ disease in Christchurch, New Zealand, cases were identified at a distance of 12 km from the implicated cooling tower.\(^ {143}\) White and colleagues therefore proposed updates to WHO guidelines which at the time placed the area at risk from such sources at only 3.2 km.

Wong and colleagues used a computational fluid dynamics model to study the spread of an influenza outbreak in a hospital setting.\(^ {144}\) Concentrations of hypothetical virus-laden particles from modelled air distributions correlated closely with locations of infected patients. This suggested a possible role for aerosol
transmission of influenza, which is predominantly associated with transmission by droplets and direct contact.

2.5.4.7 7. Executing prevention measures
Spatially targeted interventions to control the outbreak, or prevent future cases, were described in many studies. Measures that aimed to control outbreaks included cleaning implicated cooling towers;\(^98\) issuing water boiling orders to areas served by contaminated supplies;\(^93,116\) vaccination catch-up campaigns;\(^91\) removal of breeding sites for mosquito larvae,\(^113\) and targeted information campaigns.\(^107\) For example, Acheson and colleagues placed post code-targeted information on social networks during an outbreak of heterosexually acquired syphilis in Teesside, UK.\(^68\)

Attempts to prevent future outbreaks included improvement of infrastructure;\(^88,130\) change of policy,\(^95,99,117\) and generation of risk maps.\(^126\) Luquero and colleagues, for instance, used results of their analysis to recommend specific regions in which to focus preparedness activities to avoid future cholera outbreaks in Guinea-Bissau.\(^105\)

2.5.4.8 8. Communicating findings
All studies in this review had, by definition, used their spatial analyses in communication of findings through reports in peer-reviewed publications. Several studies also highlighted the usefulness of maps in reports or presentations to communicate results to health officials, policy makers and the public. Sarkar and colleagues, for example, presented dot maps of cases of acute diarrhoeal disease in a village in southern India to the local community and health authorities.\(^130\) Their maps visualised the proximity of cases to a contaminated water supply, and the presentation resulted in release of funds to improve sanitation in the area.

2.6 DISCUSSION

2.6.1 Summary of findings
A range of spatial tools are available for outbreak investigations and can provide useful insights that lead to public health actions, but these methods have generally been under-used. Although the simple dot map was the most commonly used method, a wide range of techniques were applied, including more sophisticated data visualisations and analytic tools. Outbreak reports using spatial tools constitute less than half a percent of the overall total number of published reports
of outbreak investigations, and there are discrepancies in the extent to which they are used for similar problems in different contexts.

Across the range of studies, there were examples of spatial tools being usefully applied throughout the course of an outbreak investigation; from initial confirmation of the outbreak to describing and analysing cases and communicating findings. Spatial techniques often provided valuable insights that supplemented traditional epidemiological analyses of person and time and led to public health actions.

2.6.2 Interpretation of results – use of spatial methods

Outbreak investigations of infectious diseases occurring in any context were included in this study. Thus, it extended the scope of two previous reviews that focused, respectively, on use of spatial methods in outbreaks of Legionnaires’ disease, and on spatiotemporal methods to investigate transmission of infections in hospital settings. In doing so, it has highlighted imbalances in application of spatial methods in investigations depending on the country in which the outbreak has occurred, the context, and the infectious disease being investigated.

For example, ten studies described investigations of outbreaks in the UK. This was the largest number of any country and the same number as in the whole of Africa, which clearly does not correlate with the distribution of the global burden of infectious diseases. It was also notable that although there was a large number of reports from Europe compared with other parts of the world, reports derived from only ten different counties in the continent. These were predominantly in Western Europe, with one report from Turkey the only investigation from eastern Europe. This highlights the importance of sharing expertise internationally to expand the use of these tools in under-represented areas.

Spatial tools were used most often for outbreaks that were thought to have an environmental point source, such as Legionnaires’ disease and those associated with water-borne illness. In these contexts, spatial methods have clear applications to the stages of the investigation concerned with analysing results and drawing conclusions about the likely source of the infection. However, this study has demonstrated that these tools can also have useful applications in other stages of the investigation. There is therefore scope for expansion of the use of spatial
methods even in these contexts, for example in initial confirmation of the outbreak, describing cases, and communication of findings.

Outbreak investigations in any context follow similar steps, and could therefore potentially incorporate spatial methods. It was notable, however, that only one study reported an outbreak of foodborne illness. Annual summary statistics from 2013 report a total of 5,196 food- and waterborne outbreaks in the European Union\textsuperscript{147} and 831 reports of foodborne outbreaks in 2012 in the USA.\textsuperscript{148} Although only a small proportion of these are likely to have been published in academic journals, this still indicates a substantial shortfall in use of spatial methods in this context.

2.6.3 Interpretation of results – limitations of spatial methods

There are several limitations of spatial methods, and barriers to their use, which may account for the unequal and under-use of these tools.

First, reliable spatial analyses can only be conducted with accurate location data. This can be a particular challenge in developing countries in which good quality maps of residential areas are often not available.\textsuperscript{149} Several investigations of outbreaks in such settings conducted field surveys and used Global Positioning Systems (GPS) to accurately record patient residence or risk factor locations.\textsuperscript{83,89,113,130,131,134} However, this is a time and cost intensive approach and will not always be feasible. In settings in which good quality maps of residential areas are available, quality of location data is also not assured. Errors can arise from incomplete or mistranscribed addresses, out of date GIS databases, or incomplete information on potential source locations. During outbreaks of Legionnaires’ disease, for example, some investigators had to conduct visual searches or make public enquiries to ascertain the locations of aerosol-producing devices because there was no central registry.\textsuperscript{80,81,92,96-98,117}

Simplification of case locations to static points, usually residential locations, also impacts the utility of location data. In reality, individuals can become exposed to infectious agents at any place where they spend time, and, similarly, traditional census population denominators that record night time populations are not necessarily reflective of population distributions during the day.\textsuperscript{150,151} Although a number of studies made attempts to record case movements,\textsuperscript{69,81,95,97,98,112,117} none accounted for diurnal fluctuations in populations. Ideally, this spatial uncertainty
should be accounted for in the data collection, analysis and visualisation stages to improve reliability of estimates of spatial risk, and new analytic methods may be required to achieve this.

Second, even if reliable location data are available, presentation of information on maps can be open to misinterpretation. Dot maps, for instance, were used widely but do not take into account the geographic distribution of the underlying population and can therefore mask important trends. Similarly, patterns in aggregated data are subject to the ecological fallacy, that the characteristics of a group can be used to deduce the characteristics of individuals in the group. They are also sensitive to changes in the boundaries into which they are grouped, a phenomenon known as the modifiable aerial unit problem. Presentation of data on maps fails to highlight these limitations, and relatively few prospective investigations used statistical methods to formally confirm observations identified from visual displays of data.

Third, researchers may be deterred from using spatial analytic methods because they involve selection of parameter values, often with an element of subjectivity. Methods that display or identify clustering require specification of the degree to which distant points may be considered part of the same neighbourhood. For the spatial scan statistic, the user must define the maximum spatial extent of clusters in terms of the percentage of the population that can be included; in k-nearest neighbour analysis, the number of neighbours included must be specified, and equivalent parameters must be selected for other spatial cluster and modelling analyses. Altering these parameters can have a profound influence on the results, and a trial and error approach is often required to arrive at an appropriate value. This can raise issues of multiple hypothesis testing, although some methods, including the spatial scan statistic and Tango's maximised excess events test, are able to adjust for this whilst evaluating clustering at multiple scales. Results of spatial analyses can also suffer from lack of specificity. For example, in several studies of Legionnaires' disease, spatial methods identified areas most likely to be the source of the infection, but could not discriminate between potential sources that were close together.

Another barrier to the effective use of spatial methods that is often cited is the expense of specialised GIS software and the need for trained personnel to operate
it. Although some GIS programmes are available free of charge, the most commonly used was a commercial package, ArcGIS.

2.6.4 **Implications for policy and practice**

The results of this study point to a number of recommendations for improved practice and opportunities for further development of spatial methods. Given the potential utility of existing tools demonstrated here, under-use of these methods has doubtless resulted in missed opportunities for more effective real-time outbreak investigations. Public health officials must be supported to address this issue, and a useful first step would be development of protocols describing the application of appropriate analyses. Provision of training, for example through short courses, and interdisciplinary working with specialists in geographic analysis, would also be beneficial to improve the skills base of the workforce.

The majority of studies identified in this review that used analytic methods described retrospective analysis of data collected during outbreaks. These reports demonstrated the potential utility of analytic methods, but would be of greater public health benefit when used in real-time. Assembly of GIS databases in advance is essential to allow spatial analyses during prospective outbreak investigations. Improving data accessibility will save time during investigations, improve accuracy of analyses and prevent duplication of effort.

Reports of analyses using spatial methods would also benefit from some degree of standardisation. For example, reporting of the sources and level of precision of spatial data would enable more accurate interpretation of the results by researchers not familiar with the study site. This could be achieved, for example, through extension of the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) statement with items specific to spatial data. 153

2.6.5 **Study strengths**

In this review, I used a systematic approach with a transparent search strategy to identify published reports of outbreak investigations that incorporated spatial methods. I used a robust methodology, following the relevant sections of the PRISMA guidelines (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) to ensure that the results were as accurate and potentially reproducible as possible. 154
The review had a broad set of inclusion criteria, encompassing reports of outbreaks of any infectious disease in any context. It included infections of both humans and animals, and did not have any restrictions on the basis of language or publication date. This breadth allowed me to identify areas in which the use of spatial methods is most prevalent, and those in which it could be improved.

A further strength of this review is that it has a practical focus: I categorised the spatial methods used in each study according to the stage of the outbreak investigation during which they were applied, assisting implementation of similar approaches in future investigations.

2.6.6 Study limitations

The primary limitation of this study was the challenge of designing the database search strategy. Although I employed a broad search which identified a large number of abstracts for screening, the number of studies identified here will inevitably be an underestimate of the outbreak investigations that used spatial methods. My search will not have captured studies that used spatial methods but did not refer to them explicitly in the title, abstract, subject headings or MeSH terms. Restricting the search to articles published in academic journals also excluded reports in the ‘grey’ (unpublished) literature. Inclusion of such reports would increase the number of investigations using spatial methods, but would be unlikely to reveal novel approaches or tools not identified here.

There was also a possible publication bias in this study. Spatial analyses may have been more likely to be presented in published reports if they were found to be useful. Concerns of breaching patient confidentiality could have further limited the number of studies that published maps. Nevertheless, the proportion of studies using spatial methods was very small, and even if the estimate is an order of magnitude too low, it would still represent less than 5% of the estimated total number of investigations published.

Articles published since the database search was run at the end of 2013 are also not included in this study. This study showed that the number reports using spatial methods has increased in recent years, probably due to increased availability of GIS software. This trend is likely to have continued, and recent publications will focus on current public health issues, for example the recent Ebola outbreak in West Africa.
Another limitation intrinsic to the nature of the study question was that I was unable to conduct a formal quality assessment of the included studies. Quality assessment tools, such as the STROBE statement, are typically used to aid interpretation of results of studies by assessing the likelihood of bias in estimates of effect. In this review, I did not have a quantifiable effect estimate that could be assessed using these methods. However, I classified methods used into categories and identified the ways in which they contributed to outcomes of investigations. This provided an indication of the sophistication of the analysis undertaken and their utility.

### 2.6.7 Future directions

As well as increased adoption of existing methods, there is scope for development of new tools for analysis and visualisation of spatial data. A move towards web-based applications with user-friendly interfaces would be a natural progression, provided that these platforms included adequate training materials and data governance infrastructure.

It is notable that spatial scan statistics were the most frequently adopted analytic methods. Scan statistics can be implemented with relatively little training through SaTScan, a programme free to download from the internet. This suggests a possible model for wider adoption of other more advanced techniques and could potentially make spatial analyses more accessible to non-experts.

The quantity and detail of geo-located data available to researchers is also increasing. GPS-enabled mobile devices and applications for self-reported or crowd-sourced information (for example sickweather, based on reports on social networks), have the potential to provide near real-time data including information on individuals’ movements. Development of new analytic techniques will be needed to ensure that these data are effectively exploited and potential benefits are met. In the context of outbreak investigations, possible applications include contact tracing and improved estimation of exposure to environmental risk factors.
Box 2.2: Summary of Chapter 2.

- A systematic review of published reports of infectious disease outbreak investigations using spatial methods was conducted.
- A total of 80 studies using spatial methods were identified, less than half a percent of the estimated overall number of published reports of outbreak investigations.
- A range of techniques including sophisticated means of visualisation, cluster and analytic tools have been used; but the simple dot map was the most common.
- There is a disparity in the use of spatial tools according to the country in which the outbreak has occurred, the context, and the infectious disease being investigated.
- Spatial tools have been usefully applied throughout the course of an outbreak investigation, from initial confirmation of the outbreak to describing and analysing cases and communicating findings.
- Spatial techniques often provided valuable insights that supplemented traditional epidemiological analyses of person and time and led to public health actions.
- There is scope for much wider implementation of existing methods and development of new tools.
3 DEVELOPMENT OF AN OPEN-SOURCE TOOL FOR VISUALISING DISEASE POINT LOCATIONS

3.1 DESCRIPTION OF CHAPTER CONTENTS

In this chapter I develop an interactive tool for visualising disease point locations. The tool is written using Shiny, a web application framework for the statistical software, R. It allows plotting of geographically referenced point locations on an interactive map displayed in a web browser window. Its features include colour coding of cases according to categorical variables; filtering of cases plotted by combinations of variables; and additional displays of data as a summary table and epidemic curve. I demonstrate how this tool can be used in the context of investigations of clusters of tuberculosis linked through molecular strain typing. It can be used to improve understanding of tuberculosis transmission by identifying groups of cases which are close to each other in space and also share epidemiological characteristics. The application is not restricted to investigation of tuberculosis clusters and could be used to plot locations with associated characteristics using any geographically referenced data. I evaluate the application through a demonstration to potential users and an online survey.

3.2 STUDY RATIONALE AND INTRODUCTION

3.2.1 Spatial data visualisation

In Chapter 2, I conducted a systematic literature review which described the use of spatial data in infectious disease outbreak investigations. This review demonstrated that careful consideration of the spatial locations of cases of disease on a map can prompt infectious disease outbreak investigations; highlight important relationships between cases; generate hypotheses about transmission, and guide control measures. Visualisation of data on maps also provides an easily-understood means of presenting information in context that is not as readily derived from tables of data or written reports, and can be a powerful tool for advocacy. Provided that accurate spatial data are available, these tools can be used for a range of different disease areas and in high- and low-income settings.
Dot maps were the most widely used methods of visualising spatial data. They display the locations of cases and can be colour coded to convey additional information such as categorical variables regarding patient demographics and risk factors. Production of dot maps for different time periods can describe the progression of the cluster in space and time; and including data on contextual locations such as potential transmission venues can aid hypothesis generation.

In spite of these broad applications, I found that spatial data visualisation tools were used in only approximately half of the real-time outbreak investigations included in the review. One of the barriers to use is lack of flexibility in existing tools, i.e. the ability to make rapid changes to the numbers of cases being displayed and the characteristics highlighted. The applications also often require specialised software which can be expensive and may require trained personnel to operate. Confidentiality issues can also arise when sharing data or maps between organisations, particularly if information must be uploaded to the internet.

Another recent systematic review explored the use of visualisation tools for infectious disease epidemiology. As well as describing features offered by different tools for specific types of visualisations, the authors aimed to identify the needs and preferences of public health professionals using these tools; the software architecture in which they were designed, and discussed implementation and evaluations of their use in practice.

Studies of user needs emphasised a preference for dynamic, interactive graphics for data exploration. Recent developments in visualisation technologies such as scalable vector graphics, dynamic HTML, and R Shiny have the potential to facilitate delivery of these interactive features. However, the majority of existing tools identified in the review used static visualisations. The BioSense surveillance system developed by the Centers for Disease Control was one exception to this, which uses R and RStudio to embed interactive data analysis and visualisation within its web application.

Despite studies recognising the importance and potential of effective visualisation tools, the review found minimal success in widespread implementation and adoption of such tools. The authors identified similar reasons for this as those which emerged from my systematic review, including user-level barriers such as lack of adequate training, misconceptions about the use of the tools and lack of
trust in new systems, and system-level barriers such as access issues and lack of organisational support.

To mitigate these barriers, the authors recommend that future projects should avoid developments in 'silos', and instead aim to build tools that are interoperable and compatible with existing data formats and standards. Further, the authors suggest using a participatory design process, which involves potential users in the development of the tools from an early stage and incorporates their feedback. Finally, they note the importance of collaboration between agencies and organisations to integrate novel tools into workflows.

Together, the results of these systematic reviews highlight a clear scope for development of new interactive tools for analysis and visualisation of spatial data, for example production of dot maps, in infectious disease epidemiology.

### 3.2.2 Current tools available

Tools currently available for visualisation of epidemiological data range from those designed to produce 'flat' (non-interactive) images to bespoke interactive data visualisation platforms. Analysis and visualisation of spatial data, meanwhile, has traditionally been undertaken using a GIS.

Flat images are the most commonly used form of visualisation in infectious disease epidemiology, and can be produced using numerous tools. Spreadsheet packages such as Microsoft Excel and Apple Numbers offer many types of graphs generated through a graphical user interface, whilst statistical software packages such as Stata, SAS, Matlab and R enable creation of similar graphics using code. These packages allow outputs to be reproduced more easily but require a greater degree of technical knowledge.

In recent years, tools enabling users to produce interactive graphs have become increasingly prevalent. These include ‘off-the-shelf’ products, for example Google Charts, which are able to generate visualisations with interactive elements that can be customised to some degree. Bespoke interactive tools that offer complete control over the features displayed can also be produced, for example using the JavaScript library D3. These ‘data-driven-documents’ are flexible, fast and support large data sets, but need to be produced by web developers with knowledge of the JavaScript programming language. Shiny is a web application framework for the statistical software R that offers an alternative to programming using a tool such
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as D3.\textsuperscript{159} It allows interactive tools to be produced using the R framework, and does not require knowledge of programming in languages such as JavaScript.

One of the most commonly used GIS in epidemiology is ArcGIS/ ArcView, a commercial package with many features ranging from production of simple dot maps to sophisticated analyses using spatial statistics.\textsuperscript{160} QGIS is an open-source alternative to ArcGIS which shares some of its features and is free to download.\textsuperscript{161} However, both of these programs require a degree of technical expertise to operate, even if the desired outputs are relatively simple. Lightweight applications which are designed for a single function can provide an attractive alternative to broad GIS packages in some circumstances. SaTScan, a program used for performing spatial scan statistics to identify significant clustering in data,\textsuperscript{155} and the ECDC Map Maker (EMMa), an online tool used to create maps of area-level data,\textsuperscript{162} are examples of such programmes. Both are free to use, have simple data requirements, and avoid the need to manually process geospatial data.

\subsection*{3.2.3 Investigation of molecular clusters of tuberculosis}

Molecular clusters of tuberculosis are groups of cases that share indistinguishable strain types and may therefore be linked through transmission. In the United Kingdom, routine molecular strain typing by MIRU-VNTR was introduced in 2010. From January 2010 to December 2013, 81\% (16,602) of isolates for culture-confirmed cases were strain typed for at least 23 loci.\textsuperscript{163} Over half (8,890) of these cases shared a strain type with at least one other case, and were therefore classified as being part of a molecular cluster. A total of 1,854 distinct molecular clusters were identified, and initial guidelines required prospective investigation of all clusters that met certain thresholds.\textsuperscript{164}

Tuberculosis cluster investigations aim to reduce public health impacts by detecting and diagnosing previously unidentified latently infected and active tuberculosis cases.\textsuperscript{165} An evaluation of the strain typing service in 2013 found that routine cluster investigation based on thresholds was neither effective nor cost effective, and it was therefore discontinued.\textsuperscript{166} Current recommendations state that local cluster investigations should be conducted when deemed appropriate by public health professionals.\textsuperscript{164}

Interactive dot mapping could be a useful means of interrogating data about molecular clusters of tuberculosis by highlighting cases that share links in person,
time and place. This could be implemented relatively easily where national case registers that include geographic data are maintained. The WHO recommends collection of address-level geographic information in electronic case registers for tuberculosis. Many countries including the United States and at least 23 in Europe also collect strain typing data on a routine basis. In the United Kingdom, for example, the ETS system includes post code-level information for all cases, in addition to the routine molecular strain typing data. Cases could therefore be plotted to a high degree of precision, and linked to other cases with the same molecular strain type.

A tool that makes use of the interactive features of web browsers but does not require a stand-alone GIS could therefore be useful for creating dot maps to support disease outbreak and cluster investigations.

3.3 AIMS AND OBJECTIVES

Aim: To develop an interactive, open-source tool to create dot maps to support investigation of disease outbreaks and clusters.

The objectives of this study were to:

1. Define the functional and technical specifications of an interactive dot mapping tool.
2. Write the code for the tool.
3. Demonstrate the utility of the tool through interrogation of an example data set based on molecular clusters of tuberculosis in London and the South East of England.
4. Evaluate the tool through a survey of potential users.
5. Make the code available through an online repository.

3.4 METHODS

3.4.1 Specification

I defined the functional and technical specification for this tool, based on the research described above, as shown in Box 3.1.
Box 3.1: Functional and technical specifications for interactive mapping application.

**Functional:**

i. Displays locations of cases of disease on an interactive map.

ii. Group of cases being displayed can be changed according to user selection, with ability to display two or more groups for comparison.

iii. Colour codes cases according to epidemiological characteristics such as demographics and risk factors.

iv. Cases can be filtered by combinations of one or more epidemiological characteristics (such as demographics and risk factors).

v. Additional locations of interest can be plotted for context (for example locations of clinics).

vi. No specialist training in GIS or advanced computer programming skills required to operate.

**Technical:**

i. Runs on a standalone computer.

ii. Flexible data input (not restricted, for example, to data extracted from one surveillance system).

iii. Does not require upload of data to the internet (maintaining patient confidentiality).

iv. Uses free, open-source software.

v. Code freely available to download from a repository for further development or customisation.

### 3.4.2 Implementation

I chose to develop the interactive mapping tool using Shiny, a package for developing interactive web applications using the statistical software, R\(^{159,170}\). This is a useful framework for interrogation of sensitive data such as locations of cases of disease because it can be run locally and therefore does not require upload of information to the internet. I used R version 3.1.3 implemented in RStudio version 0.98.1103 to write the application.

Shiny applications are composed of two R scripts: A user-interface script (frontend) which defines the layout and appearance of the application by converting R code into HTML, and a server script (backend) which contains the R code to process data and produce the outputs that are displayed in the user interface.

The application that I have developed also contains two additional files: An R script which converts data containing information about cases of disease in one or more
clusters, for example an extract from the ETS surveillance system, into the format that can be read by the Shiny application; and a cascading style sheet (CSS) document that enhances the appearance of the application.

In addition to the Shiny package itself, the application also uses a number of other R packages for data processing and plotting. Details of packages used, versions and their functions are shown in Table 3.1. I used the leaflet package for the JavaScript library of the same name to enable interactive mapping.\textsuperscript{171} Base map tiles in the application are provided by OpenStreetMap, a free, editable world map, enabling visualisations produced to be shared without copyright restrictions.\textsuperscript{172} Points on the map are automatically colour coded according to levels of categorical variables using the package RColorBrewer to select colour palettes appropriate for cartography.\textsuperscript{173}

Table 3.1: R packages used in the interactive mapping application.

<table>
<thead>
<tr>
<th>Package name</th>
<th>Version</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>shiny</td>
<td>0.12.2</td>
<td>Producing interactive web application.</td>
</tr>
<tr>
<td>ggmap</td>
<td>2.3</td>
<td>Geocoding points.</td>
</tr>
<tr>
<td>plyr</td>
<td>1.8.1</td>
<td>Aggregating data to produce summary tables.</td>
</tr>
<tr>
<td>RColorBrewer</td>
<td>1.0.5</td>
<td>Producing colour scales.</td>
</tr>
<tr>
<td>leaflet</td>
<td>1.0.0.9999</td>
<td>Generating interactive maps.</td>
</tr>
<tr>
<td>zoo</td>
<td>1.7.12</td>
<td>Formatting dates.</td>
</tr>
<tr>
<td>epitools</td>
<td>0.5.7</td>
<td>Formatting dates for epidemic curve.</td>
</tr>
<tr>
<td>ggplot2</td>
<td>1.0.0</td>
<td>Plotting epidemic curve.</td>
</tr>
</tbody>
</table>

Additional features of the application include optional geocoding of postcodes or named geographic locations using the R package ggmap;\textsuperscript{174} construction of epidemic curves using the packages ggplot2 and epitools,\textsuperscript{175,176} and a summary data table. Design of the application was inspired by the SuperZip interactive visualisation by RStudio.\textsuperscript{177}

The code for the application, DotMapper, is free to download from its GitHub repository (https://github.com/cathsmith57/DotMapper), which includes the R scripts for running the application and formatting the data. It also has links to a working online version of the application; a video demonstration of its features; a short user guide, and example data sets.
3. Development of an open-source tool for visualising disease point locations

3.4.3 User workflow

The workflow through which this application can be run on a local machine is shown in Figure 3.1. First, the user must save the four files that comprise the application using the file structure shown.

![Workflow for running interactive dot mapping application on a local machine.](image)

Second, the user compiles the data sets that they wish to display. The application plots data of two types: cases (i.e. patient locations and associated characteristics) and, optionally, venues (i.e. other locations of interest such as clinics or potential sources of infection). I designed the application to be as flexible as possible to enable rapid plotting of data collected from different surveillance systems or surveys, although there are some requirements about the structure of the data (Figure 3.2).

![Structure of data that can be imported into the interactive dot mapping application.](image)

Case data must be in ‘wide’ format, with one row per individual; categorical variables used for colour coding points should be the first columns of the data; there must be a unique identifier for each case and cluster; the date of the case report or notification must be included and formatted dd/mm/yyyy (e.g. 20/03/2015).
‘25/05/2005’), and geographic information must be included either as a longitude and latitude or as a character string (e.g. post code). Venues data must also be formatted with one row per location; have a unique identifier (that differs from the case IDs); a name and type of venue, and geographic information as for cases.

Third, the user opens the data formatting R script in an R console. Within the R script, the user must set a single parameter, which is the number of categorical variables in their data set. The user then runs the R script, and will be prompted to select the locations of their working directory (in which the files were saved), the case data, and (if used) venues data. Running the R script also requires that the additional packages that the application uses have been installed and are loaded.

The final command in the R script runs the application, which will open in a web browser window. Whilst the application is being used, the data are processed in the R console, which must therefore not be closed during the session.

**3.4.4 Case study**

As a case study, I have generated data for three example molecular clusters of tuberculosis (denoted c1, c2 and c3). These molecular clusters use data of the same structure as that in the ETS system, and mimic the broad trends seen in real molecular clusters. I have anonymised the data by altering the exact characteristics, including demographics, risk factors, and spatial locations of cases.

**3.4.5 Evaluation**

The tool was evaluated in two stages. First, at an early stage of its development, I demonstrated the tool to a small group of potential users. This provided an opportunity for me to gain feedback about the potential for implementation and barriers to use, and additional features that would be of interest.

Second, when I had completed development of the tool to its current form, I ran an online survey to gain further feedback about the application. The questions in the survey are provided in Appendix 10.2. I gave presentations about the application and requested that attendees complete my survey. These presentations included the UK Public Health Science conference (London, November 2015); the Farr Institute Festival for Digital Health (London, March 2016); the PHE Field Epidemiology Conference (Wawrick, March 2016), and an internal meeting at the South East and London Field Epidemiology Service (July 2016).
3.5 RESULTS

3.5.1 Features
The primary output of the application is an interactive map. By default, the map displays the locations of the cases, colour coded according to the first categorical variable in the data set. Locations of contextual venues can be toggled on or off. The map can be panned and zoomed in and out to explore the data, and clicking on cases or venues produces a popup displaying further information. The application can be used to plot just one group of cases, for example in an outbreak situation, or to load multiple groups and compare their characteristics. Drop-down menus are used to select the group to display; to filter groups by size (number of cases in cluster) if necessary, and to change the variable being plotted.

Cases plotted can also be filtered by interactively selecting subsets of data: A date range slider is provided to select cases in any time period according to their notification date, and selecting Subset facilitates display of cases which satisfy selected combinations of characteristics of categorical variables. The Reset groups button returns the display to showing all cases.

Other tabs in the application display a summary data table and an epidemic curve. The data table presents the number and percentage of cases according to each categorical variable. If multiple groups are included in the data it also displays totals and percentages for all cases, which could be used to assess whether patterns in the selected group reflect the overall epidemiology of the disease. Cases are plotted as a function of time using an epidemic curve. The time periods into which the cases are grouped in the epidemic curve can be switched between days, weeks, months, quarters and years, as appropriate for the specific disease being investigated.

3.5.2 Case study
This case study presents data from three example molecular clusters of tuberculosis (denoted c1, c2 and c3) using altered and anonymised data of the same structure as that in ETS system. I have produced three short screencast movies which demonstrate the interactive analyses possible using the application. These movies are provided in the CD-ROM attached with this thesis.
Movie 1 shows all cases in molecular cluster c1 displayed by ethnic group. There is a notable group of cases in the north east of the city which are of Pakistani ethnicity, whilst cases of other ethnicities appear to be more dispersed. Displaying only the cases in the first month of the molecular cluster reveals that the initial cases were all in this spatially-constrained group of Pakistani ethnicity, and the molecular cluster became more dispersed and affected different ethnic groups in later months. This visualisation can be used to generate hypotheses about transmission and potentially highlight a missed opportunity for early control in a targeted population: The strain appears to have been transmitted amongst a distinct population group before being spread more widely in the community.

Assessment of molecular cluster c2 demonstrates how this tool could be used to target interventions for specific risk populations (Movie 2). Locations of cases in this molecular cluster are displayed according to whether they have a history of homelessness, and locations of sheltered accommodation services are also shown. There appears to be an association with homelessness in the south central areas of London. The shelter in the south of the city may therefore be a suitable focus for interventions, such as screening by the mobile digital screening unit, Find and Treat.31

Movie 3 displays molecular cluster c3, comprised of individuals in a tight geographic group in the north central areas of the city, about half of whom were born in the United Kingdom and aged between 20 and 40. The epidemic curve shows that these cases all occurred within five calendar quarters with numbers increasing recently, indicating a possible opportunity for control.

3.5.3 Evaluation

3.5.3.1 User demonstration

The user demonstration was carried out on 27th July 2015, and attended by a Tuberculosis Cluster Investigator (PHE), a Senior Epidemiology Scientist (PHE), and a Professor of Infectious Disease Epidemiology (UCL). Feedback from this session included potential ways in which the tool could be used and barriers to its use (Box 3.2), and suggestions of new features.
Box 3.2: Feedback from user demonstration during development of interactive mapping application (27 July 2015).

Potential uses:

i. Mapping of drug-resistant tuberculosis cases, for example the group of multidrug-resistant cases in London to inform need for further contact tracing.

ii. Description of major tuberculosis clusters in London.

iii. Investigation of geographic distribution of extended-spectrum beta-lactamases (ESBLs) to highlight areas of potential community transmission.

iv. Investigation of outbreaks, for example of foodborne or sexually-transmitted infections.

Barriers to use:

i. Technical skills of potential users.

ii. Ease of adaptability to other infections.

iii. Availability of accurate geographic information.

To address this feedback, I implemented several new features, which are in the current version of the application. The main change was the addition of the option to display only a sub-set of cases which had certain characteristics. I also altered the mechanism for importing data so that the application could be used with any number of categorical variables, as it was previously designed specifically for tuberculosis molecular cluster investigation and therefore required data to be imported to be in the structure of the ETS system. Table 3.2 summarises the new features that were suggested at the user demonstration and how I implemented them.
Table 3.2: Features suggested at user demonstration for interactive mapping tool, and how they were implemented.

<table>
<thead>
<tr>
<th>Feature suggestion</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display of contextual locations such as clinics or potential venues of transmission.</td>
<td>Option to plot additional locations of interest using markers of a different shape (pins) to clearly distinguish them from case locations (dots).</td>
</tr>
<tr>
<td>Include additional categorical variables such as smear positivity, time since entry to the UK, treatment outcomes.</td>
<td>Import of data flexible to allow plotting of any number of categorical variable. User has to specify only the number of categorical variables being plotted.</td>
</tr>
<tr>
<td>Enable grouping by variables other than group ID, for example by drug resistance or treatment clinic.</td>
<td>Multiple groups can be displayed at one time, and cases can be filtered by any combination of categorical variables.</td>
</tr>
<tr>
<td>Include button for capturing screen shots of maps to include in cluster summaries.</td>
<td>Not currently implemented within tool, but screen shots can be captured using standard methods.</td>
</tr>
</tbody>
</table>

3.5.3.2 Survey

There were seven respondents to the online survey about the current version of the application. Of these, four were epidemiologists or information officers working in public health, two were researchers and one did not state their role. All respondents answered ‘strongly agree’ or ‘agree’ when asked if DotMapper was useful; easy to use; well designed and offers a new way to explore data. They were also confident that they could set up DotMapper using R software (six ‘agreed’, one ‘strongly agreed’), and all except one person indicated that they planned to try using the application.

Most people said that they envisaged using DotMapper in communicable disease surveillance or outbreak investigations (five respondents each). Investigations of a range of infections were suggested as potential uses, including sexually-transmitted infections, influenza and other respiratory infections. Two respondents said that they would use the application for non-communicable disease surveillance. Four respondents said that they may use the tool for healthcare service evaluation for example by mapping the locations of cases and clinics.

The most important barriers that would stop people using the tool were lack of familiarity with R software and concerns about patient confidentiality. Popular
feature requests were the ability to map aggregated aerial data (rather than point locations); templates for loading data from specific surveillance systems, and custom reports based on selected maps. Potential features ranked as less important were development of a mobile version of the application and detailed online tutorials about how to use it.

3.6 DISCUSSION

3.6.1 Summary of findings
The application that I have developed in this study enables rapid, interactive dot mapping of cases of disease. It is intended to be used as a means for public health officials and researchers to visualise and interrogate geographically-referenced data. In the context of investigation of tuberculosis molecular clusters, I have demonstrated how the data presented on a map can be used to identify patterns in both space and time; be used to generate hypotheses about disease transmission pathways; identify cases of interest for future investigation, and guide potential control measures.

3.6.2 Interpretation of results – strengths of the application
The application developed in this study meets the functional and technical specifications for the interactive, open-source dot mapping tool outlined in the methods. In its current form, it could be useful in tuberculosis molecular cluster investigations, and there was some evidence from the evaluation that potential users would be interested in implementing it. However, this version of the tool has not undergone rigorous user testing and should be considered as a proof-of-concept rather than a completed product.

The main advantage of the tool developed in this study over existing applications is that it uses an interactive, user-friendly web interface to display spatial data without the need for specialised GIS software. The design of the tool incorporates many interactive features which are valued by users. These features, including the ability to zoom, pan, and click on points to display additional information, are familiar from commonly-used applications (such as Google Maps), and will therefore require little training to operate. This could allow interrogation of geographically-referenced data in molecular cluster investigations by users without GIS expertise.
Use of the statistical software R, as opposed to a bespoke GIS package or web-based visualisation tool, is another benefit of this application. This could help to streamline workflows by allowing mapping and epidemiological analyses to be conducted within the same software environment, eliminating the need to transfer data between software packages. This could be particularly advantageous in an outbreak situation, in which data are being updated on a regular basis.

This application is flexible, allowing plotting of any geo-coded point data and associated categorical information. The code can be freely downloaded from an online repository, and can therefore be adapted and improved by other users. This avoids the issue of development in ‘silos’ which has limited the adoption of some visualisation tools in the past, and means that the capabilities can be expanded to suit user needs. For example, it could be adapted to import data from a specific surveillance system, or to plot area data.

3.6.3 Interpretation of results – limitations of the application

The main limitation of this application is that, as is common with open-source projects, it is not supported and therefore requires a degree of technical expertise for users to install and de-bug as necessary. However, the application benefits from using the R framework, which has a large user-base and online community that will be able to provide assistance in many situations.

Another potential limitation is the ease of sharing visualisations within and between agencies. Although screenshots, and screencast movies, as presented here, can be produced easily, these methods clearly detract from the interactive utility of the application. Avoiding the requirement to upload data to the internet gives this application the advantage of maintaining patient confidentiality. However, maps can be de-anonymising if displayed at a high zoom level, and incorporation of systems for sharing data may therefore be beneficial for cross-agency exercises.

3.6.4 Implications for policy and practice

This application has been designed principally for use on local machines in a single-user context. Public health officials and surveillance staff can use it to interrogate datasets without having to remove personal identifiable information from within secure systems. The application can also be used by researchers with appropriate data access rights. Installation of the software and its dependencies may be a challenge for some users who are less familiar with R, and it may
therefore be best disseminated via existing networks, for example of local software ‘champions’.

The utility of this application in practice will depend on the availability of reliable, well recorded location data in a timely manner. The ETS system in the United Kingdom records postcodes systematically, but this is not always the case for surveillance systems for other infections. For example, the Genitourinary Medicine Clinic Activity Data-set version 2 is the primary surveillance system for STIs in England. Post codes are collected in this system but converted to small area of residence when made available to public health surveillance staff. Use of this tool for STI cluster investigation would therefore rely on data collected by clinics and in laboratory systems, which are only available to public health staff when a specific concern has been identified, and completeness of location data is variable.

There are also limitations to the information which can be gleaned from interrogation of data in dot maps. Representation of case locations as static points is a simplification of their true geographic distribution and the maps do not take into account the distribution of the underlying population. The ability to produce multiple maps of different groups of cases and combinations of risk factors is a clear advantage of this application. However, a potential drawback is ‘cognitive overload’, when the user is presented with more information than they are able to process successfully.

3.6.5 Study strengths

One of the strengths of this study is that the tool was evaluated in collaboration with potential end users both at an early stage in the design process and on the final version of the application. This allowed the specifications for the tool to be refined to match the requirements and preferences of the users, and identified priorities for future developments. The completed application met all of these functional and technical requirements and, since the code is free to download, it could be adapted to suit specific user needs.

Another strength is that the application was tested with data similar to that from the ETS system, demonstrating specific scenarios in which it could be useful. The feedback from the online survey suggested that potential users thought that the tool could have a range of other uses, and that it was generally easy to use and set up.
3.6.6 Study limitations

The main limitation of this study was that the tool has not been thoroughly user-tested. Gathering feedback about this tool through an online survey proved challenging, and the evaluation was therefore limited by the number of respondents. Although the feedback was generally positive, it is possible that only staff and researchers with an interest in the topic were motivated to complete the survey. This may have biased the results, making the tool appear more useful and acceptable than it would be if a more general audience had completed the evaluation.

3.6.7 Future directions

The flexible nature of this application permits a large scope for future work, both using the tool in its current form, and by extending it with additional features. In this study, I have demonstrated the utility of the tool for investigations of molecular clusters of tuberculosis linked through molecular strain typing. Integrating this tool into routine practice would be a logical next step to assist tuberculosis molecular cluster investigators to interrogate large, complex data sets and identify opportunities for intervention.

Another potential use of the tool is for investigation of outbreaks of other infectious diseases. The systematic review in Chapter 2 showed that spatial methods including dot mapping were used relatively rarely for investigations of outbreaks of many infectious diseases including those resulting from foodborne or sexual transmission. During such investigations, PHE often uses online surveys to collect information from patients. Extracts from these surveys could be imported into the tool with minimal data processing, allowing cases to be displayed on the map and filtered, for example according to different food exposures or sexual behaviours. Display of contextual locations such as food outlets or potential venues of transmission may also be informative for hypothesis generation in these investigations.

Although the focus of the development of this tool has been for use on clusters of infectious diseases, there are also many potential uses outside this field. For example, commissioners of services for non-communicable diseases may find the application of use in identifying areas in greatest need of services by mapping locations of disease cases or events such as accidents. Researchers in other areas of science such as ecology could use the tool for mapping locations of field study sites;
and in the commercial sector businesses could use this framework, for example to assess opportunities for growth of services. Expanding the tool into these different fields would also require further evaluation to ensure that the design and features are appropriate for the user groups.

Further extensions to this tool could be implemented by users with an understanding of R and Shiny. This may include creating a bespoke version of the tool with adaptations to specific data sets. For example, users may wish to customise categories into which continuous variables are divided, add additional information to popups, or change the information displayed in the table. Such developments could be used locally or shared with professional networks through an online repository. Additional features of the leaflet JavaScript library could also be used to extend the tool, such as adding area data with polygons, overlaying raster images, enabling marker dragging, or using alternative base map tiles. I have created an example of one such extension by overlying a geographic profile risk surface onto the map. The code for this is available from https://github.com/cathsmith57/geoprofileShiny.

Finally, this study highlights an opportunity for expanding the use of interactive visualisations in infectious disease epidemiology and other areas of health informatics. With increasing volumes of healthcare data, there will be need to ensure that tools for visualising information are developed in tandem with new analytic methods. There are many potential applications that could use some of the same features employed in the tool developed in this study. For example, a similar application could be developed for interrogating data in non-geographic contexts, such as hospital-based outbreaks and social networks. Platforms such as R Shiny allow these applications to be created without the need to invest in bespoke software or employ specialist web developers. A likely challenge for the development of new tools, as was found in this study, will be engagement of potential users in the design and evaluation process, and dissemination of the final product. Further issues may include integration of visualisations into systems providing real-time data, and design of tools that are suitable for a range of different user groups, from healthcare professionals to patients or individuals collecting data to monitor their personal health.
Box 3.3: Summary of Chapter 3.

- An interactive mapping tool for plotting disease case locations was developed using R Shiny.
- The application is novel in providing rapid geographic displays of epidemiological characteristics of cases in a user-friendly way without the need for specialised GIS software.
- It has broad applicability to investigations of disease clusters in any setting worldwide.
- In the context of tuberculosis control, the tool can be used to generate hypotheses about disease transmission, potentially facilitating more appropriate targeting of services to diagnose and treat patients.
- User evaluation provided mostly positive feedback, suggesting that the application may be useful in practice.
- However, user feedback was limited as there were few respondents to an online survey.
- There are many opportunities for further developments of this tool, and to create other similar tools to improve visualisation of health informatics data more broadly.
4 Molecular and spatial epidemiology of tuberculosis in London

4.1 Description of chapter contents
In this chapter, I use results from the first five years of routine molecular strain typing of tuberculosis in London to investigate the evidence for local transmission. I describe the distribution of molecular clusters based on their size (number of cases in clusters) and the length of time between cases. I demonstrate that the characteristics of cases are different in clusters of different sizes, first by visual means using box plots, and then through multinomial regression analysis. I use spatial scan statistics to test for significant spatial clustering within the largest molecular clusters compared to the background of all tuberculosis cases. I present the locations of these clusters on smoothed incidence maps generated through kernel density estimation. I then use the interactive mapping tool, developed in Chapter 3, to visualise each of the large clusters and generate hypotheses about routes of transmission. Finally, I investigate the possibility of using the characteristics of the first two cases in a molecular cluster to predict how likely it is to develop into a large cluster.

4.2 Study rationale and introduction
In countries with low incidence of tuberculosis such as the United Kingdom, highest rates are often found in large cities. The rate of tuberculosis in London in 2014, for example, was 30 per 100,000 population compared to 12 per 100,000 in the whole of England. This high incidence has led to the city being described as the ‘tuberculosis capital of Western Europe’. Large outbreaks of tuberculosis represent a particular threat to control because they reflect multiple instances of active transmission. Such large outbreaks have occurred previously in London and other large cities. However, identification of outbreaks of tuberculosis is not straightforward, as it requires cases resulting from active transmission to be distinguished from those arising from reactivation of latent disease with absent or limited onward transmission. The extent to which they contribute to the overall burden of disease is therefore not known.
Since 2010, PHE has been undertaking routine molecular strain typing of all tuberculosis isolates by 24 locus MIRU-VNTR. Cases that share a molecular strain type may be linked through transmission and therefore form part of large outbreaks. PHE conducts investigations of molecular clusters which aim to identify previously unknown epidemiological links between cases through systematic review of patient records and, where indicated, re-interviewing of patients. This can prompt public health interventions such as extended contact tracing and screening. However, prioritising clusters for investigation and identification of epidemiological links is challenging.

The systematic review in Chapter 2 demonstrated that spatial analyses can also be useful to investigate links between cases of infectious diseases. For example, cluster detection tests can be used to identify outbreaks and to pinpoint areas where transmission may be occurring. Smoothed incidence maps provide an effective means of visualising distributions. The interactive mapping tool developed in Chapter 3 can be used to explore potential epidemiological links between cases and may therefore assist with identification of specific groups that could benefit from interventions.

An analysis of the first three years of molecular strain typing data in London showed that 46% of cases were part of a molecular cluster (i.e. shared a strain type with at least one other case). Cluster size ranged from two to 55 cases, and over half of the clusters had only two cases. However, the study did not determine whether risk factors varied by cluster size; or assess spatial clustering.

The study also attempted to identify factors that could be used to prioritise molecular clusters warranting detailed investigation. It compared the characteristics of the initial two cases in small (fewer than five cases) molecular clusters with those in large (five or more cases) molecular clusters. Reduced time between notifications and a history of imprisonment were found to predict cluster growth, and the authors recommended that the analysis be repeated using five years of data.

Data from five years of molecular strain typing in London are now available (2010-2014). Combinations of epidemiological and spatial analyses of these data could be used to estimate the importance of long chains of transmission in the city, to
identify risk factors for cases in large clusters, and to predict growth of clusters based on characteristics of initial cases.

4.3 AIMS AND OBJECTIVES

Aim: To investigate the size and distribution of molecular clusters of tuberculosis in London between 2010 and 2014 and examine the evidence for local transmission.

The objectives of this study were to:

1. Describe the distribution of molecular clusters in London by cluster size (number of cases in the cluster).
2. Identify factors associated with molecular clusters of different sizes.
3. Examine the spatial distribution of large molecular clusters and test for significant spatial clustering.
4. Determine the extent to which early cases in molecular clusters can be used to predict development of large clusters.
5. Discuss implications for tuberculosis control and cluster investigation.

4.4 METHODS

4.4.1 Data sources

This was a cross-sectional analysis of patients notified with tuberculosis between 1 January 2010 and 31 December 2014 resident in London. I extracted data from the ETS system, a national online register for real-time reporting of tuberculosis cases that is maintained by PHE. This system includes patient demographics (age, sex, ethnic group, country of birth, time since entry to the UK, occupation) and clinical characteristics (site of disease, sputum smear status, history of tuberculosis disease and treatment, drug sensitivity, whether the case spent time as a hospital inpatient). It also includes information on social risk factors for tuberculosis (whether the patient has a history of homelessness or problems with illicit drug or alcohol use). Surveillance data from ETS is routinely matched to the National Tuberculosis Strain Typing Service to provide molecular clustering information.

An estimate of level of social deprivation (the index of multiple deprivation, IMD) is also included in ETS through matching of residential postcodes to lower-layer super output areas (LSOAs). LSOAs are a geographic hierarchy used in England and Wales each encompassing a mean population of 1,500. The IMD is a measure...
of relative deprivation at the LSOA level in England and is based on seven domains of deprivation: income; employment; crime; living environment; barriers to housing and services; health and disability; and education, skills and training. Low ranks indicate higher levels of deprivation and I converted ranks into London-level deprivation quintiles, with the lowest quintile representing the most deprived areas.

Ethical approval was not required for this study because PHE has Health Research Authority approval to hold and analyse national surveillance data for public health purposes.

4.4.2 Molecular clustering analysis

I categorised cases as unique or part of a molecular cluster, and by the number of cases in the molecular cluster. I used PHE convention for assigning cluster status: Cases with fewer than 23 loci successfully typed by MIRU-VNTR were excluded from the analysis, and each cluster must have had at least one case typed with 24 loci.

Molecular clusters were therefore defined as groups of two or more cases, each typed with at least 23 loci, which shared an identical MIRU-VNTR strain type with another case notified in the study region during the study period, with the stipulation that at least one of the cases in the cluster had been typed with 24 loci.

Unique cases were individuals whose strain was typed with at least 23 loci but whose type did not cluster with another case. I excluded cases whose molecular strain type was unique within the study area but shared a molecular strain type with another case in England.

I described the distribution of molecular clusters by size (number of cases in the cluster) and calculated the proportion of cases that were part of clusters. I identified successive cases reported in a molecular cluster using case notification dates and calculated the median and interquartile range number of days between successive cases in molecular clusters by cluster size.

To compare the distribution of case characteristics by cluster size, I initially used box plots. I then categorised cases according to the size of the molecular cluster: not clustered (unique) cases; two cases; three to 20 cases, and more than 20 cases. In situations such as this, in which the outcome of interest is a categorical variable, a
multinomial logistic regression model can be used.\textsuperscript{188} This is an extension of the simple logistic regression model that is used for dichotomous outcomes. Coefficients resulting from the multinomial model are interpreted in a similar way to the odds ratios (ORs) derived from a logistic regression model.

I used this approach as opposed to a linear regression model with cluster size as a continuous outcome because the box plots showed highly skewed distributions of cluster sizes, and residuals of resulting linear regression models therefore deviated substantially from normality.

I investigated associations at single variable analysis and included variables with an association of p<0.2 in the initial multivariable model. I then used a backwards stepwise approach to eliminate variables which did not contribute significantly to produce a final model, with model fitting based on the Akaike information criterion (AIC). LSOA of residence was included as a random effect in models which included IMD to account for the hierarchical level at which this variable was measured. Social risk factors were considered separately and as a cumulative count of these risk factors at single variable analysis, and as a count at multivariable analysis.

\subsection*{4.4.3 Spatial clustering analysis}

I used spatial scan statistics to assess spatial clustering within molecular clusters, implemented using the R package \textit{rsatscan}, an interface for the SaTScan software.\textsuperscript{155,189} I tested the hypothesis that cases in large molecular clusters (of more than 20 cases) were closer together in space than the underlying spatial distribution of tuberculosis cases. For each large molecular cluster, I therefore performed a spatial scan under the Bernoulli (case/control) model, using the locations of all other tuberculosis cases as controls.

Spatial scan statistics work by comparing observed and expected numbers of cases occurring within spatial windows of various sizes. Expected numbers of cases and controls are generated under the Bernoulli distribution using Monte Carlo simulations. A likelihood ratio is then calculated for each window of different size and used to determine a p value. This is the probability that the observed number of cases within the window would have arisen if the cases and controls had a random Bernoulli distribution.
I aimed to identify areas with evidence of local transmission and therefore set the maximum radius of the spatial window at 5 km, and identified clusters with a p value of less than 0.05 which encompassed at least ten cases.

To visualise the distributions of these clusters, I plotted the locations of significant spatial clusters for each molecular cluster overlaid on a smoothed incidence map. These maps were produced using kernel density estimation with a Gaussian kernel of bandwidth 5 km, and showed the relative distribution of the given molecular cluster compared with all other tuberculosis cases in London.

4.4.4 Spatial distribution of cases in large molecular clusters

I used the interactive mapping application developed in Chapter 3 to explore the spatial distribution of tuberculosis cases in the largest molecular clusters. I generated interactive dot maps of the locations of cases in each cluster, and explored the distribution of the risk factors included in the surveillance data. I used the interactive sub-setting feature of the application to highlight groups that were particularly affected for each cluster to generate hypotheses about transmission. I summarised key characteristics of each cluster and took screen shots of the maps.

4.4.5 Prediction of large clusters

Having established factors that are associated with cases in largest clusters, I investigated whether the characteristics of initial two cases in a molecular cluster could be used to predict whether the cluster would be likely to develop into a large cluster.

The start of the study period for previous analyses in this chapter (1 January 2010) was determined by the start of routine molecular strain typing of tuberculosis isolates in London. Some of the clusters included in the analyses will therefore inevitably have been linked to cases that occurred before 2010, but for which strain typing data were unavailable. However, in this part of the analysis I aimed to identify initial cases in clusters, and thus to exclude clusters with linked cases that occurred prior to the start of routine strain typing. I therefore excluded molecular clusters which had any cases in London in 2010, allowing a period of one year to ‘wash out’ ongoing clusters. Similarly, to ensure that all clusters had an equal opportunity to develop into a large cluster, I included only those clusters which had at least 24 months follow up after the second case.
This analysis therefore included clusters with no cases reported in 2010 and at least two cases reported between 1 January 2011 and 31 December 2012 (Figure 4.1). Large clusters were defined as clusters which had progressed from two to five or more cases during the 24 month follow-up period; small clusters were those with fewer than five cases.

**Figure 4.1: Definition of small and large molecular clusters of tuberculosis used for prediction of large clusters.**

Timelines represent four different example molecular clusters. Stars represent cases in a molecular cluster.

I conducted this analysis at the level of the cluster, and therefore calculated summary variables which defined clusters as ‘exposed’ (if at least one of the initial two cases had the given characteristic) or ‘unexposed’ (if neither case had the characteristic). To simplify the analysis, I considered only cluster characteristics that I had identified in the previous analysis to be significantly associated with large clusters. As a measure of the closeness of cases in time and space, I also calculated the number of days between the notification dates of the initial cases in the cluster and the distance in kilometres between their reported residences. I calculated numbers and proportions of small and large clusters with each characteristic. I then used logistic regression to test for significant associations.
4.5 Results

Between 2010 and 2014, a total of 15,670 cases of tuberculosis were notified in London. Of these, 8,148 (52%) cases were successfully typed by MIRU-VNTR with at least 23 loci defined, whilst 6,241 (40%) were not culture confirmed and 1,281 (8%) were not typed and therefore excluded from this analysis (Figure 4.2). A further 690 cases were also excluded because they clustered only with cases that were not resident within the study area. This study therefore included 7,458 tuberculosis cases with a molecular strain type, of which 4,129 (55%) were part of 996 molecular clusters and 3,329 (45%) had a unique strain.

Figure 4.2: Cases included in analysis of molecular clusters of tuberculosis in London, 2010-2014.

4.5.1 Cluster size and time between cases

Cluster size ranged from two to 102 cases, with a median of two cases. There were 20 clusters with more than 20 cases, including 795 (11%) of all cases (Table 4.1). More than half of the clusters (522, 53%) comprised pairs of cases, but a larger proportion of cases were in the 454 clusters of three to 20 cases (2,290, 31% cases).
Table 4.1: Distribution of tuberculosis cases and molecular clusters by cluster size in London, 2010–2014.

<table>
<thead>
<tr>
<th>Cluster size (number of cases)</th>
<th>Cases</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>%</td>
</tr>
<tr>
<td>1 (Not clustered)</td>
<td>3329</td>
<td>44.6</td>
</tr>
<tr>
<td>2</td>
<td>1044</td>
<td>14.0</td>
</tr>
<tr>
<td>3-20</td>
<td>2290</td>
<td>30.7</td>
</tr>
<tr>
<td>More than 20</td>
<td>795</td>
<td>10.7</td>
</tr>
<tr>
<td>Total</td>
<td>7458</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Successive cases in clusters were defined using notification dates. The maximum possible time between cases was 1,825 days (five years, the length of the study period), and the maximum time observed between cases was 1,687 days. Of the 3,133 case-case intervals, 712 (23%) were longer than one year. Figure 4.3 displays the distribution of median intervals between successive cases in each cluster by cluster size. Overall, the median time between successive cases in a cluster was 114 days (IQR 32–323 days). For cases in clusters of more than 20 cases the median time was 23 days (IQR 8–54 days); for cases in clusters of 3-20 cases it was 149 days (54–335 days); and for clusters of two cases it was 406 days (IQR 162–752 days).

Figure 4.3: Median interval between successive tuberculosis cases in molecular clusters in London, 2010–2014, by cluster size.

Analysis based on clusters, n=996.
4.5.2 Factors associated with large molecular clusters

Box plots of the distribution of case characteristics by number of cases in the molecular cluster were highly skewed towards zero, owing to the large proportion of cases that were not clustered (cluster size one) or in small clusters (Appendix 10.3). Wider distributions with larger interquartile ranges (larger boxes) therefore indicated that a relatively large proportion of the cases with the given characteristic were in larger clusters. There was a stepped increase in the width of the distribution for cases with an increased count of social risk factors (Figure 4.4). Wider distributions were also present for cases who were younger (aged 0-14 years); of black-Caribbean ethnicity, and born in the UK. Differences in distributions were not evident for cases plotted by sex, time since entry to the UK, occupation, IMD, or any of the clinical characteristics (Appendix 10.3).

Figure 4.4: Box plots of distribution of number of cases in molecular tuberculosis cluster by number of social risk factors, London, 2010-2014.

Analysis based on cases, n=7,458.

Baseline characteristics of tuberculosis cases according to the number of cases in the cluster are shown in Table 4.2, and results of the single variable multinomial logistic regression analysis are presented in Table 4.3.

For each exposure, an OR was calculated for each of the three cluster size outcomes (two cases, three to 20 cases, more than 20 cases), with cases not in a cluster
representing the comparison group. For example, the unadjusted ORs for being born in the UK were 4.11 (for cases in clusters of more than 20 cases); 2.55 (for cases in clusters of 3-20 cases), and 1.77 (for cases in clusters of two cases). This means that the odds of cases being in the largest clusters versus not being in a cluster for those born in the UK were 4.11 times that of those not born in the UK. Similarly, the odds of cases being in a cluster of 2-20 cases compared to not being in a cluster for those born in the UK were 2.55 times that of those not born in the UK; and the odds of cases being in a cluster of two cases compared to not being in a cluster for those born in the UK were 1.77 times those not born in the UK.

Table 4.2: Baseline characteristics of tuberculosis cases in molecular clusters of different sizes in London, 2010-2014.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All cases</th>
<th>Not clustered</th>
<th>Number of cases in cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>N (% row)</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>7458</td>
<td>3329 (44.6)</td>
<td>1044 (14.0)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2911</td>
<td>1320 (45.3)</td>
<td>430 (14.8)</td>
</tr>
<tr>
<td>Male</td>
<td>4546</td>
<td>2008 (44.2)</td>
<td>614 (13.5)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>158</td>
<td>43 (27.2)</td>
<td>24 (15.2)</td>
</tr>
<tr>
<td>15-44</td>
<td>5284</td>
<td>2346 (44.4)</td>
<td>731 (13.8)</td>
</tr>
<tr>
<td>45-64</td>
<td>1369</td>
<td>585 (42.7)</td>
<td>207 (15.1)</td>
</tr>
<tr>
<td>65+</td>
<td>647</td>
<td>355 (54.9)</td>
<td>82 (12.7)</td>
</tr>
<tr>
<td>Ethnic group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>829</td>
<td>308 (37.2)</td>
<td>119 (14.4)</td>
</tr>
<tr>
<td>Black-Caribbean</td>
<td>258</td>
<td>49 (19.0)</td>
<td>38 (14.7)</td>
</tr>
<tr>
<td>Black-African</td>
<td>1722</td>
<td>609 (35.4)</td>
<td>242 (14.1)</td>
</tr>
<tr>
<td>Black-Other</td>
<td>97</td>
<td>28 (28.9)</td>
<td>15 (15.5)</td>
</tr>
<tr>
<td>Indian</td>
<td>2185</td>
<td>1126 (51.5)</td>
<td>303 (13.9)</td>
</tr>
<tr>
<td>Pakistani</td>
<td>673</td>
<td>313 (46.5)</td>
<td>96 (14.3)</td>
</tr>
<tr>
<td>Bangladeshi</td>
<td>365</td>
<td>246 (67.4)</td>
<td>38 (10.4)</td>
</tr>
<tr>
<td>Chinese</td>
<td>86</td>
<td>49 (57.0)</td>
<td>11 (12.8)</td>
</tr>
<tr>
<td>Mixed /Other</td>
<td>1177</td>
<td>561 (47.7)</td>
<td>176 (15.0)</td>
</tr>
<tr>
<td>Place of birth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-UK</td>
<td>6223</td>
<td>2990 (48.0)</td>
<td>876 (14.1)</td>
</tr>
<tr>
<td>UK</td>
<td>1150</td>
<td>301 (26.2)</td>
<td>156 (13.6)</td>
</tr>
<tr>
<td>Time since entry to UK (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>1095</td>
<td>540 (49.3)</td>
<td>159 (14.5)</td>
</tr>
<tr>
<td>2-4</td>
<td>1391</td>
<td>740 (53.2)</td>
<td>202 (14.5)</td>
</tr>
<tr>
<td>5-9</td>
<td>1156</td>
<td>538 (46.5)</td>
<td>162 (14.0)</td>
</tr>
<tr>
<td>10+</td>
<td>1803</td>
<td>785 (43.5)</td>
<td>261 (14.5)</td>
</tr>
</tbody>
</table>
### Occupation

<table>
<thead>
<tr>
<th></th>
<th>2465</th>
<th>1146 (46.5)</th>
<th>342 (13.9)</th>
<th>759 (30.8)</th>
<th>218 (8.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>2615</td>
<td>1129 (43.2)</td>
<td>367 (14.0)</td>
<td>788 (30.1)</td>
<td>331 (12.7)</td>
</tr>
<tr>
<td>Education</td>
<td>1074</td>
<td>452 (42.1)</td>
<td>148 (13.8)</td>
<td>342 (31.8)</td>
<td>132 (12.3)</td>
</tr>
<tr>
<td>Health care</td>
<td>275</td>
<td>137 (49.8)</td>
<td>44 (16.0)</td>
<td>81 (29.5)</td>
<td>13 (4.7)</td>
</tr>
</tbody>
</table>

### Pulmonary disease

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>6688</th>
<th>3088 (45.3)</th>
<th>941 (13.8)</th>
<th>2078 (30.5)</th>
<th>714 (10.5)</th>
<th>354 (35.0)</th>
<th>57 (16.1)</th>
<th>125 (35.3)</th>
<th>48 (13.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>3006</td>
<td>1553 (51.7)</td>
<td>389 (12.9)</td>
<td>815 (27.1)</td>
<td>249 (8.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4452</td>
<td>1776 (39.9)</td>
<td>655 (14.7)</td>
<td>1475 (33.1)</td>
<td>546 (12.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Sputum smear

<table>
<thead>
<tr>
<th></th>
<th>Negative</th>
<th>Positive</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative</td>
<td>2371</td>
<td>1066 (45.0)</td>
<td>338 (14.3)</td>
<td>734 (31.0)</td>
<td>233 (9.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>2062</td>
<td>745 (36.1)</td>
<td>314 (15.2)</td>
<td>718 (34.8)</td>
<td>285 (13.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Previous diagnosis

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6821</td>
<td>3088 (45.3)</td>
<td>941 (13.8)</td>
<td>2078 (30.5)</td>
<td>714 (10.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>354</td>
<td>124 (35.0)</td>
<td>57 (16.1)</td>
<td>125 (35.3)</td>
<td>48 (13.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Previous treatment

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>13</td>
<td>6 (46.2)</td>
<td>1 (7.7)</td>
<td>6 (46.2)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>261</td>
<td>82 (31.4)</td>
<td>41 (15.7)</td>
<td>98 (37.5)</td>
<td>40 (15.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Drug resistance*

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6738</td>
<td>3033 (45.0)</td>
<td>921 (13.7)</td>
<td>2114 (31.4)</td>
<td>670 (9.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>667</td>
<td>276 (41.4)</td>
<td>111 (16.6)</td>
<td>161 (24.1)</td>
<td>119 (17.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Inpatient

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>4649</td>
<td>2100 (45.2)</td>
<td>636 (13.7)</td>
<td>1441 (31.0)</td>
<td>472 (10.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2731</td>
<td>1190 (43.6)</td>
<td>397 (14.5)</td>
<td>831 (30.4)</td>
<td>313 (11.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Homeless

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6917</td>
<td>3116 (45.0)</td>
<td>969 (14.0)</td>
<td>2135 (30.9)</td>
<td>697 (10.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>294</td>
<td>96 (32.7)</td>
<td>44 (15.0)</td>
<td>85 (28.9)</td>
<td>69 (23.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Drug use

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6822</td>
<td>3110 (45.6)</td>
<td>967 (14.2)</td>
<td>2079 (30.5)</td>
<td>666 (9.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>307</td>
<td>75 (24.4)</td>
<td>30 (9.8)</td>
<td>111 (36.2)</td>
<td>91 (29.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Alcohol use

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6460</td>
<td>2911 (45.1)</td>
<td>908 (14.1)</td>
<td>1979 (30.6)</td>
<td>662 (10.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>328</td>
<td>106 (32.3)</td>
<td>42 (12.8)</td>
<td>124 (37.8)</td>
<td>56 (17.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Prison

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>Yes</th>
<th>2.41</th>
<th>46.2</th>
<th>23.6</th>
<th>30.7</th>
<th>10.5</th>
<th>31.0</th>
<th>16.3</th>
<th>30.5</th>
<th>4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>6938</td>
<td>3140 (45.3)</td>
<td>984 (14.2)</td>
<td>2129 (30.7)</td>
<td>685 (9.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>225</td>
<td>53 (23.6)</td>
<td>22 (9.8)</td>
<td>78 (34.7)</td>
<td>72 (32.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Risk factor count†

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Mean quintile</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.41</td>
<td>6688</td>
<td>508</td>
<td>159</td>
<td>84</td>
<td>19</td>
<td>2.45</td>
</tr>
<tr>
<td>2.40</td>
<td>3081</td>
<td>187</td>
<td>41</td>
<td>19</td>
<td>1</td>
<td>2.40</td>
</tr>
<tr>
<td>2.41</td>
<td>950</td>
<td>64</td>
<td>19</td>
<td>8</td>
<td>3</td>
<td>2.41</td>
</tr>
<tr>
<td>2.45</td>
<td>2020</td>
<td>180</td>
<td>58</td>
<td>26</td>
<td>6</td>
<td>2.45</td>
</tr>
<tr>
<td>2.40</td>
<td>637</td>
<td>77</td>
<td>41</td>
<td>31</td>
<td>9</td>
<td>2.15</td>
</tr>
</tbody>
</table>

†Risk factor count, cumulative number of social risk factors reported by each case.
‡IMD quintile, index of multiple deprivation quintile of Lower Super Output Area within London (lowest is most deprived).
Table 4.3: Single variable multinomial logistic regression analysis for risk factors associated with tuberculosis cases in molecular clusters of different sizes in London, 2010-2014

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of cases in cluster</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3-20</td>
<td>More than 20</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.94 (0.81-1.08)</td>
<td>1.07 (0.95-1.19)</td>
<td>1.16 (0.99-1.37)*</td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>1.79 (1.08-2.97)*</td>
<td>2.01 (1.35-2.99)*</td>
<td>2.92 (1.82-4.68)*</td>
<td></td>
</tr>
<tr>
<td>15-44</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>1.14 (0.95-1.36)*</td>
<td>1.07 (0.93-1.23)</td>
<td>1.00 (0.81-1.22)*</td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>0.74 (0.57-0.96)*</td>
<td>0.69 (0.57-0.83)*</td>
<td>0.47 (0.33-0.65)*</td>
<td></td>
</tr>
<tr>
<td>Ethnic group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Black-Caribbean</td>
<td>2.01 (1.25-3.22)*</td>
<td>2.56 (1.77-3.72)*</td>
<td>2.92 (1.89-4.50)*</td>
<td></td>
</tr>
<tr>
<td>Black-African</td>
<td>1.03 (0.79-1.33)</td>
<td>1.12 (0.92-1.37)</td>
<td>1.04 (0.81-1.34)*</td>
<td></td>
</tr>
<tr>
<td>Black-Other</td>
<td>1.39 (0.72-2.69)</td>
<td>1.47 (0.88-2.46)*</td>
<td>1.50 (0.79-2.83)*</td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>0.70 (0.54-0.89)*</td>
<td>0.61 (0.50-0.73)*</td>
<td>0.31 (0.24-0.40)*</td>
<td></td>
</tr>
<tr>
<td>Pakistani</td>
<td>0.79 (0.58-1.08)*</td>
<td>0.64 (0.50-0.82)*</td>
<td>0.65 (0.47-0.90)*</td>
<td></td>
</tr>
<tr>
<td>Bangladeshi</td>
<td>0.40 (0.27-0.60)*</td>
<td>0.31 (0.23-0.43)*</td>
<td>0.12 (0.06-0.22)*</td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>0.58 (0.29-1.16)*</td>
<td>0.48 (0.28-0.81)*</td>
<td>0.25 (0.10-0.65)*</td>
<td></td>
</tr>
<tr>
<td>Mixed /Other</td>
<td>0.81 (0.62-1.06)*</td>
<td>0.69 (0.56-0.85)*</td>
<td>0.41 (0.30-0.55)*</td>
<td></td>
</tr>
<tr>
<td>Place of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-UK</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>1.77 (1.44-2.18)*</td>
<td>2.55 (2.18-2.99)*</td>
<td>4.11 (3.38-4.99)*</td>
<td></td>
</tr>
<tr>
<td>Time since entry to UK (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2-4</td>
<td>0.93 (0.73-1.17)</td>
<td>0.85 (0.70-1.03)*</td>
<td>0.76 (0.56-1.02)*</td>
<td></td>
</tr>
<tr>
<td>5-9</td>
<td>1.02 (0.80-1.31)</td>
<td>1.14 (0.94-1.39)*</td>
<td>1.20 (0.89-1.61)</td>
<td></td>
</tr>
<tr>
<td>10+</td>
<td>1.13 (0.90-1.41)</td>
<td>1.35 (1.13-1.61)*</td>
<td>1.22 (0.93-1.60)*</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1.09 (0.92-1.29)</td>
<td>1.05 (0.93-1.20)</td>
<td>1.54 (1.27-1.86)*</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>1.10 (0.88-1.37)</td>
<td>1.14 (0.97-1.35)*</td>
<td>1.54 (1.21-1.96)*</td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td>1.08 (0.75-1.54)</td>
<td>0.89 (0.67-1.19)</td>
<td>0.50 (0.28-0.90)*</td>
<td></td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.47 (1.28-1.70)*</td>
<td>1.58 (1.42-1.77)*</td>
<td>1.92 (1.63-2.26)*</td>
<td></td>
</tr>
<tr>
<td>Sputum smear</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>1.33 (1.11-1.59)*</td>
<td>1.40 (1.22-1.61)*</td>
<td>1.75 (1.44-2.13)*</td>
<td></td>
</tr>
<tr>
<td>Previous diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.51 (1.09-2.08)*</td>
<td>1.50 (1.16-1.93)*</td>
<td>1.67 (1.19-2.35)*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous treatment</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Drug resistance†</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Homeless</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Drug use</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Alcohol use</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Prison</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Risk factor count‡</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>IMD quintile§</td>
<td>Mean</td>
<td>0.59 (0.54-0.63)*</td>
<td>0.86 (0.81-0.91)*</td>
<td>0.62 (0.57-0.68)*</td>
</tr>
</tbody>
</table>

*p<0.2, included in initial multivariable model.
†Drug resistance, resistance to any first-line antibiotic.
‡Risk factor count, cumulative number of social risk factors (history of homelessness, illicit drug use, alcohol misuse, imprisonment) reported by each case.
§IMD quintile, index of multiple deprivation quintile of Lower Super Output Area within London where lowest is most deprived, included as a continuous variable in multilevel model accounting for random effects of Lower Super Output Area.

At single variable analysis, cases in the largest clusters of more than 20 cases also tended to be younger (OR for age under 15 years compared to 15-44 was 2.92, 95% CI 1.82-4.68). Compared to cases of white ethnicity, black ethnic groups were more likely to be in the largest clusters, whilst other groups (Indian, Pakistani, Bangladeshi, Chinese, and people of mixed/other ethnicities) were less likely to be in the largest clusters. The strongest association was with black-Caribbean ethnicity (OR 2.92, 95% CI 1.89-4.50). Cases in the largest clusters were also more likely to have disease that was pulmonary, sputum smear positive and resistant to at least one first-line drug. There was a further association with occupation:
Compared with all other occupations, students and those working in education (OR 1.54, 95% CI 1.21-1.96) or with no occupation (OR 1.54, 95% CI 1.27-1.86) were more likely to be in large clusters, whilst those working in healthcare were less likely (OR 0.50, 95% CI 0.28-0.90).

There was a higher preponderance of all social risk factors amongst cases in the largest clusters, with illicit drug use showing the strongest association (OR 5.67, 95% CI 4.13-7.78). Increasing number of social risk factors had progressively stronger associations with being in large clusters; the OR for having three of these risk factors was 7.89 (95% CI 4.43-14.06). The OR for an increased IMD quintile (and therefore decreasing deprivation) was 0.62 (95% CI 0.57-0.68).

Several of these associations were also evident for smaller clusters and some associations became stronger with increased cluster size. For example, for cases of black-Caribbean ethnicity, the OR was 2.01 (95% CI 1.25-3.22) for clusters of two cases, and 2.56 (95% CI 1.77-3.72) for clusters of three to 20 cases.

At multivariable analysis, factors independently associated with cases in the largest clusters after adjustment for sex were age, ethnicity, place of birth, occupation, site of disease, drug resistance, number of social risk factors and IMD (Table 4.4, Figure 4.5). Cases in the oldest age group (65+ years) had an adjusted OR of 0.52 (95% CI 0.35-0.78); aOR for being born in the UK was 2.93 (95% CI 2.28-3.77). The association between black ethnic groups and larger cluster size was maintained (aOR black Caribbean ethnicity 3.64, 95% CI 2.23-5.94), whilst the only ethnic group with significantly lower risk than the white population was Bangladeshi (aOR 0.26, 95% CI 0.13-0.50). Students and those working in education had an increased adjusted odds of being in large clusters (aOR 1.31, 95% CI 1.01-1.70), and in healthcare a decreased adjusted odds (aOR 0.47, 95% CI 0.25-0.87).

Social risk factors were included in the final model as a count, and there was a trend of increased odds with increased number of risk factors, although confidence intervals overlapped (aOR three risk factors 3.75, 95% CI 1.96-7.16; aOR four risk factors 16.64, 95% CI 1.98-139.88). Deprivation was also independently associated with being in a large cluster; the adjusted OR was 0.90 (0.83-0.97) for increased IMD quintile and therefore decreased deprivation level.
Black-Caribbean ethnicity, being born in the UK and pulmonary disease were the only factors that also had significantly elevated odds for clusters of two or 3-20 cases.
Table 4.4: Multivariable multinomial logistic regression analysis for risk factors associated with tuberculosis cases in molecular clusters of different sizes in London, 2010-2014, adjusted for random effects of Lower Super Output Area.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Number of cases in cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3-20</td>
</tr>
<tr>
<td></td>
<td>More than 20</td>
</tr>
<tr>
<td>Sex</td>
<td>aOR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>aOR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>aOR (95% CI)</td>
</tr>
<tr>
<td>Female</td>
<td>1</td>
</tr>
<tr>
<td>Male</td>
<td>0.98 (0.83-1.16)</td>
</tr>
<tr>
<td></td>
<td>1.08 (0.95-1.23)</td>
</tr>
<tr>
<td></td>
<td>1.14 (0.94-1.38)</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>1.15 (0.65-2.02)</td>
</tr>
<tr>
<td>15-44</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.97 (0.82-1.15)</td>
</tr>
<tr>
<td></td>
<td>0.82 (0.64-1.04)</td>
</tr>
<tr>
<td>45-64</td>
<td>1.13 (0.92-1.39)</td>
</tr>
<tr>
<td>65+</td>
<td>0.68 (0.50-0.93)</td>
</tr>
<tr>
<td></td>
<td>0.71 (0.56-0.90)</td>
</tr>
<tr>
<td></td>
<td>0.52 (0.35-0.78)</td>
</tr>
<tr>
<td>Ethnic group</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1</td>
</tr>
<tr>
<td>Black-Caribbean</td>
<td>2.1 (1.25-3.55)</td>
</tr>
<tr>
<td>Black-African</td>
<td>1.35 (0.99-1.86)</td>
</tr>
<tr>
<td>Black-Other</td>
<td>1.88 (0.92-3.84)</td>
</tr>
<tr>
<td>Indian</td>
<td>0.95 (0.70-1.30)</td>
</tr>
<tr>
<td>Pakistani</td>
<td>1.08 (0.75-1.55)</td>
</tr>
<tr>
<td>Bangladeshi</td>
<td>0.60 (0.38-0.94)</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.78 (0.37-1.64)</td>
</tr>
<tr>
<td>Mixed / Other</td>
<td>1.12 (0.81-1.54)</td>
</tr>
<tr>
<td>Place of birth</td>
<td></td>
</tr>
<tr>
<td>Non-UK</td>
<td>1</td>
</tr>
<tr>
<td>UK</td>
<td>1.45 (1.12-1.87)</td>
</tr>
<tr>
<td></td>
<td>2.13 (1.75-2.58)</td>
</tr>
<tr>
<td></td>
<td>2.93 (2.28-3.77)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
</tr>
<tr>
<td>None</td>
<td>1.04 (0.85-1.27)</td>
</tr>
<tr>
<td>Education</td>
<td>1.04 (0.82-1.31)</td>
</tr>
<tr>
<td>Health care</td>
<td>1.00 (0.69-1.45)</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>1.46 (1.24-1.72)</td>
</tr>
<tr>
<td></td>
<td>1.48 (1.30-1.68)</td>
</tr>
<tr>
<td></td>
<td>1.47 (1.21-1.79)</td>
</tr>
<tr>
<td>Drug resistance*</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>Yes</td>
<td>1.25 (0.96-1.61)</td>
</tr>
<tr>
<td></td>
<td>0.82 (0.65-1.03)</td>
</tr>
<tr>
<td></td>
<td>1.75 (1.34-2.28)</td>
</tr>
<tr>
<td>Risk factor count†</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.12 (0.88-1.42)</td>
</tr>
<tr>
<td></td>
<td>1.36 (0.99-1.87)</td>
</tr>
<tr>
<td>1</td>
<td>1.00 (0.53-1.89)</td>
</tr>
<tr>
<td></td>
<td>1.59 (1.00-2.52)</td>
</tr>
<tr>
<td></td>
<td>2.46 (1.45-4.18)</td>
</tr>
<tr>
<td>2</td>
<td>0.86 (0.35-2.12)</td>
</tr>
<tr>
<td></td>
<td>1.28 (0.67-2.45)</td>
</tr>
<tr>
<td></td>
<td>3.75 (1.96-7.16)</td>
</tr>
<tr>
<td></td>
<td>16.64 (1.98-139.9)</td>
</tr>
<tr>
<td>3</td>
<td>4.35 (0.39-48.5)</td>
</tr>
<tr>
<td></td>
<td>4.13 (0.45-37.5)</td>
</tr>
<tr>
<td></td>
<td>139.9</td>
</tr>
<tr>
<td>IMD quintile‡</td>
<td>0.98 (0.91-1.04)</td>
</tr>
<tr>
<td></td>
<td>1.00 (0.95-1.06)</td>
</tr>
<tr>
<td></td>
<td>0.90 (0.83-0.97)</td>
</tr>
</tbody>
</table>

*Drug resistance, resistance to any first-line antibiotic.
†Risk factor count, cumulative number of social risk factors (history of homelessness, illicit drug use, alcohol misuse, imprisonment) reported by each case.
‡IMD quintile, index of multiple deprivation quintile of Lower Super Output Area within London where lowest is most deprived, included in multilevel model accounting for random effects of Lower Super Output Area.
Figure 4.5: Forest plot of adjusted odds ratios and 95% confidence intervals from multivariable multinomial logistic regression analysis for risk factors associated with tuberculosis cases in molecular clusters of different sizes in London, 2010-2014 (Table 4.4).
4.5.3 Spatial clusters of cases in large molecular clusters

I used SaTScan to test for spatial clustering in the 20 molecular clusters that had more than 20 cases. A total of 25 significant spatial clusters (p<0.05) were identified, with at least one significant spatial cluster in 18 (90%) of the molecular clusters, and eight of the spatial clusters included more than ten cases.

Characteristics of the spatial clusters are presented in Table 4.5. The locations of these eight spatial clusters were in areas of high incidence on the smoothed incidence maps (Figure 4.6). They tended to occur in more deprived areas; the median IMD rank of the 4,970 LSOAs within London for areas within the clusters was 1,110, compared to 2538.5 for areas not in clusters.

Figure 4.6: Locations of significant spatial clusters of cases within eight molecular clusters (denoted a-h) of tuberculosis in London (2010-2014), overlaid on smoothed incidence maps.

Circles represent areas of significant spatial clustering (p<0.05) with more than ten cases of the given molecular cluster, compared to the general distribution of tuberculosis cases. The proportions of cases in the given molecular cluster compared to all other tuberculosis cases represented through kernel density estimation (bandwidth 5km). Contains Ordnance Survey data © Crown copyright and database right 2014.
4.5.4 **Spatial distribution of large clusters**

I used the interactive mapping application developed in Chapter 3 to investigate the characteristics of the above eight large molecular clusters with significant spatial clusters including more than ten cases.

Table 4.5 briefly summarises the main features of each of these clusters; screen shots are additionally presented in Appendix 10.4. In most of the clusters, one or two ethnic groups clearly predominated in the area of spatial clustering; and some showed associations with other risk factors such as history of drug abuse or homelessness. Two clusters also showed an apparent change in spatial distribution over time: Cluster c was more spatially aggregated in more recent years, whilst cluster g appeared to become more dispersed over time.
Table 4.5: Description of molecular clusters of tuberculosis with significant spatial clustering in London, 2010-2014.

<table>
<thead>
<tr>
<th>Molecular cluster</th>
<th>N total</th>
<th>Radius (km)</th>
<th>N observed</th>
<th>N expected</th>
<th>Relative risk</th>
<th>p</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>28</td>
<td>4.3</td>
<td>20</td>
<td>1.7</td>
<td>38.9</td>
<td>&lt;0.01</td>
<td>Predominantly black-African ethnicity, many of the cases in the area of spatial clustering are either students or work in education.</td>
</tr>
<tr>
<td>b</td>
<td>48</td>
<td>4.6</td>
<td>15</td>
<td>3.3</td>
<td>6.14</td>
<td>0.012</td>
<td>Majority black-African or black-Caribbean ethnicity, with an association with history of homelessness in the spatial cluster.</td>
</tr>
<tr>
<td>c</td>
<td>24</td>
<td>4.6</td>
<td>11</td>
<td>0.9</td>
<td>21.9</td>
<td>&lt;0.01</td>
<td>Most of these cases were born in southern Asia. The spatial cluster seems to have developed recently, with initial cases more dispersed.</td>
</tr>
<tr>
<td>d</td>
<td>102</td>
<td>2.3</td>
<td>13</td>
<td>2.4</td>
<td>6.2</td>
<td>0.016</td>
<td>Overall, the majority of cases are black-African and aged 15-44 years; however, in the spatial cluster in the west, several of the cases are in older age groups.</td>
</tr>
<tr>
<td>e</td>
<td>71</td>
<td>3.0</td>
<td>28</td>
<td>7.7</td>
<td>5.4</td>
<td>&lt;0.01</td>
<td>Most cases are of Pakistani or Indian ethnicity, and born outside of the UK.</td>
</tr>
<tr>
<td>f</td>
<td>79</td>
<td>4.8</td>
<td>22</td>
<td>7.1</td>
<td>3.9</td>
<td>0.018</td>
<td>Most cases are of Pakistani or Indian ethnicity, and born outside of the UK.</td>
</tr>
<tr>
<td>g</td>
<td>28</td>
<td>2.6</td>
<td>11</td>
<td>0.7</td>
<td>25.0</td>
<td>&lt;0.01</td>
<td>Cluster affected a mix of ethnic groups, with no obvious common factors linking them. The majority of cases in the spatial cluster occurred earlier, with latter cases more dispersed.</td>
</tr>
<tr>
<td>h</td>
<td>85</td>
<td>4.8</td>
<td>50</td>
<td>7.6</td>
<td>14.6</td>
<td>&lt;0.01</td>
<td>Many of the cases were born in the UK and had a history of drug use.</td>
</tr>
</tbody>
</table>
4.5.5 Prediction of large clusters

There were 260 clusters that met the inclusion criteria for this analysis (i.e. having no cases for the first 12 months of the study period, and at least two cases reported from the start of 2011 to the end of 2012). Of these, 32 (12%) were classified as large, having at least five cases at the end of the 24 month follow-up; 228 were small. The characteristics of the initial two cases in the small and large clusters were similar (Table 4.6). Of the variables considered, only the distance between the cases showed a significant association with progression to large cluster at single variable logistic regression analysis: The initial two cases in large clusters were more likely to be within 2km of each other compared to initial two cases in small clusters (OR for ≤ 2km 2.51; 95% CI 1.06-5.64).

Table 4.6: Characteristics of large (N ≥ 5 cases) and small (N < 5 cases) molecular clusters of tuberculosis and results of single variable logistic regression analysis for cluster-level risk factors associated with cluster size in London, 2010-2014.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total clusters</th>
<th>Large clusters N (%)</th>
<th>Small clusters N (%)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>32 (12.3)</td>
<td>228 (87.7)</td>
<td></td>
</tr>
<tr>
<td>Male sex</td>
<td>No cases</td>
<td>41</td>
<td>5 (15.6)</td>
<td>36 (15.8)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>219</td>
<td>27 (84.4)</td>
<td>192 (84.2)</td>
</tr>
<tr>
<td>Aged 65 years or older</td>
<td>No cases</td>
<td>225</td>
<td>28 (87.5)</td>
<td>197 (86.4)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>35</td>
<td>4 (12.5)</td>
<td>31 (13.6)</td>
</tr>
<tr>
<td>Black-Caribbean ethnicity</td>
<td>No cases</td>
<td>242</td>
<td>29 (90.6)</td>
<td>213 (93.4)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>18</td>
<td>3 (9.4)</td>
<td>15 (6.6)</td>
</tr>
<tr>
<td>Black-African ethnicity</td>
<td>No cases</td>
<td>174</td>
<td>21 (65.6)</td>
<td>153 (67.1)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>86</td>
<td>11 (34.4)</td>
<td>75 (32.9)</td>
</tr>
<tr>
<td>Other black ethnicity</td>
<td>No cases</td>
<td>254</td>
<td>31 (96.9)</td>
<td>223 (97.8)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>6</td>
<td>1 (3.1)</td>
<td>5 (2.2)</td>
</tr>
<tr>
<td>Born in UK</td>
<td>No cases</td>
<td>186</td>
<td>23 (71.9)</td>
<td>163 (71.5)</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>74</td>
<td>9 (28.1)</td>
<td>65 (28.5)</td>
</tr>
</tbody>
</table>
### 4.6 Discussion

#### 4.6.1 Summary of findings

In this study, I have presented results from the first five years of routine molecular strain typing of tuberculosis by 24 locus MIRU-VNTR in London. There were 20 molecular clusters that had more than 20 cases of tuberculosis notified between 2010 and 2014. These clusters accounted for 795 (11%) of all typed cases notified during this period. Compared with sporadic cases, those in large molecular clusters tended to occur closer together in time and space, and shared epidemiological characteristics. However, characteristics of initial cases were not highly predictive of the number of cases that would occur in a molecular cluster over two years.

<table>
<thead>
<tr>
<th>Occupation: Education</th>
<th>No cases</th>
<th>195</th>
<th>26 (81.2)</th>
<th>169 (74.1)</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>65</td>
<td>6 (18.8)</td>
<td>59 (25.9)</td>
<td>0.66 (0.24-1.59)</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>No cases</td>
<td>45</td>
<td>5 (15.6)</td>
<td>40 (17.5)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>215</td>
<td>27 (84.4)</td>
<td>188 (82.5)</td>
<td>1.15 (0.45-3.55)</td>
</tr>
<tr>
<td>Drug resistance*</td>
<td>No cases</td>
<td>227</td>
<td>28 (87.5)</td>
<td>199 (87.3)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>33</td>
<td>4 (12.5)</td>
<td>29 (12.7)</td>
<td>0.98 (0.28-2.73)</td>
</tr>
<tr>
<td>Any social risk factor†</td>
<td>No cases</td>
<td>222</td>
<td>26 (81.2)</td>
<td>196 (86)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>38</td>
<td>6 (18.8)</td>
<td>32 (14.0)</td>
<td>1.41 (0.50-3.51)</td>
</tr>
<tr>
<td>Lowest IMD quintile‡</td>
<td>No cases</td>
<td>143</td>
<td>18 (56.2)</td>
<td>125 (54.8)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≥ 1 case</td>
<td>117</td>
<td>14 (43.8)</td>
<td>103 (45.2)</td>
<td>0.94 (0.44-1.98)</td>
</tr>
<tr>
<td>Distance between cases</td>
<td>&gt; 2km</td>
<td>215</td>
<td>22 (68.8)</td>
<td>193 (84.6)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≤ 2km</td>
<td>45</td>
<td>10 (31.2)</td>
<td>35 (15.4)</td>
<td>2.51 (1.06-5.64)</td>
</tr>
<tr>
<td>Time between cases</td>
<td>&gt; 90 days</td>
<td>178</td>
<td>20 (62.5)</td>
<td>158 (69.3)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>≤ 90 days</td>
<td>82</td>
<td>12 (37.5)</td>
<td>70 (30.7)</td>
<td>1.35 (0.61-2.89)</td>
</tr>
</tbody>
</table>

*Drug resistance, resistance to any first-line antibiotic.
†Any social risk factor (history of homelessness, illicit drug use, alcohol misuse, imprisonment) reported by a case in cluster.
‡Number of cases in lowest IMD quintile, (index of multiple deprivation quintile) of Lower Super Output Area within London, where lowest is most deprived.
CI, confidence interval.
4.6.2 Interpretation of results – molecular and spatial clustering

The results of this study indicate that a substantial proportion of new tuberculosis cases in London result from local transmission. Molecular, spatial and epidemiological characteristics were shared by cases in numerous large clusters. One of the molecular clusters described in this study (cluster h) is part of a known outbreak of isoniazid-resistant disease that was first identified in 1999 (and is described in detail in Chapter 5), but this is the first analysis to suggest that multiple similar outbreaks may be ongoing.

Cases in large molecular clusters were more likely to have multiple social risk factors, be of black ethnicities, born in the UK, and live in more deprived areas of London. Small clusters (pairs of cases) and those of intermediate size (3-20 cases) were also associated with black-Caribbean ethnicity, being born in the UK, and pulmonary disease. There was also some association between large clusters and occupation. Large clusters were more likely to include students and those involved in education, which may suggest that outbreaks in schools and universities can spread widely in these settings or in extensive social networks involving students. However, they were less likely to involve healthcare workers. This indicates that there was limited nosocomial transmission, and that when transmission involving a healthcare worker did occur it was usually an isolated incident rather than part of a large outbreak.

The majority of large molecular clusters identified in this study exhibited significant spatial clustering, providing further evidence for transmission. There was a link between large clusters and social deprivation: Spatial clusters tended to be in more deprived areas of London, and the IMD of case residential area was independently associated with being in a large molecular cluster, after accounting for individual risk factors. Studies in other settings including Peru, northern England, Japan, and the USA have also investigated tuberculosis clustering using molecular and spatial data. Various methods have been used to assess spatial clustering but all identified areas of likely localised tuberculosis transmission or ‘hot spots’.

Previous analyses of MIRU-VNTR strain typing and surveillance data in various settings have sought to determine the proportion of cases that were part of a molecular cluster or identify risk factors for clustering. A systematic review of 27 articles found that estimates varied from 0 to 63%, and the analysis of strain
typing data from London to 2012 identified a clustering rate of 46%.\textsuperscript{186,202} This indicates that the rate of molecular clustering identified in this study (56%) was relatively high, and that a higher proportion of cases in London may be linked than formerly understood.

4.6.3 Interpretation of results – prediction of large clusters

The final part of this study attempted to use characteristics of the initial two cases in a molecular cluster to predict which clusters would grow to at least five cases within 24 months. Although there was some evidence that initial cases in large clusters tended to occur closer together in space than those in small clusters, demographic and clinical characteristics were not significantly different. This indicates that prediction of the size of clusters based on the first two linked cases is not reliable in this context.

These results differ from similar attempts to predict cluster growth in the Netherlands, USA and London, in which significant associations with initial cluster characteristics were found.\textsuperscript{186,193,203} The previous studies did not assess distance between the initial two cases as a potential predictor of cluster growth, although the USA study used scan statistics to define potential clusters. The studies in the Netherlands and USA used less specific molecular cluster tests (RFLP typing and 12-locus MIRU-VNTR respectively). They also based their analysis on the characteristics of the first three (rather than two) patients, and attempted to predict growth to at least six cases in two years. However, they benefitted from using larger data sets, as the studies covered the whole country and routine molecular strain typing had been ongoing for longer. Similar to the analysis presented here, they also used a ‘wash out’ period (of 24 months), to exclude cases with links to those before the surveillance period, and a 24 month follow-up.

The previous analysis of data from London was based on only three years of strain typing data and therefore did not include a ‘wash-out’ or minimum follow-up period.\textsuperscript{186} Instead, this study classified the first two cases that were detected after the start of routine molecular strain typing as the first two cases in the molecular cluster. It is therefore likely that several of the cases included were not initial cluster cases, but were in fact linked to cases occurring before the start of the surveillance period. The relationships that they identified may therefore have related to cases occurring later in the cluster rather than initial cases.
4.6.4 Implications for policy and practice

This study can be used to inform practice for tuberculosis cluster investigations. The results imply that detailed investigations of molecular clusters could be beneficial in preventing large chains of transmission through interventions such as contact tracing and screening. The interactive mapping tool developed in Chapter 3 provided descriptions of the clusters and could be used to assist with these investigations. This study also demonstrated the potential benefit of incorporating spatial cluster detection tests, in this case the spatial scan statistic, into routine analysis of molecular cluster data. These analyses could be used to assist with prioritising clusters for further investigation, as use of simple thresholds has previously been ineffective in making these decisions.164,185

Further work is needed to determine whether initial case characteristics can reliably be used to predict cluster growth. Cluster investigators should therefore focus efforts on clusters with more than two cases, whilst monitoring these smaller clusters for evidence of rapid increases in numbers of cases.

This study also highlighted populations most at risk of being part of large clusters, and therefore has implications for the control of tuberculosis in London and other high incidence cities. Targeting interventions to deprived areas should be a priority for reducing transmission, whilst efforts should also be made to raise awareness of the disease amongst at-risk groups such as those of black ethnicities born in the UK. An example of such an intervention is the *Find and Treat* mobile radiography unit which actively screens for cases in vulnerable populations in London and provides support to help patients complete treatment.204 Continued support for this service is therefore a key component of tuberculosis control in London.

4.6.5 Study strengths

This study was based on routine surveillance data and therefore included all cases of tuberculosis in London that were successfully typed by MIRU-VNTR to at least 23 loci from 2010 to 2014. As a result it provides a good representation of the population of tuberculosis cases in the city. There was a low level of missing information in the variables used in the risk factor analysis (Table 4.3). It is therefore unlikely that the results were affected by bias arising from systematic differences in the completion of data for different groups of patients. The use of highly discriminatory molecular typing data allowed cases to be grouped into molecular clusters which may be linked through transmission. These results were
reported using relevant parts of the STROME-ID (Strengthening Reporting of Molecular Epidemiology for Infectious diseases) and STROBE (Strengthening Reporting of Observational Studies in Epidemiology) statements.\textsuperscript{205,206}

In the analysis of molecular clustering, a multinomial logistic regression approach was used to identify risk factors. The advantage of this method was that it allowed associations to be assessed for different sizes of molecular cluster, as opposed to using a binary ‘large or small’ outcome. This could potentially enable identification of more subtle changes in risk factors for different sizes of molecular cluster which would not be identified when using a binary outcome. A linear regression approach may have provided even greater distinctions between cluster sizes, but this method could not be used because residuals of these models deviated substantially from normality owing to the skewed distribution of cluster sizes. However, continuous cluster size outcomes were considered through visual comparisons of box plots.

Another strength of this study is that it combined molecular data with spatial clustering analyses. Cases with indistinguishable MIRU-VNTR types are more likely to be linked through transmission than those that do not; but shared molecular strain types may also be indicative of endemic strains. Incorporation of spatial clustering analyses therefore adds further evidence for transmission, amongst at least a proportion of the cases in these large molecular clusters, and may help to prioritise clusters for further investigation. Two methods of spatial analysis were used, scan statistics and kernel density estimation. These outputs showed a high level of correlation, with significant spatial clusters arising in areas with highest density on the smoothed incidence maps. They were also in agreement with the risk factor analysis: Areas with significant spatial clustering tended to have a lower IMD, which was also a risk factor for being part of a large cluster. This indicates that the spatial cluster analyses provided a reliable means of identifying areas with unusually high levels of clustering and therefore potential ongoing transmission.

\textbf{4.6.6 Study limitations}

A limitation of this study is that I had to restrict the analysis to cases of tuberculosis which had been typed by MIRU-VNTR to at least 23 loci. I therefore excluded 7,522 cases that were not culture confirmed or typed, approximately half of the cases notified in London during this time period. For the multinomial logistic regression analysis of factors associated with large molecular clusters, I censored
the study period, starting in 2010 when routine molecular strain typing was introduced and was therefore unable to ascertain molecular links with earlier cases. This will have resulted in misclassification of some cases as unclustered which did not have a unique strain, and underestimate of the number of cases in some clusters. Overall, these limitations are therefore likely to have led to an underestimate of the proportion of cases that were in large molecular clusters. Conversely, excluding cases that were not culture confirmed may have led to an overestimate of clustering: Non-culture confirmed cases are less likely to have pulmonary disease, which was found to be a risk factor for being in large clusters.

Another potential limitation of this study is that I did not take into account time between cases in the analysis of clustering, for example through space-time scan statistics. This is because tuberculosis has a highly variable incubation period, meaning that it is difficult to select an informative maximum temporal clustering window. This may have resulted in sporadic cases that occurred close in space being classified as a spatial cluster when they were not linked through transmission. However, I considered the temporal distribution of cases in molecular clusters by examining the median interval between case notification dates. This provided some evidence that cases in larger molecular clusters occurred closer together in time than those in smaller clusters. A true estimate of serial intervals would require ascertainment of epidemiological links between cases to establish chains of transmission.

The risk factor analysis was limited because it was unable to assess the importance of other potential factors affecting tuberculosis transmission, for example HIV status, which are not currently collected in surveillance data. However, estimates show that coinfections of HIV and tuberculosis is relatively uncommon in this setting, contributing less than 5% of tuberculosis cases.

There were also several limitations to the analysis predicting cluster growth. The length of the ‘wash-out’ period was restricted to 12 months (whereas previous studies have used 24 months) because only five years of surveillance data were available. This therefore increases the chance that some of the first cases in molecular clusters that were identified were not the initial cases in the clusters. The characteristics of the initial cases were described at the cluster level (i.e. ‘at least one’ of the two cases in the cluster having the characteristic compared to neither of the clusters having the characteristic), and the analysis was restricted to
characteristics that showed an association with being in a large cluster in the initial analysis. These approaches were made to simplify the analysis and limit the number of comparisons made, but could have resulted in failure to identify associations.

4.6.7 Future directions
This analysis points to potential improvements in systems for tuberculosis cluster investigation. Incorporating mapping and routine spatial cluster analyses such as those described here into surveillance systems could assist with future investigations. A prospective evaluation of this would be required to ascertain the utility of this in practice and help to develop specific recommendations for action.

The analysis predicting cluster size used a cut off of 2 km to define proximity of initial cases. This was an arbitrary value and further work is needed to explore alternative values and ascertain what is most appropriate. It would also be useful to repeat the analysis predicting cluster size using initial case characteristics when more years of strain typing data are available. As well as including more molecular clusters in the analysis, this would allow a longer ‘wash out’ period to be used, increasing the validity of the assumption that the first case identified by strain typing was the first to have occurred in the cluster.

Other work arising from this study could aim to identify which of the components of the IMD may be contributing to tuberculosis transmission. This would be useful to inform environmental and housing interventions, such as improving ventilation and reducing overcrowding. Finally, whole genome sequencing of tuberculosis isolates could add further resolution to networks suggested by molecular clusters, for example by identifying ‘super-spreaders’, which are particularly infectious individuals who infect large numbers of secondary cases. This could provide evidence to support or refute transmission in some instances and direct the focus of intensive investigations.
Box 4.1: Summary of Chapter 4.

- Large molecular clusters contribute substantially to the burden of tuberculosis in London, with more than a tenth of cases being part of a cluster of more than 20 cases.
- Cases in large clusters were closer together in space and time than other cases.
- People in large clusters were generally more likely to be of black-African or black-Caribbean ethnicity and born in the UK, have multiple social risk factors such as history of illicit drug use, and live in more deprived areas of London.
- These results can be used to assist with targeting of interventions to at-risk populations.
- Further research is required to ascertain whether characteristics of the first individuals identified in a molecular cluster can be used to make reliable predictions about which clusters will develop into very large clusters.
5 Epidemiology and spatial analysis of a large isoniazid-resistant tuberculosis outbreak

5.1 Description of Chapter Contents
In this chapter, I describe the epidemiology and spatial distribution of a large outbreak of isoniazid-resistant tuberculosis in England and Wales. The outbreak has now been ongoing for 20 years and comprises over 500 cases, placing it as the largest documented outbreak of drug-resistant tuberculosis to date. Here, I combine data from multiple sources to compile a database that allows a complete description of all reported outbreak related cases for the first time. The analysis focuses on characterising the evolution of the outbreak in space and time: I use k-function analysis, kernel density estimation and an animated time series to describe the spatial distribution of the outbreak; and investigate changes in demographic groups affected using proportions and tests for trend. I also summarise treatment outcomes and use data from the pan-London outreach service, Find and Treat, to quantify the impact of its screening and case management system to control of the outbreak. Finally, I conduct a systematic literature review to identify other large drug-resistant tuberculosis outbreaks and compare their characteristics. I discuss implications for control of this and other tuberculosis outbreaks.

5.2 Study Rationale and Introduction

5.2.1 Importance of drug-resistant tuberculosis outbreaks
Development of resistance to anti-tuberculosis drugs has important implications for public health as well as for clinical management of the disease. The most common form of resistance is to isoniazid, and in the UK 6-7% of cases were resistant to this drug over the last ten years.\textsuperscript{5,211} Resistance to a single first-line drug such as isoniazid is a precursor for development of multi-drug resistance, which poses a particular threat to disease control because it cannot be managed using standard treatment regimens. Proliferation of drug-resistant strains in outbreaks therefore increases the risk of MDR-tuberculosis spreading widely and may result in patients having extended durations of symptoms, infectiousness, and problems completing treatment.
Drug resistance phenotypes can also be used to identify cases that may be linked through transmission. As discussed in Chapter 4, molecular methods, combined with spatial analyses, can now be used to identify cases that are likely to be part of large outbreaks. Historically, however, highly discriminatory molecular techniques were not routinely available for detailed characterisation of pathogens. Identification of links between cases therefore relied on less specific methods including drug susceptibility testing. In this chapter I describe an outbreak that began before molecular testing was conducted routinely and may therefore not have been identified as promptly if the strain had not been drug-resistant.

5.2.2 History of the outbreak

This outbreak was first identified in a hospital in north London in 2000 where three young men were diagnosed with isoniazid mono-resistant tuberculosis within a week.\(^\text{180}\) Subsequent restriction fragment length polymorphism (RFLP) analysis confirmed that the cases shared an indistinguishable strain type of the Euro-American lineage. Analysis of laboratory data showed that the prevalence of isoniazid resistance in strains from this hospital was higher than in other parts of England and Wales, and had been increasing (8\% in 1998 and 15\% in 1999 at the hospital, compared with 6\% nationally).\(^\text{180}\) These observations suggested the existence of a local cluster, and an Outbreak Control Committee (OCC) was established. Subsequent retrospective strain typing of isolates available at the time identified a further 15 cases, with the earliest diagnosis in January 1995 in an individual born in Nigeria.\(^\text{180}\)

An analysis of the first 70 confirmed cases in London, to end of 2001, found that patients with this strain were more likely than other tuberculosis cases to be male; of white or black Caribbean ethnicity, and born in the UK.\(^\text{180}\) There was also a strong geographical link to north London, with one health district in the area accounting for 44\% of cases but only 7\% of the population of the city. Prison contact and recreational drug use were identified as common features of cases.

Key recommendations made by the OCC at this time included promoting interagency working, expanding use of DOT, and enhancing control in prisons.\(^\text{212}\) An analysis of rates of infection amongst patient contacts found high overall rates of transmission of disease in this outbreak (11\%) compared with other documented outbreaks (0.7-2\%).\(^\text{213}\) This led to speculation that the outbreak may have been
caused by an unusually virulent strain, and prompted recommendations for enhanced contact tracing to include casual contacts of smear positive cases.

Epidemiological characteristics of this outbreak were last described for cases up to 2006. This case-control study compared characteristics of 293 outbreak-related with 17,743 non-outbreak related cases of tuberculosis, with similar results to the analysis of the first 70 cases. Multivariable logistic regression analysis found that cases were significantly more likely to live in north-central London; be young (aged 15-34 years); UK born; of white or black Caribbean ethnicity; currently in prison; unemployed; a drug dealer or sex worker. Treatment completion gradually improved over time (from 55% for cases diagnosed to the end of 2002 to 65% for cases diagnosed in 2006), but was lower than for controls (83% in 2005).

As cases continue to be reported 20 years after the first identified case, this now represents one of the largest outbreaks of drug-resistant tuberculosis to be documented. A complete analysis of the epidemiology and spatial distribution of all cases reported to date would allow assessment of changes in risk groups over time, and have implications for the control of this and other large outbreaks of tuberculosis.

5.3 AIMS AND OBJECTIVES

Aim: To collate information about the epidemiological characteristics of this large outbreak of isoniazid-resistant tuberculosis in England and Wales, describe its evolution in space and time, and place it in context of other large drug-resistant outbreaks of tuberculosis.

The objectives of this study were to:

1. Combine data from multiple sources to generate a complete outbreak database.
2. Assess changes in the demographics and risk factors of patients affected by outbreak strain.
3. Quantify the contribution of the pan-London outreach service, Find and Treat, to control of the outbreak.
4. Describe the spatial distribution of the outbreak.
5. Quantify the impacts of the outbreak, its clinical features and treatment outcomes.
6. Compare this with other large outbreaks of drug-resistant tuberculosis.
7. Discuss implications for management of this and other large tuberculosis outbreaks.

5.4 METHODS

5.4.1 Case definition and data sources
Microbiological testing procedures and surveillance systems for tuberculosis in England and Wales have evolved considerably since this outbreak was initially detected. As a consequence, methods of data collection and typing, and therefore the case definition and patient information collected have changed. This is described below and summarised in Figure 5.1.

Cases were defined as individuals diagnosed from 1995-2014 in England and Wales with an *M. tuberculosis* isolate that was indistinguishable from the outbreak strain. The outbreak strain was initially characterised in 2000 using RFLP analysis. Cases prior to this were ascertained retrospectively: Microbiological databases of four laboratories serving the area where the first cases were reported were reviewed, and isoniazid monoresistant organisms identified were typed by RFLP. After 2000, cases were ascertained prospectively by RFLP typing of all isoniazid-resistant isolates from patients resident in London, and those with known epidemiological links. From 2006, due to a change in routine practice, 24 locus MIRU-VNTR typing was used instead of RFLP typing. From 2010 onwards, strain typing by MIRU-VNTR was conducted on all tuberculosis isolates in England and Wales regardless of links to London. Strain typing was conducted at the PHE (formerly Health Protection Agency) National Mycobacterium Reference Laboratory.
I extracted information on outbreak-related cases from multiple data sources. Demographic, clinical, microbiological and treatment outcome data were derived from a bespoke outbreak database, and from the electronic surveillance systems for London (the London Tuberculosis Register, LTBR) and the rest of England and Wales (ETS). Information on social risk factors (drug use, links to prisons including patients who were in prison at diagnosis, homelessness, alcohol dependence and mental health concerns) were collected initially in the bespoke outbreak database, and from 2009 in surveillance systems.

I also extracted information on outbreak cases from data collected by Find and Treat, a pan-London tuberculosis outreach service. This service aims to identify cases of tuberculosis in ‘hard-to-reach’ populations, typically those with social risk factors, and support them to complete treatment. I identified outbreak-related cases who had been screened and managed by the service, and used data to supplement information on social risk factors from surveillance systems.

Databases were combined on the basis of unique identifiers, patient names and dates of birth. Patients with multiple episodes of tuberculosis with the outbreak strain were included once only, with the first period retained.

Ethical approval was not required for this study because PHE has Health Research Authority approval to hold and analyse national surveillance data for public health purposes.

5.4.2 Epidemiological analysis
I plotted annual numbers of cases from 1995 to 2014 as an epidemic curve. I described demographic, clinical and microbiological characteristics in counts and proportions, and used $\chi^2$ test for trend to identify changes over time. For social risk
factors, I calculated overall proportions and identified changes over time by plotting proportions of cases reporting risk factors by year.

I analysed treatment outcomes at 12 months and at final known outcome. The 12 month treatment outcome analysis included non-MDR cases who were notified between 2002 and 2013. MDR cases were excluded from this analysis because their planned treatment regimen exceeds 12 months; cases before 2002 were excluded as they did not have a date of treatment outcome recorded, and cases reported after 2013 were excluded because outcomes had not been collected at the time of the analysis. Final known treatment outcomes included cases notified before 2002, MDR cases notified before 2013, and incorporated 12- or 24-month treatment follow-up where appropriate. I tested for changes in proportions of cases completing treatment over time and used the χ² test to compare proportions of cases with and without social risk factors who completed treatment.

I used Find and Treat data to identify the proportion of cases notified in London who had been screened by the service (cases from 2005 onwards), and referred for case management (cases from 2007 onwards). I calculated proportions of patients referred to Find and Treat who had social risk factors, and used χ² tests to compare the rates of treatment completion in patients referred to the service with those who were not.

5.4.3 Spatial analysis

I determined case locations using residential postcodes where available. Prison or clinic postcodes were used where relevant for patients diagnosed whilst in prison or with no fixed abode. I geocoded case postcodes and plotted numbers of cases nationally according to PHE region; and calculated rates within London by borough, using denominator population data from the 2001 census.

To visualise the spatio-temporal progression of the outbreak in London, I produced an animation of case locations by day of notification. This involved creating maps of case locations for each day of the outbreak, and altering the size and opacity of the point on the map according to the time that had passed since the case was notified. I then combined these slides into a video file using ffmpeg. I also compared the spatial intensity of case locations in each five-year period during the outbreak through a series of smoothed incidence maps, produced using kernel density estimation.
I further explored the spatial point pattern of cases in London through k-function analysis. The k-function is a global method for detecting spatial clustering and involves comparison of the observed and expected number of cases within a range of distances from an arbitrary case location.\textsuperscript{55} First, I tested the hypothesis that the points were completely spatially random by comparing the k-function of the observed point locations with the function generated by 99 simulated point patterns. I then tested the hypothesis that the locations of cases in the first ten years of the outbreak were part of the same spatial distribution as those in the second decade by calculating their cross k-function. This is the number of points from one distribution within a range of distances of a typical point from the other distribution.\textsuperscript{217} The observed function was compared with the functions defined by 99 simulations based on random re-labelling of the joint spatial distribution of points to the two time periods. If the observed function lay within the upper and lower bounds of these limits, this would be consistent with the null hypothesis that the points were part of a common spatial distribution.

Spatial analyses were conducted using the R package \textit{spatstat}.\textsuperscript{218}

\subsection*{5.4.4 Comparison with other large drug-resistant tuberculosis outbreaks}
I searched Embase and Medline for articles that described outbreaks of drug-resistant tuberculosis. The search terms were “drug-resistant tuberculosis”, “multidrug-resistant tuberculosis” or “extensively drug-resistant tuberculosis” combined with “disease outbreaks”, “outbreak”, “epidemic” or “cluster”. The search was run on 16 February 2015 and did not include any restrictions according to language or article type. I sought to identify large outbreaks with known epidemiological links and therefore included only reports describing outbreaks with at least 20 cases, and excluded articles describing clusters linked only through microbiological analysis.

\subsection*{5.5 Results}
From 1995 to 2014, 508 cases with the isoniazid-resistant tuberculosis outbreak strain were identified. The epidemic curve (Figure 5.2) shows that, after initial ascertainment of the outbreak in 2000, the number of cases rose steeply, reaching a peak of 49 cases in 2006. After a subsequent decrease in numbers, there appears to have been a second peak in 2011 (34 cases). This was followed by a decline in
incidence from 2011 to 2013, and the number of new cases was stable in the last two years (16 cases per year).

**Figure 5.2: Number of cases in the isoniazid-resistant tuberculosis outbreak by year, England and Wales, 1995-2014.**

5.5.1 **Demographics**

Table 5.1 presents the demographic characteristics of the cases in this outbreak by five year period. The majority of cases (71%) were male; of white (39%), black Caribbean (26%) or black African (13%) ethnicity; and born in the UK (60%). There were no significant changes in proportions of these characteristics over time ($\chi^2$ trend $p=0.97$, 0.39, and 0.28 for sex, ethnicity and place of birth respectively).

The median age of the cases increased over time from 25 years (range 6-71, IQR 21-28) in 1995-1999 to 42 in 2010-2014 (range 12-79, IQR 31-49). The breakdown by age groups shows that the proportion of cases aged 25-44 decreased from 81% in the first time period to 31% in the last period. The 45-64 year old age group comprises the largest proportion of the recent cases, a significant increase compared to latter cases (39% in 2010-2014, compared to 4.8% in 1995-1999, $\chi^2$ trend $p<0.01$).
Table 5.1: Demographic characteristics of cases in the isoniazid-resistant tuberculosis outbreak, England and Wales, 1995-2014.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N (%)</td>
<td>N (%)</td>
<td>N (%)</td>
<td>N (%)</td>
<td>N (%)</td>
</tr>
<tr>
<td>All cases</td>
<td>508</td>
<td>21</td>
<td>191</td>
<td>176</td>
<td>120</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>360 (70.9)</td>
<td>13 (61.9)</td>
<td>139 (72.8)</td>
<td>122 (69.3)</td>
<td>86 (71.7)</td>
</tr>
<tr>
<td>Female</td>
<td>148 (29.1)</td>
<td>8 (38.1)</td>
<td>52 (27.2)</td>
<td>54 (30.7)</td>
<td>34 (28.3)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>36</td>
<td>25</td>
<td>35</td>
<td>36</td>
<td>42</td>
</tr>
<tr>
<td>&lt;15</td>
<td>9 (1.8)</td>
<td>1 (4.8)</td>
<td>1 (0.5)</td>
<td>5 (2.8)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>15-24</td>
<td>70 (13.8)</td>
<td>9 (42.9)</td>
<td>31 (16.2)</td>
<td>22 (12.5)</td>
<td>8 (6.7)</td>
</tr>
<tr>
<td>25-34</td>
<td>150 (29.5)</td>
<td>8 (38.1)</td>
<td>60 (31.4)</td>
<td>53 (30.1)</td>
<td>29 (24.2)</td>
</tr>
<tr>
<td>35-44</td>
<td>145 (28.5)</td>
<td>1 (4.8)</td>
<td>58 (30.4)</td>
<td>55 (31.3)</td>
<td>31 (25.8)</td>
</tr>
<tr>
<td>45-64</td>
<td>116 (22.8)</td>
<td>1 (4.8)</td>
<td>34 (17.8)</td>
<td>35 (19.9)</td>
<td>46 (38.3)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>18 (3.5)</td>
<td>1 (4.8)</td>
<td>7 (3.7)</td>
<td>6 (3.4)</td>
<td>4 (3.3)</td>
</tr>
<tr>
<td>Ethnic group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>199 (39.2)</td>
<td>8 (38.1)</td>
<td>59 (30.9)</td>
<td>73 (41.5)</td>
<td>59 (49.2)</td>
</tr>
<tr>
<td>Black-Caribbean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black African</td>
<td>67 (13.2)</td>
<td>3 (14.3)</td>
<td>34 (17.8)</td>
<td>20 (11.4)</td>
<td>10 (8.3)</td>
</tr>
<tr>
<td>Indian</td>
<td>22 (4.3)</td>
<td>2 (9.5)</td>
<td>7 (3.7)</td>
<td>6 (3.4)</td>
<td>7 (5.8)</td>
</tr>
<tr>
<td>Black Other</td>
<td>18 (3.5)</td>
<td>1 (4.8)</td>
<td>4 (2.1)</td>
<td>8 (4.5)</td>
<td>5 (4.2)</td>
</tr>
<tr>
<td>Other</td>
<td>43 (8.4)</td>
<td>1 (4.8)</td>
<td>18 (9.4)</td>
<td>14 (8.0)</td>
<td>15 (12.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>20 (3.9)</td>
<td>2 (9.5)</td>
<td>10 (5.2)</td>
<td>6 (3.4)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>UK born</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>306 (60.2)</td>
<td>15 (71.4)</td>
<td>95 (49.7)</td>
<td>114 (64.8)</td>
<td>82 (68.3)</td>
</tr>
<tr>
<td>No</td>
<td>172 (33.9)</td>
<td>4 (19.0)</td>
<td>82 (42.9)</td>
<td>51 (29.0)</td>
<td>35 (29.2)</td>
</tr>
<tr>
<td>Unknown</td>
<td>30 (5.9)</td>
<td>2 (9.5)</td>
<td>14 (7.3)</td>
<td>11 (6.3)</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Country/Area of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>if not UK born</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub-Saharan Africa*</td>
<td>53 (10.4)</td>
<td>1 (4.8)</td>
<td>24 (12.6)</td>
<td>20 (11.4)</td>
<td>8 (6.7)</td>
</tr>
<tr>
<td>Jamaica</td>
<td>32 (6.3)</td>
<td>0 (0)</td>
<td>17 (8.9)</td>
<td>10 (5.7)</td>
<td>5 (4.2)</td>
</tr>
<tr>
<td>Ireland</td>
<td>23 (4.5)</td>
<td>1 (4.8)</td>
<td>14 (7.3)</td>
<td>2 (1.1)</td>
<td>6 (5.0)</td>
</tr>
<tr>
<td>Indian</td>
<td>14 (2.8)</td>
<td>1 (4.8)</td>
<td>4 (2.1)</td>
<td>3 (1.7)</td>
<td>6 (5.0)</td>
</tr>
<tr>
<td>Subcontinent†</td>
<td>45 (8.9)</td>
<td>0 (0)</td>
<td>20 (10.5)</td>
<td>15 (8.5)</td>
<td>10 (8.3)</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subcontinent†</td>
<td>35 (6.9)</td>
<td>3 (14.3)</td>
<td>17 (8.9)</td>
<td>12 (6.8)</td>
<td>3 (2.5)</td>
</tr>
</tbody>
</table>

*includes cases born in Angola, Congo, Eritrea, Ethiopia, Gambia, Ghana, Kenya, Liberia, Mauritania, Nigeria, Sierra Leone, Somalia, Tanzania, Uganda, Zambia and Zimbabwe
†includes cases born in India, Bangladesh, Pakistan and Sri Lanka

5.5.2 Clinical features

Most cases (85%) had pulmonary tuberculosis, and this proportion did not change over time (χ² trend p=0.83). All cases had isoniazid-resistant disease; there were 14
cases of MDR tuberculosis (3%), of which nine were MDR at their initial drug resistance test, and five were initially isoniazid-resistant but subsequently acquired resistance to rifampicin. One MDR case additionally developed pyrazinamide resistance. There were 24 (5%) patients diagnosed with this strain on more than one occasion, half of whom had initially completed treatment. The longest interval between diagnoses was 14 years; median 3.5 years.

5.5.3 Social risk factors
One or more social risk factors were reported for 308 (61%) cases. History of drug use (227, 45%), links to prisons (189, 38%) and homelessness (125, 25%) were most frequently reported. Alcohol dependence (64, 13%) and mental health concerns (13, 3%) were reported less often. Two risk factors were reported for 108 (21%) cases; three for 66 cases (13%), and four for 23 cases (5%).

Figure 5.3 displays proportions of cases by social risk factor and year (excluding years prior to 1999 in which there were fewer than ten cases). This demonstrates the continued importance of drug use, prison links and homelessness over the duration of the outbreak; as well as the change in data collection methods in 2009 resulting in an increased proportion of cases reported with presence or absence of risk factors and decreased proportion with missing data. Prior to this, reports were commonly only made if a risk factor was present and left missing if absent.
5.5.4 Treatment outcomes and Find and Treat

Eligibility criteria for including cases in these analyses are defined in Figure 5.4.
Treatment was completed by 206 (52%) of 396 eligible patients at 12 months, with a significant increase in this proportion during the outbreak (p<0.01). Cases with at least one social risk factor had a significantly lower percentage of treatment completion at 12 months than those with none or missing information on social risk factors (42% and 67% respectively, p<0.01). Treatment completion was lowest for those with a history of homelessness (42/125, 39%), links to prisons (58/189, 39%), or a history of drug use (72/227, 52%). At final known outcome, 372 (76%) of 491 eligible cases completed treatment, and those with at least one social risk factor also had a lower percentage of treatment completion (71% compared to 82% for those with none or missing information on social risk factors, p<0.01).

Reasons for failing to complete treatment are shown in Table 5.2. Of the 20 (4%) patients who died at final known outcome, tuberculosis contributed to the deaths of three, was incidental for seven, and had an unknown link to the deaths of the
remaining ten. There were 34 (9%) cases lost to follow up at 12 month outcome; and 43 (9%) at final known outcome.

Table 5.2: Treatment outcomes of cases in the isoniazid-resistant tuberculosis outbreak, England and Wales.

<table>
<thead>
<tr>
<th>Treatment outcome</th>
<th>12 month outcome* N (%)</th>
<th>Final known outcome† N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completed</td>
<td>206 (52.0)</td>
<td>372 (75.8)</td>
</tr>
<tr>
<td>Still on treatment</td>
<td>66 (16.7)</td>
<td>11 (2.2)</td>
</tr>
<tr>
<td>Lost to follow-up</td>
<td>34 (8.6)</td>
<td>43 (8.8)</td>
</tr>
<tr>
<td>Died</td>
<td>12 (3.0)</td>
<td>20 (4.1)</td>
</tr>
<tr>
<td>Transferred out</td>
<td>10 (2.5)</td>
<td>17 (3.5)</td>
</tr>
<tr>
<td>Unknown/ Not complete</td>
<td>68 (17.2)</td>
<td>28 (5.7)</td>
</tr>
<tr>
<td>Total</td>
<td>396</td>
<td>491</td>
</tr>
</tbody>
</table>

* cases 2002-2013, excluding all multidrug-resistant cases.
† cases 1995-2013, excluding multidrug-resistant case notified in 2013.

The Find and Treat screening programme aims to identify cases of tuberculosis in ‘hard to reach’ populations and has been operating in London since 2005. During this period, it screened 11% (25/218) of the individuals who were subsequently found to be part of the outbreak. Since 2007, Find and Treat has also operated a case management service, and one quarter (35/138) of outbreak patients notified in London in this time period have been referred to the service. The majority of these patients had a history of homelessness (30, 86%); drug use (29, 83%) and links to prisons (21, 60%). These patients were significantly less likely to have completed treatment at 12 months (15 completed, 43%) compared to those who were not managed within the service (72 completed, 70%, $\chi^2 p<0.01$). However, treatment completion at final known outcome was not significantly different between the two groups (26, 74% for Find and Treat patients compared to 87, 84% for other patients, $\chi^2 p=0.27$).

5.5.5 Spatial analysis

All cases were successfully geocoded to locations in England and Wales, with the exception of three which had no location data. The majority of these cases (416, 82%) lived in London; the Midlands and East of England (44, 9%) reported the most cases of other regions (Figure 5.5). Within London, most cases were reported in north east and north central areas, with the highest rates in the boroughs of Hackney and Haringey (45.4 and 33.7 cases per 100,000 population respectively), compared to 5.8 per 100,000 for the whole of London.
Figure 5.5: Numbers of cases in the isoniazid-resistant outbreak in England (by PHE Region) and Wales, 1995-2014.

Total cases 505 because three cases had no geographical information. Contains Ordnance Survey data © Crown copyright and database right 2014.

The smoothed incidence maps (Figure 5.6) show that the outbreak has remained largely concentrated in north London, with the highest spatial intensity of cases located in a similar geographic region in all four time periods. Compared to the previous two time periods, cases in 2005-2009 appear to be slightly more dispersed; however in 2010-2014 the outbreak had contracted back to the north-central area. This pattern is also demonstrated by the animation of case locations, which is provided in the CD-ROM attached with this thesis.
Figure 5.6: Smoothed incidence maps of cases in the isoniazid-resistant tuberculosis outbreak in London, by five-year time period, 1995-2014.

Spatial intensity determined using kernel density estimation, bandwidth 597m. Contains Ordnance Survey data © Crown copyright and database right 2014.

The k-function of the observed point locations (Figure 5.7A) lies clearly outside the simulation envelope representing randomly generated point patterns. This demonstrates that the data show spatial clustering above what would be expected by complete spatial randomness. The cross k-function (Figure 5.7B) compares the spatial distribution of the cases in the first and second ten years of the outbreak. The k-function of the observed data lies within the simulation envelope generated through random labelling of cases to different time periods across all distances. There was therefore no evidence that the spatial distribution of cases in London changed significantly during the outbreak.
5.5.6 Comparison with other large drug-resistant tuberculosis outbreaks

The results of the systematic literature search are shown in Figure 5.8. The search yielded 1,127 unique abstracts, and 62 were brought forward for full text review. A total of 35 articles met the inclusion criteria, of which four were previous reports of the isoniazid-resistant tuberculosis outbreak in London.\textsuperscript{180,213,214,219} The majority of other reports described outbreaks in the 1990s in America\textsuperscript{220-229} and Europe\textsuperscript{230-235} that were primarily associated with nosocomial or institutional transmission of MDR strains amongst HIV positive patients. The largest such incident occurred in New York City, and comprised 428 cases from 1990 to 1999.\textsuperscript{221,222} A large series of extremely drug-resistant tuberculosis in a rural area of South Africa in 2005-6 was also attributed to multiple generations of nosocomial transmission in HIV positive patients.\textsuperscript{223,236,237}
Three community outbreaks had strong links to specific risk groups: Outbreaks in Sweden\textsuperscript{181,238} and Norway\textsuperscript{239} at the end of the twentieth century both centred around populations of migrants from Somalia, with 96 and 20 cases respectively; and in Boston an isoniazid and streptomycin-resistant strain caused 35 cases between 1984 and 1997, mostly amongst homeless populations.\textsuperscript{184}

Other outbreaks not attributed to nosocomial transmission included a cluster of a strain resistant to isoniazid, streptomycin and para-aminosalicylic acid in Mississippi in the 1970s (24 cases);\textsuperscript{240} and MDR outbreaks in Tunisia (35 cases, 2001-2006),\textsuperscript{241,242} the Federated States of Micronesia (21 cases, 2007-2009),\textsuperscript{243-245} and a Hmong refugee camp in Thailand (20 cases, 2005).\textsuperscript{246}

\textbf{5.6 DISCUSSION}

\textbf{5.6.1 Summary of findings}

In this study, I have described the epidemiology and spatial distribution of a large outbreak of isoniazid-resistant tuberculosis, which has now been ongoing for 20 years. Over its duration, the outbreak has remained focused in north London,
particularly amongst socially marginalised populations. Links to prisons, drug use, and a history of homelessness are important risk factors, and failure of these groups to complete treatment is likely to have perpetuated the outbreak. It is the largest outbreak of drug-resistant tuberculosis that has been documented.

5.6.2 Interpretation of results – characteristics of this outbreak

Major impacts of this outbreak have included tuberculosis disease in over 500 individuals, at least three linked deaths, and reinfection or relapse in 24 cases. Multidrug-resistance has emerged in this strain, and appears to have been transmitted between cases, as nine patients presented with an initial drug resistance test that was MDR. There are also potentially thousands of further individuals who have undetected infections with this strain, given that the lifetime risk of developing active tuberculosis disease following infection is estimated at 10%. This outbreak has contributed considerable economic costs to health and social care services: Management of an uncomplicated case of tuberculosis is estimated to cost £5,000, whilst drug-resistant cases can total more than ten times this amount, before taking into account use of additional resources associated with outbreak investigations such as contact tracing and outbreak control team meetings.

The characteristics of populations in the outbreak remained relatively stable, with the exception of the age of patients at notification, which increased over time. The smoothed incidence maps and k-function analyses demonstrated distinct spatial clustering which persisted in the same region of north London throughout. These observations are consistent with intensive transmission amongst a social cohort approximately 20 years ago, with infections in individuals gradually progressing to active disease. Had a great deal of ongoing transmission occurred in different groups the characteristics of cases would have been likely to change. They would also be likely to have become more widely disseminated in space, with smaller clusters arising in dispersed geographic areas.

The epidemic curve had a two-wave pattern, with an initial peak which may represent cases whose infections rapidly progressed to active disease, and a later peak potentially driven by those presenting with symptoms following a longer period of latency. Alternatively, the second wave of cases may have resulted from a second period of intensive transmission. Whole genome sequencing of isolates could
be used to investigate these hypotheses by constructing a phylogenetic tree that identifies likely chains of transmission.\textsuperscript{209}

In more recent years, the Find and Treat mobile screening unit has contributed to control of the outbreak. Approximately one in ten outbreak cases were screened by this service since it started operating, and it was also an effective service for managing complex patients: Those managed by Find and Treat had a higher prevalence of social risk factors usually associated with failure to complete treatment, but there was no significant difference in final treatment completion rates in these patients compared to the others in the outbreak.

\textbf{5.6.3 Interpretation of results – comparison with other outbreaks}

The systematic literature search found no documented outbreaks of drug-resistant tuberculosis that were as large or lengthy as this isoniazid-resistant outbreak. Previous incidents of comparable size included outbreaks in New York City and South Africa, both of which were linked to nosocomial transmission amongst HIV positive patients. Unlike these incidents, nosocomial transmission has not been an important factor in the current outbreak, and, although HIV status is not available for all patients, HIV positivity has previously been reported to be comparatively low for this outbreak at approximately 12\%.\textsuperscript{219} These differences are likely to be due in part to the relatively low prevalence of HIV positivity in injecting drug users in the UK and to advances in HIV care meaning that HIV positive patients are generally now managed as outpatients rather than on dedicated wards.\textsuperscript{249}

The current outbreak does, however, share some characteristics with an isoniazid-resistant outbreak in Sweden between 1996 and 2005. As well as being resistant to the same drug, and showing little evolution in drug resistance over time, this Swedish outbreak was also confined to a distinct demographic group (migrants from in the Horn of Africa) in a relatively small geographic area (in Stockholm), and had an epidemic curve with a two-wave pattern.\textsuperscript{181,250} Contact tracing revealed that, contrary to the initial assumption that most cases were imported, the outbreak was due to transmission in Sweden. These similarities highlight the importance of community transmission of tuberculosis with in western European cities and the need for focused control measures to affected groups.
5.6.4 Implications for policy and practice

This outbreak proved particularly challenging to control despite efforts overseen by the OCC. It consistently affected mainly socially marginalised groups in north London which are ‘hard to reach’. Recommendations implemented by the OCC which attempted to target these groups included extension of contact tracing beyond household contacts to social contacts, dissemination of advice relating to specific drug regimens for treatment, and expanded use of DOT.\textsuperscript{212} The OCC met regularly and reviewed progress, and improvements were eventually seen in treatment completion rates, but the decline in cases was slow to occur.

The results of this analysis suggest that control of tuberculosis outbreaks such as this may benefit from screening of at-risk groups to identify individuals with latent infection. Since the outbreak did not significantly disperse geographically or from specific risk populations, it appears that a high proportion of recent cases may have been infected early in the outbreak. This suggests that early screening for latent infection may have had a reasonable yield, and prevented active cases resulting from slow progression of disease. Furthermore, the two-wave shape of the outbreak highlights the need for continued case-finding even after apparent slowing down of case reports. Innovative means to target risk populations, such as the Find and Treat service, should therefore be supported.

This analysis also highlights the importance of enhanced case management to improve treatment outcomes. There were 43 patients lost to follow up and 24 diagnosed with the strain on multiple occasions, but the majority of cases in the outbreak were resistant to isoniazid only. This implies that failure to complete treatment has largely been driven by factors other than drug resistance. Following National Institute for Health and Care Excellence guidance for tackling tuberculosis in hard-to-reach groups should help to improve treatment outcomes.\textsuperscript{248} This involves standardised risk assessment for all tuberculosis patients and better recording and monitoring of contact tracing. It also recommends expanded use of DOT, which is used infrequently in London compared to other parts of the world.\textsuperscript{251}

Finally, this study demonstrates the importance of regular reviews of epidemiology and spatial distribution of tuberculosis outbreaks. This enables better understanding of the important factors associated with transmission, tracking the extent of spatial dispersion of outbreak strains, and improved targeting of control measures.
5.6.5 Study strengths
One of the strengths of this study was that it combined data from multiple sources, including two surveillance systems, a bespoke outbreak database, and the database from the tuberculosis outreach service, Find and Treat. This enabled description of all reported cases that have been associated with the outbreak, and ensured best possible completeness of variables, exploiting all data that has been collected over two decades by tuberculosis nurses and surveillance staff. It also allowed assessment of changes in the characteristics of cases over time.

The spatial analyses used here, including an animation, a series of smoothed incidence maps, and k-function plots, were another strength of this study. They provided greater understanding of the spatio-temporal progression of the outbreak, demonstrating that the geographic focus of this outbreak has remained stationary, and strengthening the rationale for focused control measures.

A further strength was inclusion of data from Find and Treat, which provides targeted services in the manner that the geographic analyses suggest is necessary. The analysis showed that the mobile screening unit effectively identified individuals at risk of acquiring this strain and therefore provides evidence that this will be an effective component of outbreak control in future.

Finally, the systematic literature search enabled this outbreak to be placed in the context of other large outbreaks of drug-resistant tuberculosis. Many of the previously described large outbreaks primarily involved HIV positive patients and were due largely to nosocomial transmission. A complete description of this unusually large outbreak which, by contrast, involved mostly community-based transmission, therefore contributes to the understanding of the natural history of the disease in a different setting.

5.6.6 Study limitations
A limitation of this study is that, with evolving surveillance systems, equivalence of data fields cannot be guaranteed. This means that comparisons over time, particularly for social risk factors, may be unreliable. Procedures for collection of treatment outcomes also changed during the outbreak: Prior to 2002, outcomes were not collected in routine surveillance data, and these data were therefore derived from the bespoke outbreak database. However, outcomes in this database were not collected specifically at 12 months, which is now the international
standard for tuberculosis surveillance. Analysis of these 12 month outcomes could therefore only be performed for cases from 2002 onwards; and final known follow up was the only way to compare outcomes for cases over the entire outbreak.

Owing to the change in routine microbiological testing procedures from RFLP to MIRU-VNTR typing, the case definition for this outbreak also changed. It is therefore possible that these cases are not part of the same outbreak. However, all cases were isoniazid-resistant and epidemiological characteristics of cases did not change significantly following the change in strain typing methodology. This suggests that the updated case definition was appropriate, but this may be confirmed through whole genome sequencing of isolates defined through the two different methods.

It is also inevitable that some cases will have been missed. The analysis used only culture confirmed cases, excluding those without appropriate strain typing information regardless of any epidemiological links to the outbreak. As non-pulmonary cases of tuberculosis are less likely to be culture-confirmed than pulmonary cases, it is therefore likely that the number of non-pulmonary cases identified here was an underestimate. There may also have been undetected cases prior to 2000, when they were only ascertained retrospectively, and outside London prior to 2010, when they were only typed if there were epidemiological links to the city.

The relative importance of social risk factors in this outbreak was not assessed through a formal case control study, because these data have only been collected routinely for non-outbreak cases since 2009. However, the proportion of all London tuberculosis cases reported between 2009 and 2014 who had one or more social risk factor was substantially lower than for cases in this outbreak reported over the same period (approximately 10% and 40% respectively). The shift towards older age groups observed here has also not been observed in London cases more widely; and highest overall rates within London over the last fifteen years have been in north-west rather than north-central areas as in this outbreak. It is therefore likely that the characteristics identified here are specific to this outbreak and do not merely reflect the epidemiology of tuberculosis patients as a whole. Other risk factors such as smoking or being exposed to second-hand smoke and HIV status, which have previously been associated with tuberculosis infection, were not collected in surveillance systems but could have contributed to transmission.
There were also limitations to the statistical methods used in this analysis. The chi-square test for trend was used to identify changes in patient characteristics over time. An assumption of this test is that the proportion of cases with a given risk factor did not, for example, increase and then decrease as the outbreak progressed. The spatial analyses were based on point locations provided by residential, or in some instances clinic, postcodes. Point locations provide an incomplete picture of the true spatial distribution of the outbreak, which may be misleading particularly for those with no fixed abode, or who regularly travel large distances from their homes to work or socialise. Some of the spatial analyses also involved division of cases into arbitrary five- or ten-year time periods, and could therefore have missed intra-period changes in distributions. However, the animation of case locations, which did not involve grouping the data into time periods, did not indicate this.

A limitation of the literature review was that the search was unable to capture any outbreaks which have not been documented in the academic literature, or which have had many additional cases subsequent to publication. It is therefore possible that there have been other larger outbreaks which have not been documented.

### 5.6.7 Future directions

Future work that may be prompted by this study includes further examination of the molecular epidemiology of this outbreak and development of tools to support investigation of similar outbreaks.

For example, whole genome sequencing of isolates in the outbreak may be used to elucidate likely chains of transmission. Since evolution of the genetic sequence occurs during bacterial replication, the strain will change more rapidly when it is passed between individuals than when it is relatively dormant and causing latent infection. A high degree of genetic distance between recent and early cases would therefore indicate passage of the strain through multiple hosts; whereas recent strains similar to earlier cases would indicate earlier acquisition and a longer period of latency. Comparison of results from whole genome sequencing with geographic and social networks (from contact tracing) may validate these results. Closely related strains would be expected to occur in networks of known social contacts, whilst a greater degree of geographic separation may be expected amongst more distantly related strains.
In this study, visualisation of the spatial distribution of cases proved useful to describe the evolution of the outbreak retrospectively. However, maps of cases were not regularly updated in real-time during the outbreak investigation. Improved methods of spatial visualisation which can be easily updated in routine practice, such as the tool developed in Chapter 3, would therefore be beneficial to support ongoing investigations. Contact tracing is another area that may benefit from development of new tools. There are currently challenges with collection of the data, structure, and display of these data, and improvements could help with analysis of social networks.

**Box 5.1: Summary of Chapter 5.**

- An ongoing outbreak of isoniazid-resistant tuberculosis now comprises over 500 cases and has been circulating for 20 years.
- Populations affected by the outbreak have largely remained stable in terms of demographics, geography, and social risk factors; although the age of the cases affected has increased over time.
- These findings are consistent with a possible intensive historical transmission in a social cohort in the early phase of the outbreak, with subsequent cases arising after varying periods of latency.
- The Find and Treat outreach service has contributed to the control of this outbreak through screening of at risk individuals and managing the treatment of complex patients with numerous social risk factors.
- This is the largest documented outbreak of drug-resistant tuberculosis to date, and is distinct from other very large outbreaks because it is not focussed in HIV positive individuals or strongly linked to nosocomial transmission.
6 GEOPHAGIC PROFILING AS A TOOL FOR TARGETING TUBERCULOSIS CONTROL MEASURES

6.1 DESCRIPTION OF CHAPTER CONTENTS
Geographic profiling is a novel spatial tool that can use locations of linked cases to predict locations of sources, for example of infectious diseases. In this chapter, I use three case studies to investigate the utility of geographic profiling as a tool for targeting measures for tuberculosis control. The first case study uses data from the isoniazid-resistant tuberculosis outbreak described in detail in Chapter 5. For this example I use locations of cases in London to identify potential venues of transmission. The second case study involves a smaller molecular cluster of tuberculosis that occurred over a shorter period of time in a town in England. Here, I compare results of the geographic profile analysis to data from a questionnaire that was conducted as part of the cluster investigation and asked individuals in the cluster to identify venues that they had visited. Finally, in the third case study, I describe an analysis of geographic profiling as a method of spatial targeting for control of bovine tuberculosis in cattle. This analysis is based on historical data from the Randomised Badger Culling Trial, a large scale field trial that tested the effects of different badger culling practices on the incidence of tuberculosis in cattle. I design hypothetical spatially targeted badger culls using (i) a simple circular ring cull approach; and (ii) geographic profiling. I use an adaptation of survival analysis and Cox regression methods to test the efficiency of these designs at identifying badger setts with tuberculosis-infected animals. I summarise the main findings of each case study and discuss implications for the use of geographic profiling in practice.

6.2 STUDY RATIONALE AND INTRODUCTION
Results presented in Chapters 4 and 5 of this thesis, as well as other studies, have demonstrated that groups of tuberculosis cases can exhibit significant spatial clustering. This suggests that spatially-targeted disease control interventions could be more effective and economically efficient than more generalised programmes. However, spatial clusters can cover large areas and current methods do not provide a means of prioritising different areas within clusters to which
control measures should be focused. In Chapter 1, I introduced geographic profiling, novel a statistical method that aims to assist with prioritising areas by producing an ordered search strategy.

6.2.1 Previous applications
As with many spatial statistics, geographic profiling was originally developed to approach an analogous problem in a different scientific field, in this instance criminology. In its original application, geographic profiling used locations of instances of serial crime to rank long lists of suspects based on their residential locations. This is a common problem in such investigations: In the investigation into the ‘Yorkshire Ripper’ murders in the UK in the 1970s, for example, 268,000 names of possible suspects were generated.

Although it has been used routinely in policing for over a decade, application of geographic profiling methods to biological systems is a recent development. To date, examples have included using the locations of foraging sites or to find animal nests and using current locations of invasive species to identify their source populations (Table 6.1).

Table 6.1: Application of geographic profiling to criminology, biology and epidemiology.

<table>
<thead>
<tr>
<th>Field of research</th>
<th>Case locations</th>
<th>Source locations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criminology</td>
<td>Linked crime sites (e.g. serial murder)</td>
<td>Areas associated with the offender (e.g. home or workplace)</td>
<td>Rossmo,255 and many others</td>
</tr>
<tr>
<td>Animal foraging</td>
<td>Foraging sites</td>
<td>Possible nests, roosts, dens etc</td>
<td>Le Comber,258 Martin,262 Raine 259</td>
</tr>
<tr>
<td>Invasion biology</td>
<td>Current populations of invasive species</td>
<td>Areas associated with source populations</td>
<td>Stevenson,261 Papini 263</td>
</tr>
<tr>
<td>Epidemiology</td>
<td>Infected individuals residence</td>
<td>Infectious source or transmission venue</td>
<td>Buscema,264 Le Comber,102 Verity 265</td>
</tr>
</tbody>
</table>

Geographic profiling has also shown some promise in application to study of infectious disease outbreaks. As well as successfully identifying the Broad Street pump using data from John Snow’s cholera investigation (demonstrated in Chapter
1), it has been applied to a series of cases of malaria in Cairo, Egypt. In this example, the residential addresses of 139 malaria cases were used to rank 59 water bodies that represented potential mosquito breeding sites as possible ‘source’ locations. The six water bodies that were ranked highest on the geographic profile corresponded with six of eight in which mosquito larvae were identified in an entomological survey.

**6.2.2 Mathematical implementation**

As well as being applied to a broader range of problems, the mathematical formulation of geographic profiling has also been advanced in recent years. These formulae are described in detail elsewhere. Here, I summarise the concepts underpinning the models and their relevance to investigations of infectious disease outbreaks.

The original implementation used the *Criminal Geographic Targeting* (CGT) algorithm, which is based on two concepts, distance decay and the buffer zone. Distance decay is the observation that, since travel incurs a cost (of time and/ or money), crimes are more likely to occur closer to an offender’s home. The buffer zone is an area around the home in which crimes are less likely to be committed, partly because of increased risk of being identified and also because the number of criminal opportunities increases with distance from home. In epidemiology, and other biological applications, there is no clear rationale for including the buffer zone concept, and a new implementation of the model was therefore developed.

In this new implementation, a Dirichlet Process Mixture (DPM) model is used to assign cases to groups that may have arisen from the same source, with no prior assumptions made about the number of potential sources. Following the grouping step, a migration profile is defined for all possible source locations. The migration profile (a bivariate normal distribution) uses the distance decay concept to describe the probability of a case arising at each location, given the location of the potential source. The probability of a source occurring in each location given the observed set of cases is then calculated by applying Bayes’ theorem. Finally, the solution is obtained using Markov Chain Monte Carlo (MCMC) methods, allowing the technique to be applied to large data sets. The DPM model is more likely to be appropriate for epidemiological investigations than the CGT algorithm.
6.2.3 Application to investigations of tuberculosis clusters

Applying geographic profiling to tuberculosis control raises the possibility of using the locations of cases to identify potential venues in which the disease may have been transmitted. The results may then be used to assist with prioritising specific areas in which to implement location-based control measures such as public health promotion and screening for latent infections.

In this chapter I describe three case studies in which I have applied geographic profiling methods to identify locations that may be associated with tuberculosis transmission. Case studies one and two are both based on clusters of human tuberculosis cases; one using data from the isoniazid-resistant tuberculosis outbreak described in Chapter 5, and one using data from an investigation into a molecular cluster of tuberculosis in a town in England. The third case study involves a more detailed investigation of potential transmission of bovine tuberculosis between badgers and cattle, using data from the Randomised Badger Culling Trial.

6.3 AIMS AND OBJECTIVES

The overall aim of this chapter is therefore to assess the utility of geographic profiling as a means of targeting tuberculosis control measures. Specific objectives are listed for each case study.

6.4 CASE STUDY 1: ISONIAZID-RESISTANT TUBERCULOSIS OUTBREAK IN LONDON

6.4.1 Introduction

In Chapter 5, I described the epidemiology and spatial distribution of a 20-year outbreak of isoniazid-resistant tuberculosis. One of the striking features of this outbreak is that, despite its long duration, cases have largely remained concentrated in the same region of London. A possible explanation for this is that disease transmission occurred in a localised area throughout the outbreak. In this case study, I demonstrate how geographic profiling could be used to identify potential venues of transmission. The objectives of this case study were to:
1. Use the locations of cases in the isoniazid-resistant tuberculosis outbreak in London to create a geographic profile of the area.
2. Generate hypotheses about potential venues of transmission.

6.4.2 Methods
The data sources and case definition for analysis of this outbreak are described in detail in Chapter 5. In this analysis, I used the locations of the 416 cases who lived in London to create a geographic profile of the outbreak. I used the DPM version of the geographic profile model using the R package Rgeoprofile.265,268 To implement this model, an appropriate value for the prior expectation on the clustering parameter, \( \sigma \), must be specified. Here, I used a value of 0.01. This corresponds to approximately 1.1 km in the study area, which has previously been found to be appropriate to model human movement in criminology studies.255

6.4.3 Results
Figure 6.1A shows the geographic profile derived from the locations of all the cases in the isoniazid-resistant tuberculosis outbreak who resided in London. The geographic profile is an ordered search area, described using hit scores. Areas with the lowest hit scores (in lighter colours in Figure 6.1A) have the highest priority in the search, whilst areas with higher hit scores (in red) have lowest priority.

The geographic profile shows several distinct peaks representing areas with low hit scores. One of these peaks is in the north of the city, amongst the largest concentration of cases, and covers a relatively small geographic area; whilst there are a number of other peaks in areas of fewer cases, which are spread across larger areas. The perspective plot of the probabilities underlying the geographic profile (Figure 6.1B) shows that this peak has a much higher probability than the other peaks.

The interpretation of this is that the grouping step of the DPM model has assigned the majority of cases in the north/central area of London to one common ‘source’, and other smaller aggregations of cases in other areas to separate ‘sources’. The peak in the north-central area covers a relatively small area because it is defined using information from a larger number of cases and there is therefore more certainty about the most likely location of a ‘source’ that would result in this spatial pattern. Figure 6.1C shows a street map of the area in this peak, which
would be a sensible starting point for locating and investigating potential venues of transmission.
Figure 6.1: Model results derived from locations of cases in isoniazid-resistant tuberculosis outbreak in London, 1995-2014.

NB: Locations of cases have been randomly altered; dots do not represent actual case residential locations. Contains Ordnance Survey data © Crown copyright and database right 2014.

A: Geographic profile.
Black box shows area of highest probability.

B: Probability scores underlying the geographic profile.

C: Street map of area covered by highest peak in geographic profile.
Map © OpenStreetMap contributors,172
6.4.4 Discussion

In this case study, I used geographic profiling to generate hypotheses about the locations of venues of transmission in a large outbreak of isoniazid-resistant tuberculosis in London. The model suggests that the majority of cases are part of one group, which is centred in the Finsbury Park/ Stoke Newington area of north London. It also suggests that several smaller groups of cases may have resulted from transmission in other distinct areas of the city.

The geographic profile output is broadly similar to the smoothed intensity maps produced through kernel density estimation (Chapter 5, Figure 5.6), with peaks and high intensity regions in similar areas. The main advantage of the geographic profile approach in practical terms is that it produces an ordered search area, which can be used to highlight specific regions in which to target interventions. Geographic profiling also uses a more rigorous method for grouping cases and assigning probability than the kernel density method, which is based on distance only.

However, there are limitations of this method. If not interpreted carefully, the geographic profile output may be misleading. In this example, there is a large area of low hit scores in south London, which may at first seem to indicate the most probable ‘source’ location; although the largest aggregation of cases is clearly in the north of the city. This is because the model has assigned the cases in the south of the city to a different ‘source’ to those in the north, and, as there are fewer cases, the precise location of the source is less certain.

Another potential issue is in extrapolating the results of a model of spatial dispersion to disease transmission hypotheses: Whilst the area in the centre of the cases in the north London group may be the most likely ‘source’ location, it may be prudent to investigate other surrounding areas close to this peak before moving on to the ‘peaks’ in the other areas of the city, as would be done if following the results of the model directly.
6.5 Case study 2: Molecular cluster of tuberculosis in a rural town in England

6.5.1 Introduction

In this case study, I apply geographic profiling methods to data from a tuberculosis cluster investigation in a rural town in England. This cluster involved eight cases of tuberculosis disease which shared an indistinguishable 24 locus MIRU-VNTR strain type, and a further 34 people with latent tuberculosis infection who were identified through contact tracing and screening. It occurred in a usually low incidence area, and affected predominantly individuals of white ethnicity who were aged 50-70 years and born in the UK.

PHE cluster investigators hypothesised that the cluster had resulted from extensive recent transmission amongst a social group, which may have occurred in one or more club or commercial venues in the town. A questionnaire was conducted to identify venues that had been visited by multiple members of the cluster, which could therefore warrant targeted interventions. Geographic profiling offers an alternative method of identifying and prioritising potential venues of transmission, and data from this cluster investigation also potentially provides the opportunity to validate the results of the geographic profile model. The objectives of this case study were to:

1. Create a geographic profile based on this cluster and use it to rank potential venues of transmission.
2. Compare the results of the geographic profile to the cluster investigation questionnaire.

6.5.2 Methods

I used the residential locations of the eight cases and 34 latent infections in this cluster to create a geographic profile. I implemented the DPM model using the R package Rgeoprofile, and a prior expectation on the clustering parameter, $\sigma$, of 0.01, as for case study 1. I identified hit scores for 96 venues in the area (including pubs in the town centre, restaurants, sports and social clubs, and out of town pubs) which were identified by the cluster investigation questionnaire. I ranked venues according to hit scores and to the number of people who reported attending them in the questionnaire.
6.5.3 Results

The geographic profile (Figure 6.2) identified the town centre as the most likely focal point of the observed case and latent tuberculosis locations. Of the 42 individuals with tuberculosis disease or latent infection, ten (24%) named at least one venue that they had attended, with a total of 34 venues being visited by at least one case. A social club (venue A) was reported the most times (5), and this was ranked 36/96 venues on the geographic profile. The venue that ranked top on the geographic profile (D) was one of the town pubs, and had been visited by four of the questionnaire respondents. Table 6.2 shows the ranks of hit scores of the venues which were visited by at least two individuals.

Figure 6.2: Geographic profile derived from residential locations of tuberculosis cases and latent infections in molecular cluster of tuberculosis in a rural town in England.

A: Complete geographic profile.

B: Geographic profile zoomed in to show area with lowest hit scores.
Area covered by black box in A.
Table 6.2: Tuberculosis cluster investigation questionnaire and geographic profile results (for venues visited by two or more individuals) in molecular cluster of tuberculosis in rural town in England.

<table>
<thead>
<tr>
<th>Venue ID</th>
<th>Venue type</th>
<th>Number of individuals visited (questionnaire)</th>
<th>Geographic profile rank (total 96 venues)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Sports and social clubs</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>D</td>
<td>Town pubs</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>Town pubs</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>B</td>
<td>Town pubs</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>F</td>
<td>Town pubs</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>E</td>
<td>Town pubs</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>I</td>
<td>Sports and social clubs</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>Town pubs</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>G</td>
<td>Town pubs</td>
<td>2</td>
<td>35</td>
</tr>
</tbody>
</table>

6.5.4 Discussion

This case study compared geographic profiling with results from a questionnaire to identify potential venues of transmission in a cluster of tuberculosis in a rural town in England. The geographic profile highlighted an area of the town centre in which several pubs were located, and the top-ranked venue on the profile had been visited by four of the ten questionnaire respondents. However, the venue which was visited by most respondents (5) was ranked relatively low on the geographic profile.

These results provide some validation to the geographic profile model, as it identified a region of the town which included plausible locations of transmission. This case study also highlights the potential advantages of this approach: It is much cheaper and less time consuming than administering questionnaires; and, rather than relying on reports from the sub-set of cases who completed questionnaires, it used data for all cases for which a residential location was available. Data obtained from questionnaires may also be unreliable, particularly for infections such as tuberculosis which have a long latency period, when individuals are asked to recall venues that they attended several months previously.
There are also limitations to this analysis. The geographic profile model can be used to rank venues according to their hit scores, but its discriminatory power for venues which are very close together is limited. This means that it is more useful for highlighting the area of the town in which transmission is most likely to have taken place, rather than identifying, for example, a specific pub. The results also indicate that, if control measures were based on model output alone, potentially important venues may be missed, as it did not identify the social club which was cited most often by questionnaire respondents.

6.6 CASE STUDY 3: SPATIAL TARGETING OF BADGER CULLING FOR BOVINE TUBERCULOSIS CONTROL

6.6.1 Introduction

6.6.1.1 Bovine tuberculosis in the UK

Bovine tuberculosis is a chronic infectious disease of cattle caused by *Mycobacterium bovis* that can also infect humans and a wide range of other species. In the past, *M. bovis* is thought to have contributed a substantial proportion of human tuberculosis disease in the UK; it has been estimated to account for approximately 6% of tuberculosis deaths in the 1930s. During the twentieth century, various control measures aiming to interrupt the chain of transmission from cattle to humans were introduced. These interventions, which included pasteurisation of milk, regular testing of cattle herds, and slaughter of animals showing signs of infection, successfully reduced the incidence of bovine tuberculosis in humans. Today, the risk posed by *M. bovis* to human health in the UK is considered negligible, but it remains a major animal health and economic issue. The incidence of cattle tuberculosis in England has increased over the last 25 years: In 2014, there were 4,713 new herd tuberculosis incidents, compared to 1,075 in 1996, and the average cost of such an incident in a high incidence area is estimated at around £34,000.

The primary focus of bovine tuberculosis control in the UK is surveillance of cattle herds through regular testing. Cattle herds are subject to mandatory surveillance for signs of bovine tuberculosis with testing policies implemented according to the local risk of disease. For example, annual testing is conducted in the high incidence areas in the south west and west of England. Skin test positive animals are
removed for slaughter and the herd is placed under movement restrictions with enhanced testing until all remaining cattle have consistently had negative tests.\textsuperscript{273}

6.6.1.2 Badger culling as a means of controlling bovine tuberculosis in cattle

Control of bovine tuberculosis in the UK is complicated by the presence of a reservoir species, the Eurasian badger, \textit{Meles meles}. In 1971, a dead badger found in Gloucestershire, an area with high cattle bovine tuberculosis incidence, tested positive for bovine tuberculosis. It has therefore been postulated that transmission between badger and cattle populations is maintaining the disease in the environment.\textsuperscript{274,275} On this assumption, various policies to control cattle tuberculosis that include culling of badgers have since been implemented.\textsuperscript{270,276-278}

However, there is limited evidence that removal of badgers by culling is effective in controlling cattle tuberculosis. The Randomised Badger Culling Trial (RBCT) was a large scale field trial conducted between 1998 and 2005. It aimed to quantify the contribution of two different culling strategies on the incidence of tuberculosis in cattle: A spatially targeted ‘reactive’ approach, and a widespread ‘proactive’ strategy (Table 6.3). Reactive culling involved removal of badgers in small areas around confirmed cattle tuberculosis incidents, whilst proactive culling involved repeated annual culling over all available land. Cattle tuberculosis incidents were monitored in areas in and around trial areas and compared to the incidence in ‘survey only’ areas with no culling. A key ecological insight that emerged from the RBCT was that removal of badgers by culling disrupted their social groups, causing them to range more widely.\textsuperscript{279} As a result of this perturbation behaviour, prevalence of \textit{M. bovis} in badgers increased in the reactive culling areas. An increase in cattle tuberculosis incidence was correspondingly associated with this strategy, which was therefore suspended prior to the conclusion of the trial.\textsuperscript{279-282}
Table 6.3: Badger culling strategies used in the current bovine tuberculosis policy in England, the Randomised Badger Culling Trial, and hypothetical spatially targeted culling strategies used in this study.

<table>
<thead>
<tr>
<th>Badger culling strategy</th>
<th>When used</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pilot culls in Somerset and Gloucestershire</td>
<td>Current policy in England</td>
<td>Culling by industry in licenced areas. The terms of the licences require that culling be widespread and conducted over areas at least 150 km$^2$; that at least 70% of the land should be accessible for culling; that an effective cull be carried out for a minimum of four years, and that the estimated badger population must be reduced by at least 70% in the first year of the cull.\textsuperscript{283}</td>
</tr>
<tr>
<td>Proactive culling</td>
<td>Randomised Badger Culling Trial</td>
<td>Annual repeated culling across all accessible land (approximately 100 km$^2$) in each of ten trial areas.\textsuperscript{282}</td>
</tr>
<tr>
<td>Reactive culling</td>
<td>Randomised Badger Culling Trial</td>
<td>Local culling on or near farmland where recent cattle tuberculosis incidents had occurred within ten trial areas.\textsuperscript{282} Average reactive culling procedure covered 5.3 km$^2$.</td>
</tr>
<tr>
<td>Ring cull</td>
<td>Hypothetical design</td>
<td>Culling across land in circular areas of varying radii around cattle tuberculosis incidents.</td>
</tr>
<tr>
<td>Geographic profiling</td>
<td>Hypothetical design</td>
<td>Culling across land in areas identified by novel geographic profiling method as likely sources of bovine tuberculosis incidents.</td>
</tr>
</tbody>
</table>

Badger culling policies are also controversial because, due to limitations in diagnostic tests, they do not discriminate between infected and uninfected badgers. This inevitably results in removal of large numbers of badgers that are not infected with tuberculosis. In spite of these concerns, and the lack of conclusive evidence for the effectiveness of culling from the RBCT, it remains part of contemporary bovine tuberculosis control policy. In 2011, the Bovine Tuberculosis Eradication Programme for England set out plans to allow industry-led culling of badgers by groups of licensed landowners, and the first licences were issued by Natural England in 2012.\textsuperscript{284} Subsequent pilot culls carried out in Somerset and Gloucestershire failed to meet the Defra target of culling 70% of badgers, and also fell short of the standards set for humaneness.\textsuperscript{283} Nevertheless, the updated strategy for achieving Officially Bovine Tuberculosis Free status for England, published April 2014, includes badger culling in pilot areas (Table 6.3).\textsuperscript{278}
Approaches to culling which could lessen the burden on wildlife populations, as well as reduce economic costs, could therefore be attractive. Close spatial correlation between badger and cattle tuberculosis incidence implies that targeting of badger culls to limited geographic areas could provide one such alternative. Spatially-targeted culling approaches based on a ring cull concept have been conducted previously, including the ‘clean ring’ strategy in the early 1980s. More sophisticated methods of spatial targeting have not been tested.

Geographic profiling presents a new potential approach to the spatial targeting of badger culls for bovine tuberculosis control. Applying geographic profiling to the problem of bovine tuberculosis raises the possibility of using cattle herd tuberculosis incident locations to predict the locations of setts housing tuberculosis-infected badgers (Table 6.3). The results could potentially be used to create a more efficient culling strategy that minimises the spatial extent of culling operations and therefore the number of uninfected badgers culled.

The objectives of this study were to:

1. Use data from the RBCT to design methods of spatial targeting for tuberculosis-infected badgers based on locations of cattle herd tuberculosis incidents, using:
   a. A simple ring cull approach
   b. Geographic profiling
2. Determine the effectiveness of locating setts housing tuberculosis-infected badgers compared to tuberculosis-uninfected badgers using culls based on these designs.
3. Compare the efficiency of the different methods at targeting setts housing tuberculosis-infected badgers.
4. Discuss implications for bovine tuberculosis control.

6.6.2 Methods

6.6.2.1 Study sites and badger and cattle tuberculosis data

This analysis was based on data from the RBCT, in which the incidence of tuberculosis in cattle in areas that had been subjected to different badger culling practices was recorded. The prevalence of the disease in badgers was also estimated through testing of culled animals. The RBCT used a ‘triplet’ design, in
which the three culling policies were tested in regions within ten trial areas (denoted A-J).

Here, I have used results from the proactive trial regions, in which badgers were culled across the entire study region and subsequently tested for tuberculosis. Reactive culling regions were not included in the analysis because culling operations were undertaken only in small areas in close proximity to cattle herd breakdowns, and there is no data on the tuberculosis status of badgers outside these areas. Survey only areas were excluded as no testing of badgers was conducted. I used results of the initial badger cull only because this time period was free from the potentially disruptive effects of previous culls on the spatial distribution of tuberculosis in cattle and badgers.

In 2001 the operations of the RBCT were suspended due to a national foot-and-mouth disease (FMD) epidemic, causing a delay in the enrolment of three trial areas into the study. During the epidemic period, removal of infected cattle from the environment as part of routine bovine tuberculosis control was postponed, and restrictions were placed on cattle movement. This led to increased potential for tuberculosis disease to spread between cattle and from cattle to badgers, and an increased prevalence of *M. bovis* in badgers was observed. In this analysis I therefore used only data from the seven trial areas in which the initial proactive cull took place before the FMD epidemic.

Locations of farms with cattle herds that had bovine tuberculosis breakdowns in the year prior to the initial cull were extracted from the routine herd surveillance database used at the time of the RBCT, VetNet. A breakdown is the term used to describe placement of a herd under movement restrictions following positive tuberculin skin tests from one or more animals in the herd, or the identification of infection in an animal during post-mortem inspection. The tuberculin skin test measures the relative skin reactions to injections of *M. bovis* and another Mycobacterium, *M. avium*: Animals whose reaction to the test meets defined criteria are classified as ‘reactors’ and are compulsorily slaughtered. Breakdowns are confirmed if lesions characteristic of tuberculosis are identified at post mortem or *M. bovis* is cultured from tissue samples, and only confirmed breakdowns were used in this analysis. The one year time window was used because herds in the RBCT trial areas were subject to annual testing and therefore all would be tested during this time period.
Badger sett data were extracted from the RBCT database. During the trial, badger carcasses were examined and cultured for tuberculosis using a standard protocol. For the purposes of this analysis, I classified badger setts as ‘infected’ or ‘uninfected’ according to the test results of badgers trapped during the initial cull. If at least one badger captured at the sett was found to be infected with tuberculosis, the sett was classified as infected; if no captured badgers were infected with tuberculosis, the sett was classified as uninfected. Setts at which no badgers were captured were excluded.

Analysis of each trial area was restricted to a region defined by the rectangular minimum bounding box enclosing the locations of the breakdowns, with a buffer zone extending the lengths of the sides by 5%.

6.6.3 Methods of spatial targeting
I designed search strategies for badger setts in each of the trial areas using two methods of spatial targeting based on breakdown locations, a ring cull and geographic profiling. Search strategies are used to order the space within the trial areas according to the likelihood that the points are locations of infected setts. Success of the strategies at targeting setts was quantified using the hit score, the proportion of the orderered area that would have to be searched before the sett is reached. For example, a sett with a hit score of 10% would be located after searching one tenth of the study area, whilst the other 90% could remain unsearched. The smaller the hit score, the higher the probability that the location is a source of infection.

I calculated hit scores for setts using the ring cull approach using a ring of radius of the minimum distance from any breakdown required to include the sett. For example, a sett 1 km from the closest breakdown would require a ring of radius 1 km to be drawn around all of the breakdowns in the area to be included in the cull. The hit score of this sett is therefore the percentage of the total area covered by all of these rings, after clipping rings to the trial region. To avoid counting the same area twice, rings from different breakdowns that cover overlapping regions are merged. This is depicted in Figure 6.3: the first panel shows the search area that would be required to include a sett at location A; and the second panel the search area required to include sett B.
I implemented the DPM geographic profiling model. Here, the value of the clustering parameter, $\sigma$, relates to the distance over which badgers are likely to interact with, and potentially transmit tuberculosis between, cattle herds. Although there have been no previous geographic profiling analyses of this disease system to guide selection of this parameter, various studies have estimated badger ranging distances and bovine tuberculosis cluster sizes. An analysis of spatial clustering of badger and cattle tuberculosis from the RBCT found that infection in the two species was spatially associated at a scale of 1-2 km.\textsuperscript{285} Other published data on badger home range sizes suggest that in areas with high badger density, such as the south west and west of England, badger home range size is generally small, with estimates in the region of 0.2 to 0.8 km\textsuperscript{2}.\textsuperscript{288,289} Bait return studies in the RBCT survey only areas found median return distances in the range of 220-370m, consistent with these relatively small home range size estimates.\textsuperscript{279,282} However, badger dispersal has also been demonstrated over longer distances, particularly in tuberculosis-infected badgers.\textsuperscript{290}

Given this range in badger dispersal estimates, I used a $\sigma$ value of 0.02 decimal degrees for the primary analysis. At the latitudes of the trial locations, $\sigma$ of 0.02 assumes that 68\% of breakdowns would occur within approximately 1700m of infected setts if all breakdowns resulted from badger to cattle transmission. This value was selected to be conservatively large, accounting for dispersal at the upper limit of the likely distances.
I performed sensitivity analyses with a range of alternative values of $\sigma$ (0.004, 0.01 and 0.05, approximately 350m, 900m and 4350m respectively) to assess the effect of altering this parameter on the effectiveness of spatial targeting. I also tested the CGT implementation of the geographic profiling model was also tested, using the distance decay parameter set to 1.2 (the standard value used in criminology). As there was no biological rationale for including a minimum distance from a badger sett to a cattle herd under which transmission would not be expected, the buffer zone parameter was set to zero.

6.6.4 Statistical analysis

I converted hit scores into search areas to allow comparison between trial areas of different sizes, using the formula:

$$\text{Search area} = \text{hit score} \times \text{total trial area}$$

I used an adaptation of survival analysis to compare the effectiveness of searches over all potential sizes of search area. Survival analysis is a technique typically used to analyse ‘time to event’ data, for example to compare the time to death of patients in a clinical trial of a new cancer therapy versus control. The same logic can be applied to analyse other nonnegative random variables: for example, the number of incidences (infected or uninfected setts in this study) can be considered as a function of increases in search areas (as in this study) as opposed to time (typical survival analysis). For each additional sett included in a search area of increasing size, the spatial survival function was therefore the proportion of setts with a minimum search area of an equal or smaller size. I calculated spatial survival functions for each trial region separately and for the data aggregated across all trials.

I made graphical comparisons of survival functions using Kaplan-Meier curves, which show the number and proportion of setts that would be included in a search of increasing size. I used Cox regression analysis to calculate the relative rate (hazard ratio) of including setts in search areas of increasing sizes, both unadjusted and using a multilevel model that adjusted for the random effects of trial area to account for the clustered design of the study. Where appropriate, I split the search area into sections over which the survivor functions were proportional and calculated stratum-specific Cox regression estimates.
To determine the effectiveness of identifying setts housing badgers that may have been involved in tuberculosis transmission, I compared survival functions for infected and uninfected setts for both spatial targeting methods. I then compared the efficiency of the ring cull and geographic profiling methods using the survival functions for infected setts only.

Analyses were conducted using the R packages Rgeos\textsuperscript{292} for spatial analyses, Rgeoprofile\textsuperscript{268} for geographic profiles, and Survival\textsuperscript{293} and coxme\textsuperscript{294} for survival analysis.

6.6.5 Results

6.6.5.1 Badger and cattle tuberculosis incidence

Seven proactive culling trial areas from the RBCT (denoted A3, B2, C3, E3, F1, G2 and H2), in which culling commenced before the FMD epidemic, were included in this analysis. Characteristics of these areas, with results from the initial cull, are shown in Table 6.4.

<table>
<thead>
<tr>
<th>Proactive trial region</th>
<th>Area of bounding box (km$^2$) *</th>
<th>Cattle herd breakdowns †</th>
<th>Number of setts</th>
<th>Infected ‡</th>
<th>Uninfected</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>177</td>
<td>15</td>
<td>7</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>169</td>
<td>22</td>
<td>10</td>
<td>97</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>99.3</td>
<td>12</td>
<td>2</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>152</td>
<td>9</td>
<td>23</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>F1</td>
<td>13.8</td>
<td>4</td>
<td>2</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td>92.7</td>
<td>8</td>
<td>15</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>122</td>
<td>16</td>
<td>9</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>86</td>
<td>68</td>
<td>422</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Areas defined by bounding box of breakdown locations plus 5% buffer zone.
† Confirmed cattle herd breakdowns in one year prior to start of initial cull (excluding one outlying breakdown in area E3).
‡ Infected sett, a sett at which at least one tuberculosis-infected badger was captured.
Figure 6.4: Locations of proactive trial areas of Randomised Badger Culling Trial included in this analysis.

In the year prior to the initial cull, a total of 86 confirmed cattle herd breakdowns that occurred across the trial regions were included in the analysis. One outlying breakdown was excluded (in trial area E3), and there was a mean of 12 breakdowns per trial area. Trial areas, defined by the bounding box of the breakdown locations with a 5% buffer region, ranged in size from 14 km$^2$ (F1) to 177 km$^2$ (A3). Within these areas, badgers were captured at a total of 490 setts. The proportion of setts that were infected ranged from 3% (C3) to 33% (A3), with 14% infected overall.

6.6.5.2 Assessment of search strategies

Search strategies for setts in each trial area were designed using the ring cull and geographic profiling methods, hit scores calculated, and converted into search areas. Example search strategies for areas B2 and E3 are shown in Figure 6.5.
Figure 6.5: Distributions of hit scores around cattle herd breakdowns, designed using ring cull and geographic profiling search strategies.

Map © OpenStreetMap contributors.\textsuperscript{172}

**Trial region B2.**

**Trial region E3.**

Geographic profiling grouped breakdowns into clusters based on the clustering parameter $\sigma$, producing heterogeneous distributions of hit scores with the lowest hit scores, i.e. the locations most likely to be a source, in the centre of apparent clusters of breakdowns. By contrast, the ring cull method produced symmetrically distributed hit scores around all breakdowns, not prioritising areas in the centre of clusters. Infected sets in trial B2 were generally located in areas with lower hit scores for the ring cull design, and in trial E3 were located in areas with lower hit scores for the geographic profiling design.
Spatial survival functions were calculated to compare search strategies for infected and uninfected setts across all trial areas and search sizes. For both the ring cull and geographic profiling methods, the numbers of uninfected setts included in a cull would be much greater than for infected setts at all search sizes (Figure 6.6A). Table 6.5 presents the numbers of setts that would be included at a range of search area thresholds if each threshold was applied across all trial areas. For example, searching the highest probability 10 km$^2$ of every trial area would include on average three uninfected setts by ring cull, and four by geographic profiling, for every infected sett included. The reactive culling strategy in the RBCT culled across an average of 5.3 km$^2$. Searching at this threshold would include only 7 (10%) of the infected setts at the expense of 18 (4%) uninfected setts by ring cull and 8 (12%) infected and 23 (5%) uninfected setts by geographic profiling.

Figure 6.6: Kaplan-Meier curves comparing sizes of search areas for setts housing tuberculosis-infected and uninfected badgers, by ring cull and geographic profile methods.

A: Numbers of tuberculosis-infected and uninfected setts; B: Proportions of tuberculosis-infected and uninfected setts.
Relative proportions of infected and uninfected setts included by spatially targeted culls were compared using Kaplan-Meier curves (Figure 6.6B). If infected setts were identified more efficiently than uninfected setts, the Kaplan-Meier curve for infected setts would be expected to have a steeper gradient than that for uninfected setts, locating a higher proportion of infected setts within a smaller search area. Using geographic profiling, the Kaplan-Meier curve for the proportion of infected setts lies above the curve for uninfected setts for the first 70 km² of the search, and below it for larger search areas. This implies that geographic profiling identified infected setts more efficiently than uninfected setts across smaller search areas only.

Multilevel Cox regression analysis (Table 6.6) gave a hazard ratio (HR, infected/uninfected setts) of 1.29 (95% CI 0.94-1.77, p=0.11) for areas smaller than 70 km². Therefore, for every 1 km² increase in search area, the search strategy defined by the model would include a 29% higher proportion of infected than uninfected setts, but the p value indicates that this difference was not significant. For larger search areas, the rate of inclusion of infected setts was significantly lower than for uninfected setts (HR (infected/uninfected setts) = 0.58, 95% CI 0.36-0.94, p=0.03).

Using the ring cull method, Kaplan-Meier curves for infected and uninfected setts were similar (HR (infected/uninfected setts) = 0.94, 95% CI 0.72-1.23, p=0.64).

Unadjusted Cox regression analysis produced similar results to the multilevel model for all analyses (Table 6.6).

---

**Table 6.5: Infected and uninfected setts included in searches with different thresholds according to search strategy, aggregated across all trial areas.**

<table>
<thead>
<tr>
<th>Search area threshold (km²)</th>
<th>Ring cull</th>
<th>Geographic profile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Infected*</td>
<td>Uninfected</td>
</tr>
<tr>
<td>5.3†</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>36</td>
</tr>
<tr>
<td>50</td>
<td>32</td>
<td>171</td>
</tr>
<tr>
<td>100</td>
<td>52</td>
<td>339</td>
</tr>
<tr>
<td>150</td>
<td>67</td>
<td>419</td>
</tr>
<tr>
<td>177 ‡</td>
<td>68</td>
<td>422</td>
</tr>
</tbody>
</table>

*Infected setts, setts at which at least one tuberculosis-infected badger was captured.
† Average size of reactive culling operation in RBCT.
‡ Maximum size of trial area in analysis.
Table 6.6: Cox regression spatial survival analysis comparing search strategies.

<table>
<thead>
<tr>
<th>Search strategies</th>
<th>Unadjusted</th>
<th>Multilevel*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR</td>
<td>95% CI</td>
</tr>
<tr>
<td>Ring cull</td>
<td>0.98</td>
<td>0.76-1.27</td>
</tr>
<tr>
<td>Infected compared to uninfected setts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geographic profile</td>
<td>1.18</td>
<td>0.87-1.61</td>
</tr>
<tr>
<td>Infected compared to uninfected setts, &lt;70 km²</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td>0.33-0.84</td>
</tr>
<tr>
<td>Infected compared to uninfected setts, ≥70 km²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infected setts</td>
<td>1.00</td>
<td>0.71-1.40</td>
</tr>
<tr>
<td>Geographic profile compared to ring cull</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Multilevel Cox regression model adjusted for random effects of trial area; HR, hazard ratio; CI, confidence interval.

Proportions of infected setts included in search areas of increasing sizes using the two different methods of spatial targeting were also compared through Kaplan-Meier plots (Figure 6.7). Although examination of the hit score distributions suggested that the ring cull was more efficient for trial B2, and geographic profiling more efficient for trial E3, the KM curves for these areas did not differ significantly (log-rank trial B2 \( p=0.73 \), trial E3 \( p=0.66 \)). Aggregating across all trial areas, the curves for the two approaches were not significantly different at unadjusted or multilevel Cox regression analysis (HR (geographic profiling/ ring cull) = 1.03, 95% CI 0.723-1.45, \( p=0.87 \)). These curves also show that culling over very large areas would be required to capture a large proportion of infected setts. For example, including 70% infected setts would require culling over 88 km² (50% total area) and 73 km² (42% area) by ring cull and geographic profiling respectively.
Results of the sensitivity analyses using different values for the clustering parameter $\sigma$ and the CGT implementation of the geographic profiling are shown in Appendix 10.5.

6.6.6 Discussion

6.6.6.1 Summary of findings

In this study, I used historical data from the RBCT to assess two methods of spatial targeting of tuberculosis-infected badgers, a simple ring cull and a novel geographic profiling approach. Targeting small areas using the geographic profiling method, which accounts for clustering of cattle herd breakdowns, showed a small but non-significant increase in the ratio of setts with tuberculosis infected badgers compared to uninfected badgers included in a cull. However, geographic profiling provided no overall improvement in efficiency at targeting setts with infected badgers compared to the ring cull.

6.6.6.2 Interpretation of findings

The results of this study showed that spatial targeting of badger culling could not effectively prioritise culling of tuberculosis-infected badgers. For a search area of increasing size, the rate of inclusion of infected setts did not significantly differ from that for uninfected setts: using the geographic profiling model the hazard ratio comparing infected to uninfected setts was $1.29$ (95% CI 0.94-1.77, $p=0.11$), and using the ring cull it was $0.94$ (95% CI 0.72-1.23, $p=0.64$).
The reactive culling strategy in the RBCT tested a form of spatially targeting similar to a ring cull, and it culled badgers over average of 5.3 km$^2$. This analysis showed that searching at this threshold using a ring cull could only be expected to include approximately 10% of the tuberculosis-infected badgers in the area. Failure of reactive culls to target sufficiently high proportions of infected badgers during the RBCT led to perturbation of infected badgers to new areas, and ultimately increased cattle tuberculosis incidence. The spatially targeted culling designs tested here were no more effective than the reactive cull, and therefore would also risk the detrimental effects of perturbation as well as being harmful to wildlife populations.

The two forms of spatial targeting tested here have been applied in other settings. Ring culling approaches have been used for the control of other diseases of agricultural importance, notably FMD, a viral infection of many cloven-footed mammals including cattle and sheep. In 2001, large scale ring culling was implemented in response to epidemics of FMD in the UK and the Netherlands with the aim of eliminating animals incubating infections that may have spread from the outbreak farms. Modelling during the early phase of the epidemic informed these measures which, in the worst affected regions of the UK, involved culling all sheep within three km of an infected farm. Through combination with other control measures, the epidemics were eventually brought under control. However, the ring cull was very expensive and issues included logistical implications of removal of dead animals, risk of spread of infection during the culling operations, and selection of the appropriate size and shape of the cull. This highlights the difficulty of implementing a ring cull policy, even in a situation such as the FMD epidemic, in which the clear focal nature of the disease and the absence of an intermediate host strengthened the rationale for the approach.

A challenge of applying geographic profiling analysis to a new biological system is the selection of an appropriate value for the dispersal parameter, $\sigma$. Here, I used a value of 0.02 decimal degrees, which assumed that 68% of breakdowns arising from badger-cattle transmission would have occurred within approximately 1700m of infected setts. This value was chosen to allow potential dispersal of badgers to the upper limit of their likely home range sizes, which have generally had smaller estimates in the areas where the RBCT was conducted. Sensitivity analyses
using smaller values of $\sigma$, potentially reflecting this shorter ranging distance, did not improve the performance of the geographic profiling model (Appendix 10.5).

### 6.6.6.3 Implications for policy and practice

Given the controversy in the use of badger culling to control cattle tuberculosis, a culling strategy that includes a large proportion of the setts housing tuberculosis-infected badgers whilst minimising the number of setts with uninfected badgers could be favourable. Spatial targeting by a ring cull or geographic profiling would theoretically be able to achieve this by focusing the cull on areas close to cattle herd breakdowns, where a common source of infection is most likely to be located, and excluding less probable areas. However, these results showed that large proportions of uninfected badgers could only be excluded by also excluding many infected badgers.

Licences for recent culling operations in England require that at least 70% of the badger population is culled. Assuming that these targets aim to reduce tuberculosis-infected badger populations by the same proportion, both approaches tested here would require culling over very large areas (88 km$^2$ by ring cull and 73 km$^2$ by geographic profiling) to meet these thresholds.

I therefore conclude that cattle tuberculosis incidents are insufficiently clustered around tuberculosis-infected badgers to design a spatially targeted cull that either excludes substantial proportions of uninfected badgers or negates the need for culling over very large areas. Such culls are thus highly inefficient approaches to control of bovine tuberculosis in the UK, and efforts to control the disease should be focused on other measures.

### 6.6.6.4 Study strengths

This study benefited from using data from the proactive trial areas of the RBCT. Extensive field work during this trial provided the most reliable spatial data available on the relative locations of badgers and cattle tuberculosis incidents. Using the data from the first cull only ensured that the locations of badgers were free from potentially disruptive effects of previous culls. Access to this detailed data set enabled a relatively unbiased assessment of spatial targeting without relying on simulated data or modelling estimates.

I used an adaptation of survival analysis to conduct comparisons of search areas. Survival analyses have been applied to spatial data previously, and although
these examples used distance to event, rather than area to event, the same logic can be applied. Spatial associations between tuberculosis infection in badgers and cattle have been demonstrated in other studies.\textsuperscript{270,285} However, this was the first analysis to assess if these spatial associations could be exploited to design an efficient spatially targeted cull. Comparison of search areas in this way allowed the search strategies to be evaluated across all possible sizes, and therefore avoided the difficulty of arbitrarily selecting areas of different search sizes and counting the number of setts included in each.

6.6.6.5 Study limitations

An important factor that limited the success of spatial targeting in this study is the uncertainty in the degree to which cattle tuberculosis results from badger to cattle transmission. An estimate using data from the RBCT suggested that contribution of badgers to disease in cattle is approximately 50%, but that only around 5-7% of this was a result of direct badger to cattle transmission, with the remainder due to amplification of these events through onward cattle to cattle transmission.\textsuperscript{299} Higher contributions of localised sources have also been suggested from other models.\textsuperscript{300} My results support low estimates, as geographic profiling would perform more effectively than a ring cull if the majority of tuberculosis was transmitted from badgers to cattle resulting in distinct clustering. Molecular data could be used to test this hypothesis by comparing the strain types of tuberculosis in cattle to those in badgers in high and low probability areas of the geographic profile, although it could not confirm the direction of transmission.

Another limitation inherent in the data used in this analysis was the representation of cattle herds as point locations. These locations are a simplification of the true area that the cattle herds would have occupied, which may have spanned several fields during the study period, and this could have altered the apparent clustering of the breakdowns. Furthermore, a number of farms in the study areas were composed of more than one non-conjoint land parcel, meaning that cattle herds can be located several kilometres from the farm. More detailed information on the locations of herds at different times could potentially refine the analysis, but, given that the time of infection is difficult to determine, a high level of accuracy in exposure location is unlikely to be achieved.

Misclassification of badger and cattle tuberculosis status could also have reduced the apparent success of spatial targeting in this study. Proactive culling trial
regions of the RBCT were used in this analysis because badgers were culled, and therefore tested for tuberculosis, across the entire area. However, it is possible that some areas were identified by spatial targeting as likely source locations in which infected badgers were located but were not identified during the RBCT. This could be because badgers had migrated since infecting cattle, evaded capture at setts, or were captured but misclassified as uninfected at post mortem due to deficiencies in diagnostic procedures. The sensitivity of the standard post-mortem to detect tuberculosis in badgers is estimated to be not more than 55%. Similarly, the sensitivity of the tuberculin skin test at the herd level may be as low as 50% if only one animal is infected, so some herds may have been misclassified as uninfected, leading to an incomplete representation of the distribution of tuberculosis in cattle herds.

Another limitation of the geographic profiling approach is that it requires a rectangular search area to be defined, which inevitably includes some areas that could never harbour a source. In this example, search areas would ideally match exactly the areas surveyed for badger setts during the RBCT, and therefore exclude, for example, stretches of water and urban areas. I used the same search areas to analyse the ring cull so that valid comparisons between methods could be made, but it would be useful to refine the geographic profiling model to allow exclusion of unsuitable land through integration with GIS.

6.6.7 Future directions

The results of this study imply that limiting badger culling through spatial targeting is not feasible. If badger culling is to continue as part of bovine tuberculosis control, research into alternative means of limiting the number of healthy badgers culled should therefore be expanded. For example, improvement of diagnostic tests for bovine tuberculosis in badgers could allow discrimination between infected and uninfected badgers before they are culled. Cattle-based measures are the alternative approach to bovine tuberculosis control. This is the main focus of current control programmes in the UK, and the results of this study imply that this is likely to be a more appropriate use of resources. Further research in this area could include early identification of infected animals and more effective means of preventing onward transmission.

The form of survival analysis of spatial data used in this study could have other applications in targeting disease control measures. For example, outbreaks of
infectious diseases with a suspected environmental point source have been evaluated through ‘concentric circle’ analysis in which risk of infection is compared in zones of increasing distance from each potential source. Spatial survival analysis could enhance this method by evaluating risk across a continuous range of search sizes, rather than requiring selection of arbitrary thresholds.

### 6.7 Discussion

#### 6.7.1 Summary of main findings

In this chapter, I applied geographic profiling methods to three different case studies to investigate their utility in targeting control measures for tuberculosis. The case studies demonstrated some of the scenarios in which geographic profiling could potentially be of use: generating hypotheses about potential transmission venues; ranking venues which had been previously identified to prioritise targeting of interventions, and testing hypotheses that potential sources of infection are closer to cases than expected. However, it has also highlighted some of the limitations of this tool, which requires further validation before it can be used as the basis for public health decision making.

#### 6.7.2 Interpretation of results

The principle advantage of geographic profiling as a means of targeting tuberculosis control measures that emerged in this study is that it can provide a quick, cheap method of generating hypotheses and ranking potential venues of transmission. It uses a different approach to other spatial analyses commonly implemented in cluster or outbreak investigations, as it aims to produce an ordered search strategy rather than to test for significant spatial clustering. This could make the results easier to act upon in an investigation, as the model produces a clear means of prioritising specific targets of intervention through hit scores. This framework also enabled a quantitative approach to examining the effectiveness of spatial targeting in the bovine tuberculosis case study.

This study also identified some of the limitations of geographic profiling. The outputs can be difficult to interpret, partly because the hit score is likely to be an unfamiliar concept to many working in public health. Provided with locations of cases, the model will always produce some areas with very low hit scores, regardless of whether there is a strong degree of certainty in the specific locations,
because it aims to identify where best to start a search. This can give the misleading impression that there is a strong spatial pattern in the cases when there is not. Comparing geographic profiles across different disease clusters is also uninformative as the hit score is only relevant in the study area in which it is calculated. Ranks of potential venues of disease transmission are easier to interpret, but can only be produced when there is a set of hypothesised venues.

Geographic profiling also shares limitations with other methods of spatial analysis. For example, it is restricted to the analysis of point locations, which do not reflect the true space that individuals occupy; analyses do not exclude areas of terrain that are unsuitable for sources (such as urban areas in the bovine tuberculosis example), and a clustering parameter must be selected carefully to define the distance over which cases may be grouped into a cluster.

6.7.3 Implications for policy and practice
The results of this study show that whilst geographic profiling alone cannot provide definitive answers about locations of transmission, it can form a useful part of a tuberculosis cluster investigation ‘tool box’. For example, it may be sensible to conduct spatial cluster detection tests prior to geographic profile analysis to ascertain whether there is a significant spatial aggregation in the cases, which may therefore warrant a spatially targeted intervention. Geographic profiles may then be used to pinpoint locations most suitable to intervene. Geographic profiles may then be useful in ‘data-poor’ settings in which it is impractical or unfeasible to conduct a questionnaire of cases to identify likely transmission venues, or where there are few respondents to such a survey.

This study also highlights the need for those undertaking geographic profile analysis to be adequately trained so that they are clear about the limitations and assumptions of the model. If this method is used in tuberculosis cluster investigations in practice it is important that the results are not misinterpreted, as this could lead to false certainty regarding the source of infection, and to interventions being directed inappropriately.

6.7.4 Study strengths and limitations
The strength of this chapter is that I considered three different scenarios in which geographic profiling may be used. Each of these case studies had strengths and limitations, which are discussed individually above.
6.7.5 Future directions

I have demonstrated that geographic profiling has potential to be of use in the context of tuberculosis cluster investigation. To investigate this further, the next step would be to trial integration of this analysis into routine practice to determine whether public health officials involved in cluster investigation find the outputs useful.

Further testing of this model is also needed to validate the method in the context of tuberculosis transmission, and to determine specific scenarios in which it should be used. Ideally, it would be tested on case studies in which the venues of transmission or sources of infection are known, so that the ‘true’ answer could be compared with the results of the model. However, this is rarely possible in practice. As an alternative, simulated data sets could be produced which mimic the characteristics of a tuberculosis cluster with one or more main venues of transmission. Such simulations could also be used to determine the most appropriate value of the cluster parameter when applied to investigation of tuberculosis clusters, which may vary in different settings.
Box 6.1: Summary of Chapter 6.

- Case study 1: A geographic profile of the isoniazid-resistant tuberculosis outbreak described in Chapter 5 identified a region in the north of London in which venues of transmission may be located.
- Case study 2: In a molecular cluster of 42 cases of tuberculosis disease and latent infection in a town in England, geographic profiling ranked pubs in the town centre as the most likely venues of transmission. A questionnaire of ten individuals in the cluster identified some of the pubs in the town centre but also a social club which was not in the high probability region.
- Case study 3: Using data from the RBCT of the effects of badger culling on bovine tuberculosis incidence in cattle, hypothetical spatially targeted badger culls were designed using a simple ring cull and geographic profiling.
  - A survival analysis based on search area was used to compare the rate at which setts housing tuberculosis-infected and uninfected badgers were targeted using different methods of spatial targeting.
  - Targeting based on a ring cull identified setts of tuberculosis-infected badgers no more efficiently than those of uninfected badgers.
  - Targeting based on geographic profiling showed a small but non-significant improvement in efficiency of identifying setts with tuberculosis-infected compared to uninfected badgers for search areas <70 km².
  - Targeting using geographic profiling, which accounts for clustering, showed no improvement in efficiency at targeting tuberculosis-infected badger setts compared to the ring cull over all trial areas.
  - Spatially targeted culls are therefore highly inefficient approaches to the control of bovine tuberculosis in the UK and efforts to control the disease should be focused on other measures.
- Geographic profiling shows some utility for generating hypotheses about tuberculosis transmission venues; ranking venues that may be targeted for control measures, and testing whether potential sources are closer to cases than would be expected by chance.
- The tool needs to be validated further to ascertain whether it can be useful in practice.
7 Spatial accessibility of tuberculosis services in London

7.1 Description of Chapter Contents
In this chapter I discuss the spatial organisation of tuberculosis services in London. I use the residential locations of tuberculosis cases in London to investigate spatial accessibility of 29 tuberculosis clinics in the city. I derive estimates of the travel time from each patient residential location to each clinic using data from the Transport for London Journey Planner service. I use these data to describe the distribution of travel times to different clinics, and calculate the difference in mean travel times if patients used their closest clinic. I then investigate the impact of rationalisation of tuberculosis clinics on spatial accessibility: First, by calculating the change in mean travel times if each of the individual clinics in the city was removed and patients moved to their next closest clinics. Then, by using a combinatorial optimisation algorithm to determine which configuration of different numbers of clinics could provide the minimum overall patient travel time. Findings are discussed in the context of proposals for moving to a pan-London model for commissioning tuberculosis services.

7.2 Study Rationale and Introduction

7.2.1 Tuberculosis service provision in London
Provision of high quality services is an important aspect of tuberculosis control. In England, Clinical Commissioning Groups (CCGs) are responsible for commissioning and delivering tuberculosis services. There are 32 CCGs in London, and patients diagnosed within a CCG are referred to a local tuberculosis clinic with which the CCG has an arrangement. Until 2014 there were 33 tuberculosis clinics operating in London (one has subsequently closed). Clinics interact with CCGs through various networks including PHE Health Protection Teams (of which there are three in London); tuberculosis ‘sectors’ (of which there are four); and cohort review groups (of which there are eight). Cohort reviews are systematic quarterly reviews of the management of every case of tuberculosis for monitoring of treatment and contact investigations. Figure 7.1 shows the locations of the clinics and working relationships between them.
Figure 7.1: Locations of tuberculosis clinics in London by Health Protection Team, Clinical Commissioning Group, Sector, and cohort review Group. Small areas are CCG boundaries.

Lines link clinics in the same cohort review group. Contains Ordnance Survey data © Crown copyright and database right 2014.

The theoretical advantage of this highly local approach to commissioning is the ability to provide services that are accessible to local populations and tailored to meet their specific needs. However, it also means that some clinics will see relatively small numbers of patients and therefore operate with small clinical teams. As a result, the level of expertise in tuberculosis care may suffer in some areas, leading to variation in the quality of services across the city, as well as inefficiency and extra costs resulting from duplication of effort. This is particularly relevant for tuberculosis because it has a relatively low incidence in the population but needs to be managed by experienced specialists.

A report by the London Assembly Health Committee in 2015, *Tackling TB in London*, concluded that commissioning of tuberculosis services at the city level could improve quality, make them more consistent, and save money. 178 It therefore recommended exploring a pan-London approach to commissioning. The British Thoracic Society has also recommended that tuberculosis services be funded on a collaborative basis between CCGs. 303 As well as improving quality, an additional advantage of this funding model would be increased accessibility of clinics to patients. Rather than being restricted to clinics that have links with their CCG, patients could choose to attend the clinic that was most convenient for them, for example the one to which they would have the shortest travel time.
The pan-London commissioning model has successful precedents including Find and Treat, the mobile screening unit, and the London Tuberculosis Extended Contact Tracing service, which carries out mass screening in response to local outbreaks of tuberculosis.\textsuperscript{215,304} The recent Collaborative Tuberculosis Strategy for England recommended establishment of a tuberculosis Control Board for London.\textsuperscript{305} This board will oversee all aspects of tuberculosis control in London, and represents a potential mechanism through which tuberculosis services could be commissioned at the city level.

The \textit{Tackling TB in London} report also suggested that this commissioning model may provide an opportunity for rationalisation of services.\textsuperscript{178} The aim of this would be to provide high quality, specialist services at a smaller number of centres. This approach has been supported for other rare diseases including some cancers in the NHS \textit{Five Year Forward View}.\textsuperscript{306} As an example of the potential benefits of concentrating care, this report cites the consolidation of 32 stroke units to eight specialist centres in London, which achieved a 17\% reduction in 30-day mortality and a 7\% reduction in patient length of stay.

Other cities in Western Europe operate their tuberculosis services using a more centralised model than London. For example, Paris has five clinics whilst Amsterdam, Rotterdam and Barcelona each have one clinic, compared to more than thirty in London.\textsuperscript{178} The epidemic of tuberculosis in New York City in the 1990s, which had a peak of over 3,700 cases in 1992, was also controlled with fewer clinics.\textsuperscript{307,308} Small scale rationalisation of tuberculosis services has been implemented in the North Central London tuberculosis sector. Services from one site in the sector (University College London Hospital, UCLH) were combined with those at Whittington Hospital, where a new specialist centre was built, the North Central London (NCL) South Hub.\textsuperscript{5} Consolidation of services for tuberculosis therefore seems feasible, and may provide opportunity for improved services, provided that they are planned in a strategic way.

\textbf{7.2.2 Accessibility of services}

An important consideration when planning health care services is their accessibility to patients. Health care accessibility is a multi-dimensional concept that is influenced by spatial and aspatial factors.\textsuperscript{309} It has been defined as comprising five dimensions: availability, accessibility, affordability, acceptability and accommodation.\textsuperscript{310} Availability and accessibility are inherently spatial factors
Spatial accessibility can be considered as a measure of the ‘friction’ or cost of travelling between locations. It can be quantified in various ways including Euclidian (straight line) or network (along a path) distances, and travel time. Distance-based measures can be estimated easily in a GIS, but, particularly in cities such as London with extensive public transport networks, travel time offers a more accurate representation of the cost of travel.

Travel time is influenced by a number of factors such as the time of day, weather conditions and mode of transport. In London, estimates of the travel time between locations can be made using the online Journey Planner service maintained by Transport for London (TfL), the local government body responsible for the transport system in the city. This service calculates travel time using various different modes of transport as well as walking, and determines the quickest means of travel between the two points. It can therefore be used to estimate the length of time that a patient would have to travel to access the tuberculosis clinics in the city, and thus represents a measure of the spatial accessibility of the clinics for patients.

7.2.3 Aims and objectives

The aim of this study is to investigate spatial accessibility to tuberculosis services in London using travel time data. The objectives were to:

1. Estimate travel time from patient residential locations to each clinic in London.
2. Describe the distribution of travel times from patients’ residential locations to the clinics that they used, and to the clinics providing shortest travel times.
3. Assess the impact of closure of the UCLH tuberculosis clinic on patient travel times.
4. Calculate the potential impact of removing individual clinics on patient travel times.
5. Determine the optimum configurations of clinics to minimise patient travel times.

7.3 Methods

7.3.1 Tuberculosis case location and travel time data
This was an analysis of cases of tuberculosis who resided in London and were notified between 1 January 2010 and 31 December 2013. I extracted the residential locations and the clinic that was attended by the patient from the ETS system. In this analysis, I aimed to generate a realistic assessment of accessibility of clinics that patients could attend. I therefore excluded small or specialist clinics and the patients who attended them. This included children aged under 18 years (who are eligible to attend a specialist children’s hospital); and three clinics that had served fewer than 30 patients over the four years of the study. A total of 29 clinics and the patients attending them were therefore included. I excluded patients whose postcode was the same as that of the clinic, because this postcode is used when the residential address of the patient is unknown.

I estimated travel times from each patient residential location to each clinic using data from the TfL Journey Planner service which allows users to calculate approximate travel times from any location served by the London public transport system to any other location (https://tfl.gov.uk/plan-a-journey/). This service can also be accessed through an Application Programming Interface (API), which allows the Journey Planner to be queried programmatically through HTTP requests. I accessed the TfL Journey Planner API using the R package XML and used it to estimate the minimum travel time from each patient residential location to each tuberculosis clinic in London. I chose an arbitrary weekday date (Wednesday 24th June 2015) and time outside of usual rush hour services (10:30 am), under the assumption that the majority of clinic appointments would be available at these times.

Travel times were calculated as part of a service quality assessment, and were made through a series of sequential anonymous requests to the automated system. These requests comprised postcodes only, with no accompanying data to indicate the context in which they were being made. They did not involve any batch data uploads and included postcode- rather than street-level data. Requests were made
over the course of a week, during which millions of similar requests would be made to the TfL API. Internal risk assessment therefore concluded that there was no risk of compromising patient confidentiality through this process.

7.3.2 Comparison of used and catchment clinics
I defined the clinic that the patient was assigned to in ETS as their ‘used’ clinic; and the clinic which would provide the shortest travel time as their ‘catchment’ clinic (i.e. the one for which they were in the catchment area based on travel times). If a patient had the same minimum travel time to multiple clinics, I assigned the catchment clinic as the same as the used clinic, or selected a clinic at random if they used none of these clinics.

I plotted residential locations of patients according to their used and catchment clinics on a map, and investigated the differences between used and catchment clinic travel times at the patient- and clinic-levels. For patients, I calculated the overall mean travel time to the used and catchment clinics, and compared them using a t-test. I also plotted the distribution of travel times for patients’ used and catchment clinics and summarised the difference in number of patients within different travel time thresholds. For clinics, I reported the numbers of patients using each clinic and the numbers of patients for which the clinic was their catchment clinic. I determined the impact on caseload if clinics served only the patients in their catchments. I also summarised the distribution of used and catchment patient travel times by clinic.

7.3.3 Effects of removing individual clinics on travel time
To assess the impact of the closure of the UCLH clinic and relocation of patients to the NCL South Hub clinic, I calculated the change in mean travel times for the patients affected. I also estimated the effects of removing each individual clinic on patient travel time under the assumption that all patients would then attend their next closest clinic in time.

7.3.4 Optimum clinic configurations for travel time
I investigated the optimal theoretical combinations of subsets of clinic locations using a combinatorial optimisation algorithm. The aim of this analysis was to determine, for each potential set of n clinics in London, which group of n clinics would provide the minimum overall patient travel time. For example, if there were to be seven clinics in London, which group of seven of the 29 clinics in the city
would minimise overall patient travel time. In theory, this could be determined by calculating the total travel time for all possible combinations of seven clinics. However, this is not computationally feasible in practice because the number of combinations of clinics becomes very high with increasing numbers of clinics being selected. This can be calculated as follows:

The number of combinations of \( n \) distinct clinics, taken \( r \) at a time is:

\[
\binom{n}{r} = \frac{n!}{r! (n-r)!}
\]

For example, choosing from 29 clinics in groups of seven:

\[
n = 29; \ r = 7
\]

\[
\binom{29}{7} = \frac{29!}{7! (29-7)!} = 1,560,780
\]

Therefore, to test all possible combinations of seven clinics, minimum travel times would have to be determined for each patient for more than 1.5 million different sets.

Optimisation algorithms are designed to solve problems such as these in which an exhaustive search is not feasible. A combinatorial optimisation algorithm was required in this case because it uses discrete variables that can represent quantities that can only be integers, such as clinics. This is distinct from a continuous optimisation problem in which the solution represents, for example, the mass of an object, and may take any value, often within a bounded range. There are several classes of combinatorial optimisation algorithm, and here I used a genetic algorithm implemented in the R package \texttt{genoud}.

Genetic algorithms begin the search for the optimum result with a random sample of candidate solutions, termed a ‘population’. The population is then ‘evolved’ though multiple generations towards better solutions, using logical operations based on the evolutionary processes of mutation, crossover and selection. With each generation the average ‘fitness’ (the closeness to the solution) of the population generally increases, and the process is repeated through multiple generations until a termination condition is reached. Therefore in this application of the algorithm, the optimal solution is the combination of clinics that has the minimum total patient travel time. The first population is a random selection of different combinations of clinics, and the combinations with the higher fitness (shortest travel time) are selected to create the next generation. Mutation and
crossover introduce random changes to the combinations of clinics in the next generation. The process is repeated until several generations pass without any combinations with shorter overall travel time being produced.

To identify an optimum set of clinics based on minimum patient travel time, I used travel times for a random sample of 1,000 patients (8.3% total). The random sample was used to limit the computation time. I derived a function in R which calculated the minimum patient travel time for a given set of clinics, and then used the genoud package to test multiple combinations of clinics and find the optimum set. I repeated this process for each possible total number of clinics (sets of one to 28 subsets of the 29 total clinics). I determined the impact on travel time for all patients, i.e. including those not in the random sample on which the optimisation algorithm was run. I mapped the locations of each optimum set of clinics and calculated the numbers of patients that would attend each based on their catchments.

7.4 Results

There were 13,119 cases of tuberculosis in patients residing in London from 2010 to 2013. Of these, 817 were excluded from the analysis because they were aged under 18 years; 88 because their post code was recorded as the same as the clinic; 75 because their clinic was not recorded; 51 because they used a clinic outside London, and 27 because they used one of three tuberculosis clinics that served fewer than 30 patients (Figure 7.2). A total of 12,061 tuberculosis patients with viable post codes attending 29 clinics in London were therefore included.
7.4.1 Comparison of used and catchment clinics

The locations of patients according to their used and catchment clinic are shown in Figure 7.3. Although broadly similar, there are some areas in which the used clinic for a group of patients is different to the catchment clinic. One such area is circled in Figure 7.3: In the Used panel, the patients in this area represented by green dots are using the clinic to the west of the circle; whereas in the Catchment panel, many of these patients are now represented by pink dots because they are in the catchment of the clinic to the south of the circle.
Figure 7.3: Tuberculosis patients and clinics in London, 2010-2013. Cases are colour coded according to the tuberculosis clinic that they used (Used panel) and to their nearest clinic based on travel time (Catchment panel).

Circle highlights an area in which many of the used and catchment clinics for patients differ. NB: Exact locations of cases have been altered; they do not show actual case residential locations. Contains Ordnance Survey data © Crown copyright and database right 2014.

Figure 7.4 shows the distribution of travel times for used and catchment clinics. There was a small but significant decrease in average patient travel times to catchment clinics compared to used clinics (27.5 minutes for catchment clinics, sd 9.6 minutes, compared to 33 minutes, sd 15.1 minutes, t-test p<0.01). A total of 7,337 (61%) patients used their catchment clinic; 2,130 (18%) used a clinic more than 15 minutes further than their catchment clinic; 767 (6%) more than 30 minutes, and 59 (0.5%) more than 60 minutes.
Figure 7.4: Distribution of travel times for tuberculosis patients to their used and catchment clinics, London, 2010-2013.

The median total number of patients using each clinic over the four years of the study was 369 (IQR 252-416), and in clinic catchments was 400 (IQR 205-510). There were 12 clinics that served more patients than are in their catchment, 16 served fewer than in their catchment, and one served the same number. The clinic with the largest change in caseload would have served 368 more patients if it included all those in its catchment, a 35% increase.

Box plots of the numbers of patients by clinic show that assigning patients by catchment produces a smaller range in travel times by clinic, and patient travel times would be more consistently less than 30 minutes (Figure 7.5).
Figure 7.5: Distribution of tuberculosis patient travel times by clinic, London, 2010-2013.

NB: Locations of cases have been randomly altered; dots do not represent actual case residential locations.

7.4.2 Effects of removing individual clinics on travel time

There were 386 patients treated at UCLH during the study period, with an average travel time of 34 minutes (sd 15 minutes). If all of these patients instead used the NCL South Hub clinic, their average travel time would increase to 41 minutes (sd 16 minutes). However, 261 (68%) patients could travel for less time to reach an alternative clinic. If patients attending UCLH were assigned to their nearest clinic (regardless of whether it was the NCL South Hub), average patient travel time would have decreased to 26 minutes (sd 9 minutes). Figure 7.6 shows the residential locations of patients attending UCLH. Those in blue are the patients for whom the NCL South Hub would be the nearest alternative clinic; those in grey are closer to a different clinic.
Figure 7.6: Tuberculosis patients who attended University College London Hospital clinic, 2010-2013.

NB: Locations of cases have been randomly altered; dots do not represent actual case residential locations. Contains Ordnance Survey data © Crown copyright and database right 2014.

The effects on average travel time of removing an individual clinic and assigning patients to their next closest clinic in time were highly varied (Figure 7.7). Since a substantial proportion of patients did not use their catchment clinic, removing clinics led to an overall decrease in average travel time in 13 instances. The average decrease in patient travel time for these clinics was 5.7 minutes. Conversely, patient travel time would increase if one of 16 clinics was removed, by an average of 7.5 minutes. Overall, this suggests that removing a single given clinic would not have very substantial effects on spatial accessibility, assuming that patients were able to attend their next most convenient clinic.
Figure 7.7: Impact of removing each tuberculosis clinic on average patient travel times, London, 2010-2013.

### 7.4.3 Optimum clinic configuration for travel time

The locations of the optimum configurations of clinics to minimise total patient travel time are shown in Figure 7.8, and the average patient travel time and distributions of the travel times for each set of clinics in Figure 7.9. As would be expected, if only one clinic was used, its optimum location is in the centre of the city, but the average travel times are long (53 minutes). Adding additional clinics to this one has a substantial impact on average travel time up to approximately ten clinics (mean travel time 34 minutes), after which the benefits in accessibility become more marginal with additional clinics. Assuming that patients use their catchment clinic, a mean travel time of less than 45 minutes could be achieved with three clinics; and of less than 30 minutes with 18 clinics.
Figure 7.8: Optimum configurations of tuberculosis clinics to minimise patient travel time, by number of clinics included, London, 2010-2013.
Figure 7.9: Patient travel times to tuberculosis clinics for different numbers of optimum clinic configurations, London, 2010-2013. Patients assigned to clinics based on minimum travel times.

A: Average travel times.

B: Distributions of travel times.

Figure 7.10 summarises the average annual number of patients that would have attended each clinic for each number of clinics included. The graph shows a similar
pattern to the change in travel times with increased numbers of clinics included. A sharp decline in the number of patients per clinic is evident with addition of clinics, up to approximately ten clinics (median 855 patients, IQR 715-1571).

Figure 7.10: Average annual number of tuberculosis patients per clinic for different numbers of optimum clinic configurations, London, 2010-2013. Patients assigned to clinics based on minimum travel times.

7.5 DISCUSSION

7.5.1 Summary of main findings
In this study I have estimated the spatial accessibility of clinics for tuberculosis patients in London using travel time data. More than one third of patients could have used a clinic with a shorter travel time if patients were assigned on this basis rather than through CCG networks; 16% patients travelled at least 30 minutes longer than necessary. If all patients used their closest clinic, the mean patient travel time would have a small but significant decrease, to less than 30 minutes. Services could be rationalised by reducing the number of clinic sites without substantial impacts on mean travel times, provided that patients were able to attend their most convenient clinic regardless of CCG configurations.
7.5.2 Interpretation and implications for policy and practice

Overall, this study supports a move towards commissioning of tuberculosis services using a pan-London approach. This would enable patients to attend their closest clinic rather than being assigned a clinic according to established commissioning arrangements, and therefore improve spatial accessibility of clinics for patients in the short term. It would also raise the possibility of strategic rationalisation of services for system-wide improvements and cost savings.

Providing increased flexibility in the clinics to which patients are referred could allow them to access services that are more convenient. This analysis suggests that one third of patients could travel for less time to reach an existing tuberculosis clinic. Spatial accessibility is particularly important for tuberculosis patients because of their long treatment duration (six months standard regimen) requiring multiple journeys to the clinic. Patients on DOT have to travel to clinics three to five times per week, which is burdensome and potentially stigmatising. Reducing travel time could therefore have implications for treatment completion rates as well as lowering economic costs for patients.\(^{318}\)

Operating tuberculosis services from a smaller number of well-resourced clinics could also reduce costs to the National Health Service. The results of this study show that, provided locations were selected strategically, this could be achieved without substantial negative impacts on spatial accessibility. Concentration of services would also simplify tuberculosis care networks, and bring together specialists including ancillary services such as translators and support workers for hard to reach groups. This could both improve patient care and lead to greater efficiency, for example by reducing the number of groups involved in the cohort review process. Under this model, it would remain important to ensure that diagnostic services for tuberculosis were widely available, because patients may still present with symptoms at any site.

7.5.3 Study strengths and limitations

A strength of this study was the novel method of estimating travel time from patient residential locations to clinics. By accessing the TfL Journey Planner, I obtained estimates of travel time that made use of different modes of transport including walking, buses and the London Underground system. Using travel time data, as opposed to distances, provided a more realistic approximation of the cost of the journey to the patient.
Another strength was that this analysis was based on comprehensive surveillance data that included residential locations of all patients notified with tuberculosis in London over a four-year period. This means that the spatial accessibility of the clinics was assessed in relation to the locations of people with tuberculosis, as opposed to the general population, which has a different distribution.

This study also had several limitations, primarily that the analysis was based on estimated rather than actual travel times. By selecting the minimum travel time from residential locations to clinics, I assumed that patients would always have a preference for the shortest route in time. In reality, there are other factors that contribute to the choice of journey such as the number of changes between modes of transport and price of the journey. Furthermore, patients may opt to travel to the clinic from a location other than their home, for example from their workplace. These issues could alter the realised accessibility of the clinics.

Another assumption of this study was that the TfL Journey Planner provides an accurate estimate of the travel time between two locations. Walking speeds, for example, will vary between individuals and may be longer for people who are suffering with tuberculosis than the general population. I may therefore have underestimated travel times for which a large proportion of the journey would be made on foot. Travel times may also be affected by the time of day, for example due to the number of services available and how busy they are. I set the journey time at 10.30 am on a week day, which may have underestimated travel times when compared to more typically busy periods.

The combinatorial optimisation approach that I used provided an objective means of assessing optimal combinations of clinics, which could be used to inform service rationalisation. A limitation of this analysis was that, since the algorithm does not test every combination, it cannot be guaranteed to have found the optimum. For example, the algorithm may converge on local optima rather than the global optimum solution. However, in this study, I re-ran the optimisation algorithm for each possible number of total clinics (from 1 to 28). For each increasing number of clinics, the optimum combination identified included the subset of clinics in the previous combination, as opposed to a new subset. It is therefore unlikely that the algorithm had become ‘stuck’ in local optima as it would have had to occur in the same way on multiple occasions. Another limitation was that this analysis was based on a random sample of 1,000 patients (a restriction used to limit
computation time, which in this study took more than two days). Using a different sample may therefore have resulted in different combinations of clinics.

Finally, the analysis presented here does not take into account other dimensions of health care accessibility which are important in planning services. For example, clinic facilities, space and staffing may influence whether it could accommodate additional patients. Previous analyses of accessibility in other contexts have developed methods which incorporate some of these other factors. Gravity models, for instance, account for the diminishing attractiveness of services with increased distance and demand from the population for limited services. Provider population relationship measures include a simple ratio of provider supply to patient demand. The two-step floating catchment area method is a more sophisticated technique which consists of overlapping catchments of both service provision and resident utilisation. It brings together elements of provider population relationship and gravity models, and includes availability relative to demand and distance between services and residents. However, these models are based on distance and were developed for analysis of primary care usage, and may not be suitable for specialised services such as tuberculosis, or for incorporation of public transport travel time data. They were designed to identify areas with poor or good accessibility, rather than to inform service rationalisation.

### 7.5.4 Future directions

This study may prompt further research in tuberculosis service planning and other areas. For example, to determine whether the assumptions of this study regarding travel time and spatial accessibility are appropriate, a qualitative study of patient preferences may be useful. This could investigate attitudes towards different modes of transport; large specialist clinics versus smaller local centres, and access from home or other locations.

The methods used in this study could also be applied to other healthcare service planning problems. Although here I used the optimisation algorithm to consider the effects of rationalising services, it could also be used to consider different alternative combinations of new locations of services, such as selection of a new site for a tuberculosis clinic given a set of potential options. Incorporation of travel time data into routine health systems could also be used to improve patient care by referring to centres that are most convenient.
Funding restrictions in the NHS mean that opportunities for improving quality whilst reducing costs are attractive. This has been demonstrated by the NHS Five Year Forward View which promotes concentration of services for rare diseases, following the successful outcomes when this was implemented for stroke services. Service planning using the approaches outlined here presents a potential means of informing concentration of services, and could be considered for any rare disease.

**Box 7.1: Summary of Chapter 7.**

- Tuberculosis services in London are currently commissioned individually by the 32 CCGs in the city, and patients diagnosed with the disease are referred to clinics commissioned by the CCG. Moving to a pan-London commissioning model would enable patients to travel to their nearest clinic, rather than using these established arrangements.
- More than one third of patients could have travelled for a shorter time to reach a tuberculosis clinic if they were referred on the basis of travel time rather than CCG networks, and 16% of patients travelled at least 30 minutes longer than necessary.
- Removing individual clinics would have small overall impacts on travel time, provided that patients were then able to attend the clinic with the shortest travel time.
- Using an optimum combination of 18 of the 29 clinics in London could provide mean travel times of less than 30 minutes; ten clinics could provide a mean travel time of 34 minutes, and only three clinics would be required for mean travel times of less than 45 minutes.
- A smaller number of specialised clinics could therefore theoretically provide services for tuberculosis patients in London without impacting spatial accessibility.
8 **SUMMARY OF RESEARCH AND MAIN FINDINGS, RECOMMENDATIONS AND FINAL CONCLUSIONS**

8.1 **DESCRIPTION OF CHAPTER CONTENTS**

In this chapter I review the background and rationale for this thesis, and summarise the research undertaken. I outline the key findings of the work, combining evidence from this thesis with other research, and summarise strengths and limitations. I make recommendations for the control of tuberculosis. I also develop a framework for application of spatial methods during prospective outbreak investigations, and outline examples of how they could be applied in investigations of sexually transmitted and foodborne infections. Finally, I indicate areas for future research resulting from this work.

8.2 **SUMMARY OF RESEARCH UNDERTAKEN**

8.2.1 **Background and rationale**

Tuberculosis remains a leading infectious cause of death worldwide.\(^1\) In low incidence countries such as England, the problem is concentrated in large cities; and in London the highest rates are found amongst deprived populations.\(^5,7\) Although there have been great advances in control of the disease worldwide in the last 20 years, rates in England have not declined substantially since 2000.\(^2,5\) With the publication of the WHO’s *End TB Strategy* in 2015, there has been a change in emphasis from control of the disease to elimination.\(^36\) To achieve this, locally tailored responses must be developed which are informed by appropriate data including spatial information.\(^37\) There are numerous methods available which use spatial data for visualisation, description, cluster detection and modelling of diseases. Effective use of these methods is important to support control of tuberculosis as well as other diseases, for example by identifying areas of intensive transmission and directing interventions.

The work presented in this thesis aimed to explore the use of spatial methods to support local tuberculosis investigations, with a particular focus on control of the disease in London.
8.2.2 Summary of methods and results

A systematic literature review (Chapter 2) described spatial methods that have been used in previous infectious disease outbreak investigations, and demonstrated that they can generate important insights. It also showed that there was scope for much wider implementation of spatial methods, and development of new tools which enable spatial data to be explored more easily. One such tool, an interactive, open-source application for producing disease point maps was developed with the aim of supporting tuberculosis cluster investigations (Chapter 3). Spatial data were combined with molecular strain typing information to investigate transmission of tuberculosis in London (Chapter 4). Results of this analysis suggested that long chains of transmission contribute a substantial proportion of the cases of tuberculosis in London, and highlighted the importance of social deprivation as a risk factor for transmission. A detailed analysis of one of these clusters (Chapter 5) showed that, despite cases being reported for 20 years, the strain did not spread significantly from specific risk populations or geographic areas. Geographic profiling, a novel tool for identifying sources of infectious diseases, showed some utility for prioritising areas for control during tuberculosis cluster investigations (Chapter 6), but further research is required to validate this method. An analysis of patient travel times to tuberculosis clinics in London (Chapter 7) demonstrated that a city-wide commissioning model, which allowed patients to use their nearest clinic, could increase spatial accessibility. It could also lead to improvements in services, by concentrating expertise, without impacting travel times.

This work has generated new knowledge about tuberculosis transmission and the utility of spatial methods for investigation of infectious diseases (see list of publications, page 7). Key findings, strengths and limitations are summarised below, and placed in the context of previous studies.
8.3 Key findings

8.3.1 Tuberculosis transmission and control

1. Large numbers of tuberculosis cases in London have resulted from local transmission.

Supporting evidence
i. Analysis of cases of tuberculosis linked through molecular strain typing showed that more than one in ten cases in London were part of a large cluster (of more than 20 cases).

ii. Large molecular clusters showed pronounced spatial clustering identified through scan statistics and visualised using smoothed incidence maps. This indicates that common strains occur amongst spatially aggregated groups, supporting the hypothesis of transmission.

iii. There was some evidence that the initial cases in large molecular clusters occurred closer together in space than cases in smaller molecular clusters; cases located no more than 2km apart had 2.5 times the unadjusted odds of growing to a large cluster than a small cluster.

iv. An outbreak of isoniazid-resistant disease showed significant spatial clustering which persisted over 20 years, and affected specific risk groups. This was demonstrated through k-function analysis and visualised using smoothed incidence maps. It was also supported by geographic profiling analysis, which revealed a spatial peak which had very high probability of being an area in which transmission is likely to have been ongoing.

v. A similar large outbreak in another European city (Stockholm) involved community transmission of tuberculosis amongst distinct risk groups in a small region. Previous studies of molecular clustering in other settings have also showed spatial clustering of linked cases, indicative of ongoing transmission.

vi. Previous research using whole genome sequencing of community-based clusters of tuberculosis in the Midlands of England indicated substantial community transmission. The study identified likely ‘super-spreaders’, which are particularly infectious individuals who infect large numbers of secondary cases.
Strengths and limitations

i. Use of routine surveillance data enabled identification of cases in molecular and spatial clusters who were likely to have been linked through transmission. However, full contact investigations would be required to confirm epidemiological links, as molecular clusters could also reflect common endemic strains.

ii. Molecular strain typing was based on 24-locus MIRU-VNTR, the most specific method available at the time. Some variations within strains may not have been detected by this method.

iii. A strength of the analysis of the isoniazid-resistant outbreak was that it combined data from multiple sources and enabled linking of cases prior to the start of routine MIRU-VNTR typing. However, this also meant that the case definition for the outbreak evolved over time, and it is therefore possible that all cases were not part of the same outbreak.

2. Social complexity and deprivation are associated with tuberculosis transmission.

Supporting evidence

i. An increased count of individual-level social risk factors (history of homelessness, imprisonment, misuse of drugs or alcohol) was associated with being in a large molecular cluster. Having one of these risk factors increased the odds of being in a large cluster by 1.36 times, having four risk factors resulted in more than 16 times the odds.

ii. Area-level deprivation was also independently associated with being in large clusters. The odds of being in a large cluster increased by 10% with increasing quintile of deprivation.

iii. Spatial clusters of cases occurred in more deprived areas of London. The median IMD rank of LSOAs in spatial clusters was 1,110 compared to 2538.5 for LSOAs not in spatial clusters.

iv. Almost two thirds of cases in the isoniazid-resistant outbreak had at least one social risk factor. These risk factors remained important as the outbreak persisted for two decades.

v. Cases with social risk factors in the isoniazid-resistant outbreak were less likely to complete treatment (42% completed at 12 months) than those with no social risk factors (67% completed at 12 months), increasing the duration
of infectiousness for these patients and therefore the likelihood that they would transmit the infection.

vi. Routine surveillance has shown that the rate of tuberculosis in the most deprived decile of England was more than eight times the rate in the least deprived decile.5

vii. Previous research has indicated that the link between social deprivation and increased risk of tuberculosis is related to poor ventilation and overcrowding; malnutrition; social and economic barriers and stigma.321

Strengths and limitations

i. Use of routine surveillance data for the analysis of molecular clusters ensured that there was relatively little missing data about social risk factors (less than 5% for homelessness, prison history and drug use; less than 10% for alcohol misuse).

ii. A limitation of the IMD is that it is an area-level measure of deprivation and may therefore not accurately reflect individual characteristics.

iii. Analysis of the isoniazid-resistant outbreak benefitted from combining data from multiple sources. Supplementing routine data with information from Find and Treat enabled improved estimates of the prevalence of social risk factors in this population. However, the relative importance of social risk factors in the outbreak was not assessed in a formal case control study because data from the same sources were not available for non-outbreak cases to make a reliable comparison.

iv. Further work is required to determine how actions on reducing social determinants will impact on rates of tuberculosis.321

3. Pan-London commissioning could improve tuberculosis services by enhancing spatial accessibility.

Supporting evidence

i. Analysis of travel time data showed that if patients were able to travel to their closest tuberculosis clinic, rather than being assigned a clinic based on pre-existing commissioning arrangements, the mean travel time would be estimated to reduce by more than five minutes (from 33 minutes to 27.5).
ii. An optimum combination of 18 of the 29 clinics in London could ensure mean travel times of less than 30 minutes; and mean travel times of 34 minutes could be achieved with an optimum combination of ten clinics.

iii. Find and Treat and the London Extended Contact Tracing team are examples of successful services that have been funded by pan-London commissioning.215,304

Strengths and limitations
i. The analysis was based on travel time, which provides a more realistic assessment of spatial accessibility of clinics in London than distance-based measures. However it used estimated rather than actual travel times, and did not consider other factors that may affect travel time such as price of journey, preference for different modes of transport, or travel from locations other than homes.

ii. Use of an optimisation algorithm to define sets of clinics that would minimise travel times provided an objective means of selecting service locations in London, but was based on a random sample of 1,000 cases.

iii. The analysis did not take into account other measures of healthcare accessibility such as the current resources of the clinics in terms of facilities, space, and staffing, which could influence whether the clinic would be able to accommodate larger numbers of patients if it was developed into a specialist centre.

8.3.2 Use of spatial methods

1. Spatial methods provide an important complementary tool to epidemiological analyses.

Supporting evidence
i. The systematic literature review demonstrated that spatial methods are useful for investigations of a wide range of infectious diseases; outbreaks in various contexts, and in different types or stages of investigations. They provided important insights that informed public health actions. Maps were particularly valued as a means of communicating findings to health officials, policy makers and the public.

ii. Spatial clustering analysis of molecular clusters of tuberculosis in London pinpointed groups of cases that were likely to be linked through
transmission. This could assist with prioritising molecular clusters for further investigation.

iii. Analysis of the spatial distribution of the isoniazid-resistant outbreak contributed to understanding of how the outbreak is likely to have progressed. A hypothesis consistent with the data is that the majority of cases were infected relatively early in the outbreak and have gradually progressed from latent to active disease.

iv. Interactive dot maps, produced using the dot mapping application developed in Chapter 3, were used to generate hypotheses about epidemiological links between cases in molecular clusters of tuberculosis. Rapid interrogation of data using this tool enabled identification of shared characteristics of cases that were close in space.

v. Analysis of two methods of spatial targeting, geographic profiling and a ring cull, showed that incidents of bovine tuberculosis in cattle were insufficiently clustered around setts with infected badgers to design an efficient spatially targeted cull. This added further weight to the conclusion of the RBCT which stated that badger culling would be unlikely to contribute usefully to the control of cattle tuberculosis in Britain.²⁸²

Strengths and limitations

i. The systematic review benefitted from a broad set of inclusion criteria, encompassing any infectious disease outbreak, and therefore identified a wide range of applications to investigations. It used a robust methodology following relevant sections of the PRISMA guidelines. However, it may have suffered from publication bias if spatial methods were only reported when they were found to be useful.

ii. Spatial clustering of molecular clusters of tuberculosis in London was demonstrated using two complementary methods (scan statistics and smoothed incidence maps) which indicated similar regions of likely transmission. A limitation of these analyses is that they did not take into account time, so it is possible that sporadic cases that occurred close in space were not a true cluster resulting from transmission.

iii. The dot mapping application was designed to assist with tuberculosis cluster investigations and similar epidemiological analyses, and incorporated feedback from potential users during development. However,
an online survey about the application received few respondents and
evaluation of the final version was therefore limited.

2. Novel spatial tools are required to support epidemiological
investigations.

Supporting evidence
i. In the systematic review, it was estimated that less than half a percent of
published outbreak investigations used spatial methods, despite the
improved understanding that they can provide.

ii. Spatial methods were used particularly infrequently to investigate
outbreaks in developing counties. There were ten reports included in the
systematic review of outbreaks in Africa, the same number as in the UK
alone. These methods were also implemented less frequently for
investigations without a suspected environmental point source, such as
foodborne and sexually transmitted infections.

iii. Barriers preventing further use of existing tools included the expense of
specialist GIS software; requirement for specialist training to operate it,
and lack of flexibility in tools available.

iv. A previous systematic review found that users have preference for dynamic,
interactive graphics for data exploration. Technology for generating such
graphics is now widely available, but most tools for displaying spatial data
produce static, non-interactive graphics.

v. Simple dot maps are the most frequently used form of spatial visualisation.
They are relatively easy to produce, but are limited because they do not take
into account the distribution of the underlying population. Spatial scan
statistics are the analytic method used most often. They are easily
implemented using the free programme, SaTScan. This suggests that there
is a demand for more sophisticated analyses if they can be implemented
easily.

vi. The dot mapping application developed in Chapter 3 had mostly positive
feedback. It provides a free tool with interactive interface that does not
require training to operate and can be integrated into routine practice.
Strengths and limitations

i. The systematic literature review included studies published concerning any infectious disease and in any language. It may have been limited if investigations of outbreaks occurring in different countries had a different likelihood of being published.

ii. The degree to which spatial methods are implemented may also be limited by their perceived utility. Limitations inherent to these methods include lack of specificity in results and requirement to select clustering parameters. They can also be subject to the ecological fallacy (the assumption that an individual’s characteristics are the same as those for the group to which the individual belongs), and the modifiable aerial unit problem (that patterns are sensitive to changes in the boundaries into which they are grouped), which make visualisations of aggregated spatial data vulnerable to misinterpretation.

iii. Confidentiality issues may also prevent investigators accessing, creating or publishing presentations of spatial data. Provided that spatial data are available, precise visualisations can be shared within secure networks. They can also be shared more widely if maps are presented at a larger scale or by introducing random error to alter exact positions of points and preserve anonymity.

3. Geographic profiling may assist with epidemiological investigations of infectious diseases in some circumstances.

Supporting evidence

i. Analysis of the isoniazid-resistant tuberculosis outbreak using geographic profiling identified an area in which there was high probability that the infection had been transmitted. This could be used to design a strategy for spatial targeting of interventions.

ii. Geographic profiling of a second molecular cluster of tuberculosis was used to rank potential venues of transmission in a smaller town in England. These results showed some correlation with those from a cluster investigation questionnaire in which cases were asked to list venues that they had attended.

iii. The case study of bovine tuberculosis in cattle and badgers demonstrated how this method could be used when data are available about the potential
sources of infection. In this example, different hypotheses about disease transmission were tested, and showed that cattle tuberculosis incidents did not appear to cluster around badgers that were infected with tuberculosis.

iv. A previous study has demonstrated the utility of geographic profiling in analysis of a series of cases of malaria, from which mosquito breeding sites were successfully identified.\textsuperscript{266}

v. It is a quick, cheap method and may therefore be useful in the hypothesis generation stage of an investigation, when information from cases about potential transmission venues is not available.

vi. Interpreting the results of geographic profiling analysis can be challenging, because the hit score measures are not comparable between studies, i.e. a low hit score in one study area does not indicate the same level of certainty as a low hit score in another study area.

vii. Case studies presented here also demonstrated that geographic profiling alone cannot provide definitive conclusions about locations of transmission.

Strengths and limitations

i. The geographic profile of the isoniazid-resistant outbreak highlighted an area of likely transmission but there was no data on venues visited by cases with which to validate this hypothesis.

ii. In the investigation of a molecular cluster of tuberculosis the results of a geographic profile analysis were compared to a cluster investigation questionnaire. Theoretically, this could be used to validate the results of the geographic profile analysis, however, the questionnaire had responses from less than a quarter of those in the tuberculosis cluster so these results were not highly reliable.

iii. The previous study of cases of malaria benefitted from availability of data on potential sources from an entomological survey of water bodies.\textsuperscript{266} However, this survey was not contemporaneous with reporting of cases. The analysis was also based on a convenience sample of cases reported in the area and therefore will not have included all cases of malaria over the study period. Results from the geographic profile were compared with simple measures of spatial central tendency. However, the utility of geographic profiling could have been tested through a more rigorous comparison with
an alternative method of spatial targeting, such as the ‘ring cull’ approach demonstrated in the analysis of bovine tuberculosis (Chapter 6)

8.3.3 Summary of evidence generated

Overall this work has described several important features of tuberculosis transmission in London and highlighted how spatial methods can assist with investigations of outbreaks. It has shown, for the first time, that there are multiple large clusters of tuberculosis in London which appear to be linked through transmission. It has also added further evidence of the importance of social deprivation in promoting transmission of the disease, and suggested a model for commissioning of services to improve quality. Spatial analyses have provided evidence to support these conclusions; and this research has also identified ways in which further use of spatial methods could improve control of infectious diseases more generally. Implications and recommendations for policy and practice derived from this work are described below.

8.4 IMPLICATIONS AND RECOMMENDATIONS FOR POLICY AND PRACTICE

8.4.1 Control of tuberculosis

i. Molecular clusters of tuberculosis that show significant spatial clustering should be prioritised for detailed cluster investigation. Routine integration of spatial scan statistics to analysis of molecular strain typing data would enable these clusters to be identified promptly.

ii. Spatial and epidemiological characteristics of cases in molecular clusters should be interrogated simultaneously to identify cases that may be linked through transmission. The interactive dot mapping application developed in Chapter 3 provides a means of doing this that does not require specialist expertise in GIS.

iii. Cluster investigations should focus on groups of more than two cases, because characteristics of the initial two cases in molecular clusters are not highly predictive of cluster growth.

iv. Interventions aiming to raise awareness of the risks of tuberculosis should be targeted to populations at risk of transmitting the disease. These include individuals in black ethnic groups, who were born in the UK, and live in more deprived areas of London. Health professionals, social support services, and relevant community groups in these areas should also be made
aware of the increased risk of tuberculosis disease in these populations to improve the chances of an early diagnosis.

v. Further efforts to control the disease in individuals with social risk factors are required. Reducing incidence in these populations may have a substantial effect on the overall incidence of tuberculosis because individuals in these groups are more likely to be part of long chains of transmission. The main example of such a targeted service is Find and Treat, which uses a mobile radiography unit to screen for cases actively in vulnerable populations in London and supports patients to complete treatment. Examples of other initiatives could include screening in prisons, which is an opportunity to contact some of the individuals in these ‘hard-to-reach’ groups.

vi. Screening for latent infection as well as active disease should be considered. To achieve elimination of tuberculosis, cases must be identified before they become infectious. The results from this work suggest that large outbreaks can be confined to relatively predictable populations, indicating that screening in appropriate groups could effectively identify instances of latent infection.

vii. A pan-London commissioning model for tuberculosis services should be considered. It would provide the opportunity to focus treatment services in high quality centres without impacting spatial accessibility for patients.

viii. Measures for control of bovine tuberculosis in cattle should not include spatially targeted badger culls. Evidence from this study shows that these culls are highly inefficient means of locating badgers that are infected with tuberculosis, and therefore unlikely to remove substantial numbers of infected badgers without culling over extremely large areas. Previous studies also show that these culls may lead to an increase in cattle tuberculosis incidence, as well as being expensive and damaging to wildlife populations.282

8.4.2 Use of spatial methods

This thesis has shown that there are numerous spatial methods that can be used to support outbreak investigations of infectious diseases such as tuberculosis. Table 8.1 synthesises findings into a framework for application of spatial methods during
prospective outbreak investigations. Steps in outbreak investigations are adapted from the ECDC Field Epidemiology manual (Chapter 2, Box 2.1).66

Table 8.1: Application of spatial methods to steps in outbreak investigation.

| 1. Establish the existence of an outbreak | Visualise case distribution (e.g. dot map). Identify and confirm clustering (e.g. spatial scan statistics; point process modelling). |
| 2. Confirm diagnosis | Spatial methods alone cannot confirm diagnoses. However, spatial epidemiology of infection should be considered to develop preliminary diagnostic hypotheses. |
| 3. Define and identify outbreak cases | Set geographic limits in which cases are considered part of the outbreak (e.g. post code area; hospital ward). Select controls in case-control study based on same geographic limits. Use maps to assist with active case finding. |
| 4. Describe cases and develop hypotheses | Visualise distribution of cases in relation to known risk factors or potential sources (e.g. rate map, thematic maps). Describe progression of outbreak (e.g. using interactive dot mapping application, smoothed incidence maps). Identify centre of outbreak (e.g. spatial mean). Identify high-risk areas (e.g. attack rates in zones at different distances from potential sources). Assess likelihood of potential sources (e.g. geographic profiling). |
| 5. Evaluate hypotheses and draw conclusions | Test for overall clustering (e.g. k-function analysis). Locate significant clusters (e.g. spatial scan statistic). Identify significant trends in attack rates with distance from potential sources (e.g. linear regression of attack rates). |
| 6. Compare with established facts | Calculate maximum dispersal distance from probable source to cases. Model concentrations of infected particles to understand transmission dynamics (e.g. computational fluid dynamics; atmospheric modelling). |
| 7. Execute prevention measures | Spatial targeting of interventions to control outbreak (e.g. order to boil water in area served by contaminated reservoir). |
Although the work that has been presented in this thesis has focused on the control of tuberculosis in London, many of the methods could be applied to other infectious diseases in different contexts. Below I provide examples of how spatial methods could be used to support investigations of STIs and foodborne infections.

### 8.4.2.1 Example: Application to investigations of STIs

Outbreaks of STIs are a continued public health problem in the UK. Recent incidents of concern have included outbreaks of drug-resistant gonorrhoea, and emerging or re-emerging infections such as shigella and syphilis.\(^{322-324}\) The spread of some of these infections is thought to have been exacerbated by increased use of social networking applications to find sexual partners.\(^{325,326}\) These applications, which are often based on geographical proximity, can increase the size and connectivity of sexual networks.\(^{327}\) Consideration of geographical information is therefore important when investigating STI outbreaks.

Provided that accurate location data were available, STI outbreak investigations could be assisted by implementing many of the methods described in Table 8.1. For example, in a recent gonorrhoea outbreak in England that affected more than 300 people, it was hypothesised that the infection was circulating in young heterosexuals in a localised area.\(^{328}\) A test of spatial clustering could have been used to investigate this hypothesis by comparing the geographical concentration of cases in this group with those in a control group, such as men who have sex with men. In this investigation, an innovative means of communicating health promotion messages was used which involved targeting users on social media sites based on their age and post code of residence. Inclusion of simple maps within these messages that highlight the areas most at risk may be an effective approach to further increase engagement in similar campaigns in the future.

Spatial targeting tools may also help to identify areas in which STIs have been transmitted. For example, in an investigation of hepatitis B infection in men who have sex with men, a truck stop was implicated as a possible transmission
Summary of research and main findings, recommendations and final conclusions

Geographic profiling may have corroborated results from interviews with cases, strengthening the rationale for health promotion interventions.

Travel time data could be used to inform planning of STI services. For example, it could be used to investigate spatial accessibility of genitourinary medicine clinics and determine optimum locations for new services. It could also be used to direct individuals identified through contact tracing to their nearest services for screening.

8.4.2.2 Example: Application to investigations of foodborne infections

Investigations of foodborne illness have some challenges that are distinct from those for tuberculosis or STIs. For example, the incidence is much higher, with an estimated 17 million annual cases of infectious intestinal disease in the UK, and a smaller proportion of cases are likely to present to healthcare services. Outbreaks tend to be shorter owing to reduced incubation periods, and must therefore be detected more rapidly. There is also a wider range of pathogens that can cause similar symptoms, and the burden of disease that is foodborne, rather than resulting from, for example, institutional transmission, is not well understood. In spite of these challenges, similar spatial methods can be used to assist with investigations.

In detection of outbreaks, statistical methods that combine measures of spatial proximity with temporal aggregation can be effective. For example, a point process model that incorporates seasonality has been used to identify spatio-temporal anomalies in reports of non-specific gastrointestinal infections in the UK. This method, which is based on consultations from NHS Direct, a telephone clinical advice service, has been incorporated into an online surveillance system which could allow earlier detection than relying on confirmed laboratory reports.

Following identification of an outbreak, tools such as the interactive mapping application developed in Chapter 3 could be used to track its progression and characteristics. For example, recent multinational outbreaks of Salmonella have involved complex investigations of epidemiological, molecular, food-chain, and environmental information. Use of the interactive mapping tool could enable consideration of all of these data in their geographic context, and at different geographic scales, allowing links to be identified.
In smaller-scale outbreaks in which a point source is suspected, it may be of value to trial geographic profiling methods. These investigations often aim to identify suppliers of contaminated products, or premises from which they have been purchased.\textsuperscript{333,334} However, as with tuberculosis cluster investigations, it can be challenging to acquire high rates of responses to questionnaires about food exposures. In such situations, geographic profiling may assist by narrowing a search to a set of likely vendors, potentially enabling more rapid identification of implicated premises, and therefore implementation of control measures.

\section*{8.5 Future directions}

\subsection*{8.5.1 Control of tuberculosis}

\begin{itemize}
  \item i. Recommendations for improvements to tuberculosis molecular cluster investigations have emerged from this work (Section 8.4.1). They have included approaches to prioritise clusters for detailed investigation and the use of mapping to aid identification of epidemiological links. A prospective evaluation of these methods could enable development of specific guidelines, such as thresholds for investigation of spatial clusters, and assessment of their utility in practice.
  
  \item ii. Predicting the growth of molecular clusters based on the characteristics of initial cases in the cluster is an attractive possibility. Repeating this analysis when more data are available would increase the power of the study and may therefore reveal undetected associations.
  
  \item iii. Social deprivation has been highlighted as an important factor for tuberculosis transmission. Further work in this area could aim to identify which of the elements of the IMD are important in promoting transmission. This could be used to inform environmental or housing interventions, such as improving ventilation and reducing overcrowding.
  
  \item iv. Whole genome sequencing has been used in previous work to identify potential super-spreaders, who represent the molecular ‘centres’ of tuberculosis clusters.\textsuperscript{209} It would be useful to combine these results with maps and spatial clustering analyses to determine the extent to which these molecular ‘centres’ correlate with geographic centres of clusters.
\end{itemize}
8.5.2 Use of spatial methods

i. Provision of training for individuals working in public health, for example through short courses, may increase the regularity with which spatial tools are used in practice.

ii. Protection of patient confidentiality is an important consideration when using spatial data. Maintaining secure systems through which public health professionals can share and interrogate sensitive data is therefore vital. For example, hosting the interactive mapping application developed in Chapter 3 on a secure server would enable sharing of data and could therefore allow it to be explored by multiple users.

iii. Consistency of collection and reporting of spatial data could be improved by extension of the STROBE statement. This could include, for example, items relating to the precision of the location data collected; how it was collected; sources for population denominators, and guidelines for presentation of maps.

iv. Novel tools should be developed to improve the use of spatial data in cluster investigations. For example, integrating map interfaces into data collection systems could support tuberculosis cluster investigations by enabling patients to point out exact locations that they had visited and may have transmitted the disease. Real-time visualisations of data linked with surveillance systems would also support investigations by improving timeliness with which data are assessed.

v. Engagement of potential users and gathering feedback is a challenge for integration of novel tools into practice. This was demonstrated by the low numbers of responses to the evaluation survey for the mapping application in Chapter 3. Improving the uptake of such tools requires an environment which fosters innovation. In organisations such as PHE, a possible way of achieving this would be establishment of a special interest group of ‘beta-testers’ to test new tools and suggest improvements.

vi. Integration of novel spatial data into epidemiological analysis is likely to be an increasing challenge in the coming years. For example, GPS-enabled devices including watches and fitness trackers as well as smartphones, are becoming increasingly prevalent, and the connectivity of other everyday items is also increasing (‘the internet of things’). Data on individuals’ movements rather than simply point locations are therefore likely to become
available. Such data have many potential applications in epidemiology, particularly in measurement of exposures, but methods for analysis are not well developed.

**8.6 CONCLUSIONS**

This thesis has improved understanding of the epidemiology and transmission of tuberculosis in London. The studies provide evidence that tuberculosis is maintained in large chains of transmission in distinct populations in the city. They point to specific recommendations for improvement of cluster investigations, identification of new cases, and organisation of services.

The thesis also explored the use of spatial methods for investigation of outbreaks of infectious diseases including tuberculosis. It has demonstrated that spatial analyses can make many valuable contributions to these investigations, particularly when synthesised with other information on time and person. Simple maps alone provide fundamental insights about the distribution of cases. However, advancements in GIS technology and increasing availability of good quality spatial data provide an opportunity for development and implementation of more sophisticated techniques. Adoption of these new techniques, and wider use of existing methods, have the potential to support more effective investigations and therefore limit the public health impacts of infectious disease outbreaks in future.
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## APPENDIX 10.1: DETAILS OF STUDIES INCLUDED IN SYSTEMATIC LITERATURE REVIEW ON SPATIAL METHODS FOR INFECTION DISEASE OUTBREAK INVESTIGATIONS (CHAPTER 2).

Listed by continent, country, author.

<table>
<thead>
<tr>
<th>First author</th>
<th>Infectious disease</th>
<th>Location</th>
<th>Publication year</th>
<th>Context</th>
<th>Prospective/retrospective</th>
<th>Spatial methods used</th>
<th>Stage of investigation*</th>
<th>Outcome summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acheson</td>
<td>Syphilis</td>
<td>UK</td>
<td>2011</td>
<td>STI</td>
<td>P</td>
<td>Dot map; Rate map</td>
<td>4,7</td>
<td>Some clusters found in high deprivation areas. Adverts placed on social networks linked to users' postcodes.</td>
</tr>
<tr>
<td>Boccia</td>
<td>Salmonellosis</td>
<td>UK</td>
<td>2004</td>
<td>Food</td>
<td>P</td>
<td>Dot map; Spatial case definition; Source proximity</td>
<td>3,4,5</td>
<td>No significant difference between closest case and control to suspect outlets.</td>
</tr>
<tr>
<td>Carr</td>
<td>Legionnaires' disease</td>
<td>UK</td>
<td>2010</td>
<td>Environmental</td>
<td>P</td>
<td>Spatial case definition</td>
<td>3,4</td>
<td>Identified no hot spots; concluded pseudo-cluster.</td>
</tr>
<tr>
<td>Hyland</td>
<td>Legionnaires' disease</td>
<td>UK</td>
<td>2008</td>
<td>Environmental</td>
<td>P</td>
<td>Dot map; Case movement map;</td>
<td>3,4,5,6,7,8</td>
<td>Sullage tanks identified as source. Review of national guidelines.</td>
</tr>
<tr>
<td>Reference</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Source</td>
<td>Methodology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------</td>
<td>----------</td>
<td>------</td>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keramarou22</td>
<td>Legionnaires' disease</td>
<td>UK</td>
<td>2010</td>
<td>Environmental</td>
<td>Spatial case definition; Dot map; Case movement map; Spatial case definition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Two distinct spatio-temporal clusters identified but no definitive source.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kirrage98</td>
<td>Legionnaires' disease</td>
<td>UK</td>
<td>2007</td>
<td>Environmental</td>
<td>Spatial case definition; Source proximity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Identified cluster of cooling towers as likely source.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Closed and cleaned one of the towers.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neira-Munoz11</td>
<td>Cryptosporidiosis</td>
<td>UK</td>
<td>2007</td>
<td>Water</td>
<td>Hypothesis that low level contamination of drinking water caused outbreak.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Potential change in water monitoring suggested.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanson129</td>
<td>Foot and mouth disease</td>
<td>UK</td>
<td>2011</td>
<td>Farm</td>
<td>Distance and direction from index farm significant predictors of infection status. Minimum infective dose might be less than previously established.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Disease</td>
<td>Country</td>
<td>Year</td>
<td>Setting</td>
<td>Methodology</td>
<td>Findings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------------------</td>
<td>-----------</td>
<td>------</td>
<td>---------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wallensten</td>
<td>Q-fever</td>
<td>UK</td>
<td>2010</td>
<td>Farm</td>
<td>Dot map; Spatial case definition; Air dispersion modelling; 3,4,5</td>
<td>Air from each of suspected farms may have exposed town, couldn't rule any out as potential sources.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Le Comber</td>
<td>Cholera &amp; malaria</td>
<td>UK &amp; Egypt</td>
<td>2011</td>
<td>Vector/ water</td>
<td>Rate map; Geographic profiling; 4,5</td>
<td>Identified most likely locations of sources of infection.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manfredi Selvaggi</td>
<td>Q-fever</td>
<td>Italy</td>
<td>1996</td>
<td>Farm</td>
<td>Dot map; Spatial case finding; 3,4</td>
<td>Infected individuals tended to live closer to sheep migration route.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orsi</td>
<td>Measles</td>
<td>Italy</td>
<td>2010</td>
<td>Community</td>
<td>Dot map; 4</td>
<td>Identified worst affected areas.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Varani</td>
<td>Leishmaniasis</td>
<td>Italy</td>
<td>2013</td>
<td>Vector</td>
<td>Dot map; Smoothed incidence map; Spatial case definition; 3,4</td>
<td>Most patients in hilly, rural areas.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norstrom</td>
<td>Acute respiratory disease</td>
<td>Norway</td>
<td>1999</td>
<td>Farm</td>
<td>Knox test; 3,4,5</td>
<td>Described progression of outbreak. Identified cluster. Supports hypothesis of single common source of infection.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Disease</td>
<td>Country</td>
<td>Year</td>
<td>Setting</td>
<td>Spatial Analysis</td>
<td>Control Group</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>---------</td>
<td>------</td>
<td>---------------------</td>
<td>------------------</td>
<td>---------------</td>
<td>--------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Nygard117</td>
<td>Legionnaires' disease</td>
<td>Norway</td>
<td>2008</td>
<td>Environmental P</td>
<td>Dot map; Case movement map; Spatial case definition; Source proximity; Air dispersion modelling</td>
<td>3,4,5,6,7</td>
<td>Identified industrial air scrubber as source of outbreak. Scrubber closed, new routines for cleaning and national regulations implemented.</td>
<td></td>
</tr>
<tr>
<td>Nygard116</td>
<td>Giardiasis</td>
<td>Norway</td>
<td>2006</td>
<td>Water P</td>
<td>Dot map; Thematic map; Spatial case definition</td>
<td>3,4,5,7</td>
<td>Higher attack rate in zone supplied by water supply A. Boil water notice issued; Flushed distribution system.</td>
<td></td>
</tr>
<tr>
<td>Abellan57</td>
<td>Legionnaires' disease</td>
<td>Spain</td>
<td>2002</td>
<td>Environmental R</td>
<td>Rate map; Spatial case definition; Source proximity</td>
<td>4,5</td>
<td>Cases more aggregated than controls; confirmed environmental origin of outbreak. Zone of exposure around hospital associated with illness; replaced cooling tower. Legionella may be able to spread over larger distances from source than previously thought.</td>
<td></td>
</tr>
<tr>
<td>Garcia-Fulqueiras52</td>
<td>Legionnaires' disease</td>
<td>Spain</td>
<td>2003</td>
<td>Environmental P</td>
<td>Dot map; Spatial case definition; Source proximity</td>
<td>3,4,5,6</td>
<td>Cooling towers identified as source.</td>
<td></td>
</tr>
<tr>
<td>Jansa56</td>
<td>Legionnaires' disease</td>
<td>Spain</td>
<td>2002</td>
<td>Environmental P</td>
<td>Spatial case definition</td>
<td>3,4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Pathogen</td>
<td>Country</td>
<td>Year</td>
<td>Source</td>
<td>Methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>----------</td>
<td>---------</td>
<td>------</td>
<td>--------</td>
<td>-------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hackert 233</td>
<td>Q-fever</td>
<td>Netherlands</td>
<td>2012</td>
<td>Farm</td>
<td>R: Dot map; Smoothed incidence map; Spatial case definition; Source proximity 3,4,5,6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schimmer 132</td>
<td>Q-fever</td>
<td>Netherlands</td>
<td>2010</td>
<td>Farm</td>
<td>R: Spatial average 3,4,5; Dot map; Rate map; Thematic map; Smoothed incidence map; Source proximity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>van der Hoek 139</td>
<td>Q-fever</td>
<td>Netherlands</td>
<td>2012</td>
<td>Farm</td>
<td>R: Identified 5 hot spots, all around infected dairy goat farms.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gubbel 93</td>
<td>Campylobacteriosis</td>
<td>Denmark</td>
<td>2012</td>
<td>Water</td>
<td>P: Dot map; Thematic map; Spatial case definition 3,4,7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Setting</td>
<td>Methodology</td>
<td>Findings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>----------</td>
<td>------</td>
<td>---------</td>
<td>-------------</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nguyen112</td>
<td>Legionnaires' disease</td>
<td>France</td>
<td>2006</td>
<td>Environmental</td>
<td>Dot map; Rate map; Case movement map; Spatial case definition; Spatial case finding; Air dispersion modelling</td>
<td>Dispersion of plumes from cooling tower correlated with geographical distribution of cases. Spread over longer distance than previously thought possible.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kistemann99</td>
<td>Salmonellosis</td>
<td>Germany</td>
<td>2000</td>
<td>Hospital</td>
<td>Thematic maps; Schematic map; Spatial case definition</td>
<td>Identified functional relationship between cases. Measures introduced to prevent future outbreaks. Identified emergence of cluster during outbreak in real time. Intervention in high rate area - expediated MMR vaccine schedule/catch up campaign.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitzpatrick91</td>
<td>Measles</td>
<td>Ireland</td>
<td>2012</td>
<td>Community</td>
<td>Dot map; Thematic map</td>
<td>Identified high incidence areas.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ulugtekin138</td>
<td>Measles</td>
<td>Turkey</td>
<td>2007</td>
<td>Community</td>
<td>Dot map; Smoothed incidence map; Standard deviation ellipse; Moran's</td>
<td>Identified hot spots and directional trend.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lai101</td>
<td>Influenza</td>
<td>Hong Kong</td>
<td>2010</td>
<td>Community</td>
<td>Dot map; Rate map; Case movement map; Spatial case definition; Spatial case finding; Air dispersion modelling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Setting</td>
<td>Methodology</td>
<td>Findings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>------</td>
<td>---------</td>
<td>-------------</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lai100</td>
<td>SARS</td>
<td>Hong Kong</td>
<td>2004</td>
<td>Community</td>
<td>Rate map; Smoothed incidence map; Standard deviation ellipse; Origin-destination plots; Moran's I; Nearest neighbour analysis</td>
<td>Clear clustering identified. Directional bias and radius of spread of superspreading events demonstrated.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sze-To135</td>
<td>Varicella</td>
<td>Hong Kong</td>
<td>2011</td>
<td>Hospital</td>
<td>Schematic map; Air dispersion modelling</td>
<td>Model matches epidemiological distribution of cases.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wong144</td>
<td>Influenza</td>
<td>Hong Kong</td>
<td>2010</td>
<td>Hospital</td>
<td>Air dispersion modelling</td>
<td>Proximity to air purifier associated with infection. Suggests possible role for aerosol transmission.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

I: Getis-Ord Gi* statistic
<table>
<thead>
<tr>
<th>Author</th>
<th>Disease</th>
<th>Location</th>
<th>Year</th>
<th>Source</th>
<th>Methods</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yu145</td>
<td>SARS</td>
<td>Hong Kong</td>
<td>2005</td>
<td>Hospital</td>
<td>R</td>
<td>Schematic map; Spatial case definition; Air dispersion modelling</td>
</tr>
<tr>
<td>Bali72</td>
<td>Hepatitis E</td>
<td>India</td>
<td>2008</td>
<td>Water</td>
<td>P</td>
<td>Dot map; Spatial case definition; Spatial case finding; Spatial case definition</td>
</tr>
<tr>
<td>Nisha113</td>
<td>Dengue</td>
<td>India</td>
<td>2005</td>
<td>Vector</td>
<td>P</td>
<td>Dot map; Spatial case finding; Scan statistic</td>
</tr>
<tr>
<td>Saha128</td>
<td>Shigellosis</td>
<td>India</td>
<td>2009</td>
<td>Water</td>
<td>P</td>
<td>Dot map; Thematic map; Spatial case definition; Source proximity; Spatial case finding; Spatial scan statistic</td>
</tr>
<tr>
<td>Sarkar130</td>
<td>Diarrhoea</td>
<td>India</td>
<td>2007</td>
<td>Water</td>
<td>P</td>
<td>Dot map; Spatial scan statistic</td>
</tr>
<tr>
<td>Sowmyanarayanan134</td>
<td>Hepatitis A</td>
<td>India</td>
<td>2008</td>
<td>Water</td>
<td>P</td>
<td>Spatial scan statistic</td>
</tr>
<tr>
<td>Reference</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Research Type</td>
<td>Methods</td>
<td>Findings</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>------</td>
<td>---------------</td>
<td>---------</td>
<td>----------</td>
</tr>
<tr>
<td>Fang et al.</td>
<td>Influenza</td>
<td>China</td>
<td>2013</td>
<td>Community</td>
<td>Dot map; Thematic map; Environmental risk prediction model</td>
<td>Identified high incidence areas. Predicted areas with high risk to inform future control efforts. Rate increased with distance from city centre, supported spatial quarantining of city for future outbreaks.</td>
</tr>
<tr>
<td>Liang et al.</td>
<td>SARS</td>
<td>China</td>
<td>2007</td>
<td>Community</td>
<td>Rate map Dot map; Thematic map; Smoothed incidence map; Source proximity; Spatial case finding; Kriging</td>
<td>Clusters identified, generally closer to major hospitals. Spatial association between clusters and vector populations.</td>
</tr>
<tr>
<td>Tenzin et al.</td>
<td>Rabies</td>
<td>Bhutan</td>
<td>2010</td>
<td>Community</td>
<td>Dot map; Scan statistic</td>
<td></td>
</tr>
<tr>
<td>Nishiguchi et al.</td>
<td>Influenza</td>
<td>Japan</td>
<td>2009</td>
<td>Farm</td>
<td>Dot map; Scan statistic</td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Environment</td>
<td>Proximity</td>
<td>Methodology</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>----------------</td>
<td>------</td>
<td>-------------</td>
<td>-----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Siddiqui\textsuperscript{33}</td>
<td>Cholera</td>
<td>Pakistan</td>
<td>2006</td>
<td>Water</td>
<td>R</td>
<td>Dot map; Spatial case definition; K-nearest neighbour test 3,4,5</td>
</tr>
<tr>
<td>Miranda\textsuperscript{108}</td>
<td>Ebola</td>
<td>Philippines</td>
<td>2002</td>
<td>Breeding facility</td>
<td>R</td>
<td>Schematic map 4, Dot map; Smoothed incidence map; Spatial &amp; space-time scan statistic; K-nearest neighbour test; Knox test; Space-time k function 4,5</td>
</tr>
<tr>
<td>Le\textsuperscript{103}</td>
<td>Porcine high fever disease</td>
<td>Vietnam</td>
<td>2012</td>
<td>Farm</td>
<td>R</td>
<td>Dot maps; Spatial case definition; Source proximity 3,4,5, Space-time k function 4,5</td>
</tr>
<tr>
<td>Addiss\textsuperscript{18}</td>
<td>Legionnaires' disease</td>
<td>USA</td>
<td>1989</td>
<td>Environmental</td>
<td>P</td>
<td>Dot map; Thematic map; Source proximity 3,4,5</td>
</tr>
<tr>
<td>Blondin\textsuperscript{77}</td>
<td>Blastomycosis</td>
<td>USA</td>
<td>2007</td>
<td>Environmental</td>
<td>R</td>
<td>Proximity 4,5</td>
</tr>
<tr>
<td>Brown\textsuperscript{80}</td>
<td>Legionnaires' disease</td>
<td>USA</td>
<td>1999</td>
<td>Environmental</td>
<td>P</td>
<td>Dot map; Thematic map; Spatial case definition; Source proximity 3,4,5</td>
</tr>
<tr>
<td>Chung\textsuperscript{84}</td>
<td>West Nile Virus</td>
<td>USA</td>
<td>2013</td>
<td>Vector</td>
<td>R</td>
<td>Dot map; Rate map; Getis-Ord Gi* statistic 4,5</td>
</tr>
<tr>
<td>McKee\textsuperscript{107}</td>
<td>Shigellosis</td>
<td>USA</td>
<td>2000</td>
<td>Water</td>
<td>P</td>
<td>Dot map; K-nearest neighbour test 4,7</td>
</tr>
<tr>
<td>Mongoh\textsuperscript{109}</td>
<td>Anthrax</td>
<td>USA</td>
<td>2008</td>
<td>Farm</td>
<td>R</td>
<td>Dot map; Thematic map 4</td>
</tr>
<tr>
<td>Pfister\textsuperscript{122}</td>
<td>Blastomycosis</td>
<td>USA</td>
<td>2011</td>
<td>Environmental</td>
<td>P</td>
<td>Spatial average 3,4</td>
</tr>
<tr>
<td>Roy\textsuperscript{127}</td>
<td>Blastomycosis</td>
<td>USA</td>
<td>2013</td>
<td>Environmental</td>
<td>P</td>
<td>Scan statistic 1,3,4</td>
</tr>
<tr>
<td>Author</td>
<td>Disease</td>
<td>Country</td>
<td>Year</td>
<td>Environment</td>
<td>Method</td>
<td>Outbreak related cases in area served by water distribution system.</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>---------</td>
<td>------</td>
<td>-------------</td>
<td>--------------------------</td>
<td>-------------------------------------------------------------------</td>
</tr>
<tr>
<td>Bowie</td>
<td>Toxoplasmosis</td>
<td>Canada</td>
<td>1997</td>
<td>Water</td>
<td>Dot map; Thematic map 4.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thematic map; Smoothened incidence map; Velocity vector map; Spatial case definition; Space time scan statistic; K-nearest neighbour test;</td>
<td></td>
</tr>
<tr>
<td>Epp</td>
<td>Anthrax</td>
<td>Canada</td>
<td>2010</td>
<td>Farm</td>
<td>Dot map; Thematic map 4.5</td>
<td>Three separate movements of spread identified; clusters located.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>K-function; Oden's ipop 4.5</td>
<td>Described physical characteristics of outbreak and documented spatial descriptive patterns.</td>
</tr>
<tr>
<td>Parkinson</td>
<td>Anthrax</td>
<td>Canada</td>
<td>2003</td>
<td>Farm</td>
<td>Dot map; Thematic map 4.5</td>
<td>Identified and located clusters. Outbreak established in densely populated areas, moved to less densely populated areas. Suggests focus for surveillance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thematic map; Spatial average; Standard deviation ellipse; k-nearest neighbour test;</td>
<td></td>
</tr>
<tr>
<td>Pasma</td>
<td>Influenza</td>
<td>Canada</td>
<td>2008</td>
<td>Farm</td>
<td>Spatial scan 4.5,6</td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Scope</td>
<td>Analysis Methodologies</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>----------</td>
<td>------</td>
<td>-------</td>
<td>------------------------</td>
<td></td>
</tr>
<tr>
<td>Morrison</td>
<td>Dengue</td>
<td>Puerto Rico</td>
<td>1998</td>
<td>Vector</td>
<td>R</td>
<td></td>
</tr>
<tr>
<td>Chadee</td>
<td>Meningococcal meningitis</td>
<td>Trinidad</td>
<td>2006</td>
<td>Community</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Chadee</td>
<td>Dengue</td>
<td>West Indies</td>
<td>2005</td>
<td>Vector</td>
<td>R</td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affolabi</td>
<td>Tuberculosis</td>
<td>Benin</td>
<td>2009</td>
<td>Community</td>
<td>R</td>
<td></td>
</tr>
<tr>
<td>Bartels</td>
<td>Cholera</td>
<td>Ethiopia</td>
<td>2010</td>
<td>Water</td>
<td>P</td>
<td></td>
</tr>
</tbody>
</table>

Significant case clustering within households over short periods of time; but in general cases had pattern similar to population as a whole. Control measures need to be applied to entire municipality.

Dot map; Knox test; Nearest neighbour analysis; Mantel’s test

Dot map; Knox test; K-function analysis; Barton and David test

Dot map; Case-case distance

Dot map; K-nearest neighbour test

Dot map; Case movement map

Cases occurred in clusters when mosquito densities were high enough.

Identified potential cluster.

Cases mapped along river; thought to be most likely source.
<table>
<thead>
<tr>
<th>Author</th>
<th>Disease</th>
<th>Location</th>
<th>Year</th>
<th>Source</th>
<th>Methodology</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luquero</td>
<td>Cholera</td>
<td>Guinea-Bissau</td>
<td>2011</td>
<td>Water</td>
<td>Dot map; Rate map; Smooth incidence maps; Spatial case finding; Scan statistic; K-function</td>
<td>Two clusters identified. Improved sanitation systems and hygiene collection in affected area.</td>
</tr>
<tr>
<td>Rivas</td>
<td>Influenza</td>
<td>Nigeria</td>
<td>2010</td>
<td>Farm</td>
<td>Dot map; Rate map; Thematic maps; Spatial case definition; Case-case distance; Risk factor proximity</td>
<td>Supports hypothesis that major highway network promoted epidemic spread.</td>
</tr>
<tr>
<td>Roquet</td>
<td>Cholera</td>
<td>Senegal</td>
<td>1998</td>
<td>Water</td>
<td>Dot map; Rate map</td>
<td>4</td>
</tr>
<tr>
<td>Bessong</td>
<td>Diarrhoea</td>
<td>South Africa</td>
<td>2009</td>
<td>Water</td>
<td>Dot map; Spatial case finding</td>
<td>3,4</td>
</tr>
<tr>
<td>Fevre</td>
<td>Trypanosomiasis</td>
<td>Uganda</td>
<td>2001</td>
<td>Vector</td>
<td>R</td>
<td>[3,4,5,7,8]</td>
</tr>
<tr>
<td>Authors</td>
<td>Disease</td>
<td>Country</td>
<td>Year</td>
<td>Type</td>
<td>Spatial Analysis Methodology</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>------------</td>
<td>------</td>
<td>--------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Sasaki</td>
<td>Cholera</td>
<td>Zambia</td>
<td>2008</td>
<td>Water</td>
<td>Dot map; Rate map; Voronoi diagram; Nearest neighbour analysis; Moran’s I 4,5; Significant clustering found in areas with lower coverage of latrines and effective drainage systems.</td>
<td></td>
</tr>
<tr>
<td>Fernandez</td>
<td>Cholera</td>
<td>Zimbabwe</td>
<td>2011</td>
<td>Water</td>
<td>Dot map; Thematic map; Rate map; Empirical Bayes smoothing 4,5,7; Spatial pattern linked to historical social construction of city characterised by distinct regions of socioeconomic status.</td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angulo</td>
<td>Variola minor</td>
<td>Brazil</td>
<td>1979</td>
<td>Community</td>
<td>Dot map; Smoothed incidence map 4; Demonstrated importance of schools in epidemic spread.</td>
<td></td>
</tr>
<tr>
<td>Barcellos</td>
<td>Leptospirosis</td>
<td>Brazil</td>
<td>2000</td>
<td>Water</td>
<td>Dot map; Thematic maps; Risk factor proximity 4; Concentration of cases observed; identified characteristics of areas.</td>
<td></td>
</tr>
<tr>
<td>Barreto</td>
<td>Schistosomiasis</td>
<td>Brazil</td>
<td>1993</td>
<td>Vector</td>
<td>Dot map; Thematic maps 4; Children with frequent water contact around open bodies of water, no sewage disposal, absence of water supply associated with infection.</td>
<td></td>
</tr>
<tr>
<td>Author(s)</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Type</td>
<td>Methodology</td>
<td>Results</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>----------</td>
<td>------</td>
<td>------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>de Moura</td>
<td>Toxoplasmosis</td>
<td>Brazil</td>
<td>2006</td>
<td>Water</td>
<td>P</td>
<td>Dot map; Rate map</td>
</tr>
<tr>
<td>Passos</td>
<td>Rabies</td>
<td>Brazil</td>
<td>1998</td>
<td>Community</td>
<td>R</td>
<td>Dot map; Smeothed incidence map; Knox test; Environmental risk prediction model</td>
</tr>
<tr>
<td>Rotela</td>
<td>Dengue</td>
<td>Argentina</td>
<td>2007</td>
<td>Vector</td>
<td>R</td>
<td>Dot map; Thematic map; Source proximity</td>
</tr>
<tr>
<td>Rivas</td>
<td>Foot and mouth disease</td>
<td>Uruguay</td>
<td>2003</td>
<td>Farm</td>
<td>R</td>
<td>Dot map; Smeothed incidence map; Spatial social network analysis; Space-time scan</td>
</tr>
<tr>
<td>Australia</td>
<td>Influenza</td>
<td>Australia</td>
<td>2011</td>
<td>Farm</td>
<td>R</td>
<td>Dot map; Smeothed incidence map; Spatial social network analysis; Space-time scan</td>
</tr>
<tr>
<td>Reference</td>
<td>Disease</td>
<td>Location</td>
<td>Year</td>
<td>Category</td>
<td>Method</td>
<td>Results</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------</td>
<td>---------------</td>
<td>------</td>
<td>-------------------</td>
<td>-------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Waldron141</td>
<td>Cryptosporidiosis</td>
<td>Australia</td>
<td>2011</td>
<td>Water</td>
<td>R Dot map</td>
<td>Identified hot spots and movement of cluster over time.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dot map;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thematic map;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Scan statistic;</td>
<td></td>
</tr>
<tr>
<td>White142</td>
<td>Legionnaires' disease</td>
<td>New Zealand</td>
<td>2013</td>
<td>Environmental</td>
<td>P Moran's I</td>
<td>Identified clusters; case distribution consistent with plume effect from probable source.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown location</td>
<td>Necrotizing enterocolitis</td>
<td>Location not stated</td>
<td>2008</td>
<td>Hospital</td>
<td>P Grimson test</td>
<td>Clustering identified. Suggested possible association with caregivers working in affected area.</td>
</tr>
<tr>
<td>Turcios-Ruiz137</td>
<td>Necrotizing enterocolitis</td>
<td>Location not stated</td>
<td>2008</td>
<td>Hospital</td>
<td>P Grimson test</td>
<td>Clustering identified. Suggested possible association with caregivers working in affected area.</td>
</tr>
</tbody>
</table>


MMR: measles-mumps-rubella vaccine; P: prospective; R: retrospective; SARS: severe acute respiratory syndrome.
**APPENDIX 10.2: QUESTIONNAIRE USED IN EVALUATION OF INTERACTIVE MAPPING APPLICATION (CHAPTER 3).**

### DotMapper Evaluation

1. What is your job role?

2. To what extent do you agree with the following statements

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly agree</th>
<th>Agree</th>
<th>Neither agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>DotMapper would be useful in my work</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DotMapper provides a new way for me to explore data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am confident that I could set up DotMapper (using R software)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DotMapper looks easy to use (interactive user interface)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DotMapper is well designed (layout, colours etc)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I plan to try out DotMapper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. What projects might you use DotMapper for? (Please tick all that apply)

- [ ] Surveillance - communicable diseases
- [ ] Surveillance - non-communicable diseases
- [ ] Outbreak investigations
- [ ] Healthcare service evaluation (eg mapping locations of cases and clinics)
- [ ] Communication (eg presentations)
- [ ] Other (please specify)
4. What data might you use DotMapper to explore? (Please tick all that apply)

- Tuberculosis
- Gastrointestinal/foodborne disease
- Sexually transmitted infections
- Influenza
- Measles
- Antimicrobial resistance
- Legionnaires' disease
- Non communicable diseases
- Other (please specify)

5. What would stop you using DotMapper? Please rank from most to least likely to stop you

- I only need to produce static maps
- Lack of familiarity with 'R' software
- Happy with current tools for mapping
- Don't have suitable data for dot maps
- Concerns with confidentiality
- Process of loading data into DotMapper

6. What would stop you using DotMapper - any other factors?

7. What future developments would you find useful? Please rank from most to least useful

- Mobile version of application
- Custom reports based on selected maps (eg ability to produce a pdf of visualisations)
- Templates for loading data from specific surveillance systems
- Mapping of aggregated data (areas rather than dots)
- Non-geographic mapping (eg to map an outbreak in a hospital ward)
- Detailed online tutorials
8. Other ideas for future developments

9. Please use this box for any other comments about DotMapper
APPENDIX 10.3: BOX PLOTS OF DISTRIBUTION OF NUMBER OF CASES IN MOLECULAR TUBERCULOSIS CLUSTER BY RISK FACTOR, LONDON, 2010-2014 (CHAPTER 4).
APPENDIX 10.4: SCREEN SHOTS FROM INTERACTIVE MAPPING APPLICATION SHOWING KEY CHARACTERISTICS OF MOLECULAR CLUSTERS OF TUBERCULOSIS WITH SIGNIFICANT SPATIAL CLUSTERING IN LONDON, 2010-2014 (CHAPTER 4).

NB: Locations of cases in screen shots have been altered; they do not show actual case residential locations. Maps © OpenStreetMap contributors.172

A:

B:
APPENDIX 10.5: SENSITIVITY ANALYSIS USING DIFFERENT IMPLEMENTATIONS OF GEOGRAPHIC PROFILE MODEL FOR ANALYSIS OF RANDOMISED BADGER CULLING TRIAL DATA (CHAPTER 6).

Alternative implementations of the geographic profiling model, using different values of the DPM geographic profiling clustering parameter, $\sigma$, and the CGT algorithm, were used to assess the sensitivity of the results to the model used. Search strategies for these methods for trial regions B2 and E3 are shown in Figure 10.5.1. Comparing the surfaces for the different values of $\sigma$ clearly demonstrates the effect of altering this parameter. The smallest value of $\sigma$, 0.004, does not result in formation of many groups of breakdowns that may have arisen from the same source, and therefore closely approximates the ring cull design. Increasing this value ($\sigma=0.01$ and 0.02) produces some small clusters of breakdowns, with lower hit scores in the centre. The largest value of $\sigma$ forms one large cluster of all breakdowns in the study area and therefore places the lowest hit scores in the centre of surface.

The CGT model uses a different algorithm to generate clusters. It produced a similar number of clusters to the DPM model with a $\sigma$ value of 0.01, but the distribution of hit scores between clusters differs: For the CGT model, the majority of the highest probability is focused in the centre of the whole surface, whereas for the DPM model hit scores are symmetrically spread out from the clusters to the peripheral areas of the surface as well as the centre.
Figure 10.5.1: Distributions of hit scores around cattle herd breakdowns, designed using ring cull and different implementations of the geographic profiling model.

Map © OpenStreetMap contributors.\textsuperscript{172}

Trial region B2.

![Trial region B2](image)

Trial region E3.

![Trial region E3](image)

Figure 10.5.2 compares the survival functions for infected and uninfected setts for each geographic profiling model, aggregated over all trial areas. As anticipated from inspection of the hit score distributions, the functions for $\sigma 0.04$ closely resemble those for the ring cull search. The functions for $\sigma 0.01$ are similar to those
for $\sigma$ 0.02 (used in the primary analysis), with infected setts identified slightly more efficiently for smaller search areas. The CGT and $\sigma$ 0.05 models apparently identified infected setts more efficiently than uninfected setts at all search area sizes, with the Kaplan-Meier curve for infected setts remaining above that for uninfected setts. Cox regression analysis (Table 10.5.1) confirms these results: Infected setts were identified at a higher rate than uninfected setts for the $\sigma$ 0.05 (HR (infected/ uninfected setts) = 1.35, 95% CI 1.04-1.77, $p=0.025$) and CGT models (HR (infected/ uninfected setts) = 1.30, 95% CI 0.99-1.69, $p=0.055$).

**Figure 10.5.2: Kaplan-Meier curves comparing sizes of search areas for setts housing tuberculosis-infected and uninfected badgers, by ring cull and different implementations of the geographic profile model.**
Table 10.5.1: Cox regression spatial survival analysis comparing search strategies with different implementations of the geographic profile model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Comparison</th>
<th>Multilevel HR*</th>
<th>95% CI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ=0.04</td>
<td>Infected compared to uninfected setts, &lt;70 km²</td>
<td>1.29</td>
<td>0.92 – 1.80</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Infected compared to uninfected setts, &gt;=70 km²</td>
<td>0.63</td>
<td>0.41 – 0.98</td>
<td>0.039</td>
</tr>
<tr>
<td>σ=0.1</td>
<td>Infected compared to uninfected setts, &gt;=70 km²</td>
<td>1.20</td>
<td>0.86 – 1.67</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Infected compared to uninfected setts, &gt;=70 km²</td>
<td>0.72</td>
<td>0.46 – 1.13</td>
<td>0.15</td>
</tr>
<tr>
<td>σ=0.2</td>
<td>Infected compared to uninfected setts, &lt;70 km²</td>
<td>1.29</td>
<td>0.94 – 1.77</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>Infected compared to uninfected setts, &gt;=70 km²</td>
<td>0.58</td>
<td>0.36 – 0.94</td>
<td>0.026</td>
</tr>
<tr>
<td>σ=0.5</td>
<td>Infected compared to uninfected setts, all areas</td>
<td>1.35</td>
<td>1.04 – 1.77</td>
<td>0.025</td>
</tr>
<tr>
<td>CGT</td>
<td>Infected compared to uninfected setts, all areas</td>
<td>1.30</td>
<td>0.99 – 1.69</td>
<td>0.055</td>
</tr>
</tbody>
</table>

*Multilevel Cox regression model adjusted for random effects of trial area; HR, hazard ratio; CI, confidence interval.

Using the largest σ value of 0.05, there was an apparent slight improvement in the rate of identification of infected setts. However, inspection of the surfaces showed that using this parameter produced only one large cluster in the centre of the area. Its apparent ability to exclude uninfected setts was therefore simply due to excluding peripheral areas, rather than any true spatial discrimination based on clustering. The value of 0.02 used in the primary analysis (Chapter 6) therefore appears to be a reasonable selection for this disease system.

The classic approach to geographic profiling, using the CGT algorithm, was also tested in the sensitivity analysis. Over small search areas, it performed similarly to the DPM model with σ set at 0.02. However, at larger search areas, it behaved similarly to the DPM with σ 0.05 by focusing the highest probability areas in the centre of the surface. Again, this is not likely to have been a true spatial discrimination and there was no evidence that this model could provide an effective means of targeting tuberculosis-infected setts. The advantages of the more mathematically rigorous DPM model, which uses a Bayesian framework, over the classic CGT model, have been demonstrated in previous simulations and case
However it is not clear from the results of this study if it is more effective in practice.
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