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Although our main motivation is in discrete graphical models, the proposed methodology can be applied more broadly for model-based change-point estimation. With this in mind, we shall prove a more general result that can be useful with other high-dimensional change-point estimation problems. Theorem 1 follows as a special case.

S1. High-dimensional model-based change-point detection

Let \( \{X(t), 1 \leq t \leq T\} \) be a sequence of \( \mathbb{R}^p \)-valued independent random variables. Let \( \Theta \subseteq \mathbb{R}^d \) be an open, non-empty convex parameter space equipped with the Euclidean inner product \( \langle \cdot, \cdot \rangle \), and norm \( \| \cdot \|_2 \). We will also use the \( \ell^1 \)-norm \( \| \theta \|_1 \overset{\text{def}}{=} \sum_{j=1}^d |\theta_j| \), and the \( \ell^\infty \)-norm \( \| \theta \|_\infty \overset{\text{def}}{=} \max_{1 \leq j \leq d} |\theta_j| \). We assume that there exists a change point \( \tau^\star \in \{1, \ldots, T-1\} \), parameters \( \theta_\star^{(1)}, \theta_\star^{(2)} \in \Theta \), such that for \( t = 1, \ldots, \tau^\star \), \( X(t) \sim g_{\theta_\star^{(1)}}^{(t)} \), and for \( t = \tau^\star + 1, \ldots, T \), \( X(t) \sim g_{\theta_\star^{(2)}}^{(t)} \), where \( g_{\theta_\star^{(1)}}^{(t)} \) and \( g_{\theta_\star^{(2)}}^{(t)} \) are probability densities on \( \mathbb{R}^p \). The goal is to estimate \( \tau^\star, \theta_\star^{(1)}, \theta_\star^{(2)} \). This setting includes the Markov random field setting (our main motivation), where \( g_{\theta_\star^{(1)}}^{(t)} \) and \( g_{\theta_\star^{(2)}}^{(t)} \) does not depend \( t \). It also includes regression models where the index \( t \) in the distributions \( g_{\theta_\star^{(1)}}^{(t)} \) and \( g_{\theta_\star^{(2)}}^{(t)} \) accounts for the covariates of subject \( t \).

For \( t = 1, \ldots, T \), let \( (\theta, x) \mapsto \phi_t(\theta, x) \) be jointly measurable functions on \( \Theta \times \mathbb{R}^p \), such that \( \theta \mapsto \phi_t(\theta, x) \) is convex and continuously differentiable for all \( x \in \mathbb{R}^p \). We define

\[
\ell_T(\tau; \theta_1, \theta_2) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^\tau \phi_t(\theta_1, X(t)) + \frac{1}{T} \sum_{t=\tau+1}^T \phi_t(\theta_2, X(t)),
\]
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and we consider the change-point estimator $\tau_*$ given by

$$\hat{\tau} = \text{Argmin}_{\tau \in T} \ell_T(\tau; \hat{\theta}_{1,\tau}, \hat{\theta}_{2,\tau}),$$

(S1)

for a non-empty search domain $T \subset \{1, \ldots, T\}$, where for each $\tau \in T$, $\hat{\theta}_{1,\tau}$ and $\hat{\theta}_{2,\tau}$ are defined as

$$\hat{\theta}_{1,\tau} \overset{\text{def}}{=} \text{Argmin}_{\theta \in \Theta} \left[ \frac{1}{T} \sum_{t=1}^{\tau} \phi_t(\theta, X^{(t)}) + \lambda_{1,\tau} \|\theta\|_1 \right],$$

and

$$\hat{\theta}_{2,\tau} \overset{\text{def}}{=} \text{Argmin}_{\theta \in \Theta} \left[ \frac{1}{T} \sum_{t=\tau+1}^{T} \phi_t(\theta, X^{(t)}) + \lambda_{2,\tau} \|\theta\|_1 \right],$$

for some positive penalty parameters $\lambda_{1,\tau}, \lambda_{2,\tau}$. Note that by allowing the use of user-defined learning functions $\phi_t$, our framework can be used to analyze maximum likelihood and maximum pseudo-likelihood change-point estimators.

For $\tau \in \{1, \ldots, T-1\}$, we set

$$G_1^\tau \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^{\tau} \nabla \phi_t(\theta_{1,\tau}^{(1)}, X^{(t)}), \quad \text{and} \quad G_2^\tau \overset{\text{def}}{=} \frac{1}{T} \sum_{t=\tau+1}^{T} \nabla \phi_t(\theta_{2,\tau}^{(2)}, X^{(t)}),$$

where $\nabla \phi_t(\theta, x)$ denotes the partial derivative of $u \mapsto \phi_t(u, x)$ at $\theta$. Also for $\tau \in \{1, \ldots, T-1\}$, and for $\theta \in \Theta$, we define,

$$L_1(\tau, \theta) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^{\tau} \left[ \phi_t(\theta, X^{(t)}) - \phi_t(\theta_{1,\tau}^{(1)}, X^{(t)}) - \langle \nabla \phi_t(\theta_{1,\tau}^{(1)}, X^{(t)}), \theta - \theta_{1,\tau}^{(1)} \rangle \right],$$

and

$$L_2(\tau, \theta) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=\tau+1}^{T} \left[ \phi_t(\theta, X^{(t)}) - \phi_t(\theta_{2,\tau}^{(2)}, X^{(t)}) - \langle \nabla \phi_t(\theta_{2,\tau}^{(2)}, X^{(t)}), \theta - \theta_{2,\tau}^{(2)} \rangle \right].$$

For $j = 1, 2$, define $A_j \overset{\text{def}}{=} \left\{ 1 \leq k \leq d : \theta_{k,j}^{(j)} \neq 0 \right\}$, $s_j = |A_j|$, and

$$C_j \overset{\text{def}}{=} \left\{ \theta \in \Theta : \sum_{k \in A_j} |\theta_{k,j}^{(j)}| \leq 3 \sum_{k \in A_j} |\theta_{k,j}^{(j)}| \right\}.$$

(S2)

The curvature of the function $L_j(\tau, \cdot)$ is not always best described with the usual quadratic function $\theta \mapsto \|\theta - \theta_{*,j}^{(j)}\|_2^2$. We will need a more flexible framework, in order to handle $L_j(\tau, \cdot)$ in the case of discrete Markov random fields. Let $r : [0, \infty) \to [0, \infty)$ be continuous function such that $x \mapsto r(x)/x$ is strictly increasing.
and \( \lim_{x \to 0} r(x)/x = 0 \). We call \( r \) a rate function, and for \( a > 0 \), we define \( \Psi_r(a) \equiv \inf \{ x > 0 : \ r(x)/x \geq a \} \) \( (\inf \emptyset = +\infty) \). For \( \tau \in \{1, \ldots, T-1\} \), \( \lambda > 0 \), a rate function \( r \), \( c > 0 \), and for \( j = 1, 2 \) we work with the event

\[
\mathcal{E}_\tau^j(\lambda, r, c) \equiv \left\{ \|G_\tau^j\|_\infty \leq \frac{\lambda}{2}, \ \inf_{\theta \neq \theta_*^{(j)}, \theta - \theta_*^{(j)} \in \mathcal{C}_j} \frac{\mathcal{L}_j(\tau, \theta)}{r(\|\theta - \theta_*^{(j)}\|_2)} \geq \frac{\tau}{T}, \right. \\
\left. \sup_{\theta \neq \theta_*^{(j)}, \theta - \theta_*^{(j)} \in \mathcal{C}_j} \frac{\mathcal{L}_j(\tau, \theta)}{\|\theta - \theta_*^{(j)}\|_2^2} \leq \frac{\tau c}{T^2} \right\}.
\]

Define

\[
\kappa_{0(t)} \equiv \left\{ \begin{array}{ll}
\mathbb{E} \left[ \phi_t(\theta_*^{(2)}, X^{(t)}) - \phi_t(\theta_*^{(1)}, X^{(t)}) \right] & \text{if } t \leq \tau_* \\
\mathbb{E} \left[ \phi_t(\theta_*^{(1)}, X^{(t)}) - \phi_t(\theta_*^{(2)}, X^{(t)}) \right] & \text{if } t > \tau_*
\end{array} \right.,
\]

and

\[
U(t) \equiv \left\{ \begin{array}{ll}
\phi_t(\theta_*^{(2)}, X^{(t)}) - \phi_t(\theta_*^{(1)}, X^{(t)}) - \kappa_{0(t)} & \text{if } t \leq \tau_* \\
\phi_t(\theta_*^{(1)}, X^{(t)}) - \phi_t(\theta_*^{(2)}, X^{(t)}) - \kappa_{0(t)} & \text{if } t > \tau_*
\end{array} \right.,
\]

We make the following assumption.

**A1.** There exist finite constants \( \sigma_{0t} > 0 \) such that

\[
\mathbb{E} \left( e^{x \cdot U(t)} \right) \leq e^{x^2 \sigma_{0t}^2 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2 / 2}, \quad \text{for all } x > 0.
\]

Furthermore, there exist \( B_0 > 0 \), \( \bar{\sigma}_0^2 > 0 \), \( \bar{\kappa}_0 > 0 \) such that for all integer \( k \geq B_0 \),

\[
\min \left( \frac{1}{k} \sum_{t = \tau_* - k + 1}^{\tau_*} \kappa_{0(t)} \right), \frac{1}{k} \sum_{t = \tau_* + 1}^{\tau_* + k} \kappa_{0(t)} \geq \bar{\kappa}_0 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2,
\]

(S3)

and

\[
\max \left( \frac{1}{k} \sum_{t = \tau_* - k + 1}^{\tau_*} \sigma_{0t}^2, \frac{1}{k} \sum_{t = \tau_* + 1}^{\tau_* + k} \sigma_{0t}^2 \right) \leq \bar{\sigma}_0^2.
\]

(S4)

**THEOREM S1.** Assume A1, and \( \theta_*^{(1)} \neq \theta_*^{(2)} \). Suppose that \( \hat{\tau} \) is defined over a search domain \( T \ni \tau_* \), and with penalty \( \lambda_{j, \tau} > 0 \) (for \( j = 1, 2 \)). For \( j = 1, 2 \), take a rate function \( r_j \), constant \( c_j > 0 \), and define \( \mathcal{E} \equiv \cap_{\tau \in T} \mathcal{E}_{\tau^1}(\lambda_{1, \tau}, r_1, c_1) \cap \mathcal{E}_{\tau^2}(\lambda_{2, \tau}, r_2, c_2) \). Set

\[
\delta(\tau) \equiv \Psi_{r_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1, \tau} \right) \left[ 2s_1^{1/2} T \lambda_{1, \tau} + \tau \Psi_{r_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1, \tau} \right) \right] \\
+ \Psi_{r_2} \left( 6 \left( \frac{T}{\tau - \tau} \right) s_2^{1/2} \lambda_{2, \tau} \right) \left[ 2s_2^{1/2} T \lambda_{2, \tau} + (T - \tau) \Psi_{r_2} \left( 6 \left( \frac{T}{\tau - \tau} \right) s_2^{1/2} \lambda_{2, \tau} \right) \right],
\]
\[ \delta \overset{\text{def}}{=} \sup_{\tau \in \mathcal{T}} \delta(\tau), \text{ and } B \overset{\text{def}}{=} \max \left( B_0, \frac{\delta_0}{\kappa_0 \| \theta^{(1)} - \theta_1 \|_2} \right), \text{ with } B_0 \text{ as in A1. Then} \]

\[ \mathbb{P} \left( |\hat{\tau} - \tau_\star| > B \right) \leq 2 \mathbb{P} (\mathcal{E}_0^c) + \frac{4 \exp \left( -\frac{\kappa_0^2 \delta_0}{2 \sigma^2} \right)}{1 - \exp \left( -\frac{\kappa_0^2 \| \theta_1^{(1)} - \theta_\star \|_2^2}{8 \sigma^2} \right)}. \quad (S5) \]

**Proof.** The starting point of the proof is the following variant of a result due to Neghaban et al. (2010).

**Lemma 1.** Fix \( \tau \in \{1, 2, \ldots, T - 1\}. \) On \( \mathcal{E}_\tau^1 (\lambda_1, \tau_1, c_1) \cap \mathcal{E}_\tau^2 (\lambda_2, \tau_2, c_2), \hat{\theta}_{j, \tau} - \theta^{(j)} \in \mathbb{C}_j, (j = 1, 2), \) where \( \mathbb{C}_j \) is defined in (S2), and

\[ \| \hat{\theta}_{1, \tau} - \theta^{(1)} \|_2 \leq \Psi_1 \left( 6 \left( \frac{T}{T - \tau} \right) s_1^{1/2} \lambda_1, \tau \right), \]

and

\[ \| \hat{\theta}_{2, \tau} - \theta^{(2)} \|_2 \leq \Psi_2 \left( 6 \left( \frac{T}{T - \tau} \right) s_2^{1/2} \lambda_2, \tau \right). \quad (S6) \]

**Proof.** We prove the first inequality. The second follows similarly. We set

\[ \mathcal{U}(\theta) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^{\tau} \phi_t(\theta, X^{(t)}) + \lambda_1, \tau \| \theta \|_1 - \left( \frac{1}{T} \sum_{t=1}^{\tau} \phi_t(\theta^{(1)}, X^{(t)}) + \lambda_1, \tau \| \theta^{(1)} \|_1 \right). \]

Since \( \hat{\theta}_{1, \tau} = \text{Argmin}_{\theta \in \Theta} \left\{ \frac{1}{T} \sum_{t=1}^{\tau} \phi_t(\theta, X^{(t)}) + \lambda_1, \tau \| \theta \|_1 \right\}, \) and using the convexity of the functions \( \phi_t \) we have

\[ 0 \geq \mathcal{U}(\hat{\theta}_{1, \tau}) \geq \left\langle G_1, \hat{\theta}_{1, \tau} - \theta^{(1)} \right\rangle + \lambda_1, \tau \left( \| \hat{\theta}_{1, \tau} \|_1 - \| \theta^{(1)} \|_1 \right). \]

On \( \mathcal{E}_\tau^1 (\lambda_1, \tau_1, c_1), \| G_1 \|_\infty \leq \lambda_1, \tau / 2. \) Using this and some easy algebra as in Neghaban et al. (2010), shows that \( \hat{\theta}_{1, \tau} - \theta^{(1)} \in \mathbb{C}_1. \) Set \( b = \Psi_1 \left( 6 \left( \frac{T}{T - \tau} \right) s_1^{1/2} \lambda_1, \tau \right). \) We will show that for all \( \theta \in \mathbb{R}^d \) such that \( \theta - \theta^{(1)} \in \mathbb{C}_1, \) and \( \| \theta - \theta^{(1)} \|_2 > b, \) we have \( \mathcal{U}(\theta) > 0. \) Since \( \mathcal{U}(\hat{\theta}_{1, \tau}) \leq 0, \) and \( \hat{\theta}_{1, \tau} - \theta^{(1)} \in \mathbb{C}_1, \) the claim that \( \| \theta - \theta^{(1)} \|_2 \leq b \) follows. On the event \( \mathcal{E}_\tau^1 (\lambda_1, \tau_1, c_1), \) and for \( \theta - \theta^{(1)} \in \mathbb{C}_1, \) we have

\[ \mathcal{U}(\theta) = \left\langle G_1, \theta - \theta^{(1)} \right\rangle + \mathcal{L}_1(\tau, \theta) + \lambda_1, \tau \left( \| \theta \|_1 - \| \theta^{(1)} \|_1 \right) \]

\[ \geq \frac{\tau}{T} r_1(\| \theta - \theta^{(1)} \|_2) - \frac{3\lambda_1, \tau \| \theta - \theta^{(1)} \|_1}{2} \]

\[ \geq \frac{\tau}{T} \left[ r_1(\| \theta - \theta^{(1)} \|_2) - 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_1, \tau \| \theta - \theta^{(1)} \|_2 \right]. \]

Using the definition of \( \Psi_1, \) we then see that \( \mathcal{U}(\theta) > 0 \) for \( \| \theta - \theta^{(1)} \|_2 > b. \) This ends the proof. \( \square \)

The next result follows easily.
Hence we are now in position to prove Theorem S1. We have

\[ |\ell_T(\tau, \hat{\theta}_1, \hat{\theta}_2, \tau) - \ell_T(\tau, \theta_*(1), \theta_*(2))| \leq \frac{\delta(\tau)}{T}, \]

where

\[
\delta(\tau) \overset{\text{def}}{=} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right) \left[ 2s_1^{1/2} T \lambda_{1,\tau} + \frac{\tau c_1}{2} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right) \right] \\
+ \Psi_{t_2} \left( 6 \left( \frac{T}{T - \tau} \right) s_2^{1/2} \lambda_{2,\tau} \right) \left[ 2s_2^{1/2} T \lambda_{2,\tau} + \frac{(T - \tau)c_2}{2} \Psi_{t_2} \left( 6 \left( \frac{T}{T - \tau} \right) s_2^{1/2} \lambda_{2,\tau} \right) \right].
\]

**Proof.**

\[
\ell_T(\tau, \hat{\theta}_1, \hat{\theta}_2, \tau) - \ell_T(\tau, \theta_*(1), \theta_*(2)) = \frac{1}{T} \sum_{t=1}^{\tau} \left[ \phi_t(\hat{\theta}_1, \tau, X^{(t)}) - \phi_t(\theta_*(1), X^{(t)}) \right] \\
+ \frac{1}{T} \sum_{t=\tau+1}^{T} \left[ \phi_t(\hat{\theta}_2, \tau, X^{(t)}) - \phi_t(\theta_*(2), X^{(t)}) \right].
\]

From the definition

\[
\frac{1}{T} \sum_{t=1}^{\tau} \left[ \phi_t(\hat{\theta}_1, \tau, X^{(t)}) - \phi_t(\theta_*(1), X^{(t)}) \right] = \left\langle G_1^1, \hat{\theta}_1 \tau - \theta_*(1) \right\rangle + L_1(\tau, \hat{\theta}_1, \tau).
\]

On \( E^1_\tau (\lambda_1, \tau, r_1, c_1) \), and using Lemma 1, we have

\[
\left| \left\langle G_1^1, \hat{\theta}_1, \tau - \theta_*(1) \right\rangle \right| \leq \lambda_{1,\tau} / 2 \| \hat{\theta}_1, \tau - \theta_*(1) \|_1 \leq 2s_1^{1/2} \lambda_{1,\tau} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right),
\]

and

\[
L_1(\tau, \hat{\theta}_1, \tau) \leq \frac{\tau c_1}{2} \| \hat{\theta}_1, \tau - \theta_*(1) \|_2^2 \leq \frac{\tau c_1}{2T} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right)^2.
\]

Hence

\[
\left| \frac{1}{T} \sum_{t=1}^{\tau} \left[ \phi_t(\hat{\theta}_1, \tau, X^{(t)}) - \phi_t(\theta_*(1), X^{(t)}) \right] \right| \\
\leq \frac{1}{T} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right) \left[ 2s_1^{1/2} T \lambda_{1,\tau} + \frac{\tau c_1}{2} \Psi_{t_1} \left( 6 \left( \frac{T}{\tau} \right) s_1^{1/2} \lambda_{1,\tau} \right) \right].
\]

A similar bound holds for the second term, and the lemma follows easily.

We are now in position to prove Theorem S1. We have

\[
\mathbb{P} (|\hat{\tau} - \tau_*| > B) = \mathbb{P} (\hat{\tau} > \tau_* + B) + \mathbb{P} (\hat{\tau} < \tau_* - B).
\]
We bound the first term $\mathbb{P}(\hat{\tau} > \tau_* + B)$. The second term follows similarly by working with the reversed sequence $X^{(T)}, \ldots, X^{(1)}$.

For $\tau > \tau_*$, we shall use $\ell_T(\tau)$ instead of $\ell_T(\tau; \hat{\theta}_1, \hat{\theta}_2)$ for notational convenience, and we define $r_T(\tau) \overset{\text{def}}{=} \ell_T(\tau) - \ell_T(\tau_*, \theta_*^{(1)}, \theta_*^{(2)})$. We have

$$\ell_T(\tau) = \ell_T(\tau, \theta_*^{(1)}, \theta_*^{(2)}) + r_T(\tau),$$

$$= \left[ \ell_T(\tau, \theta_*^{(1)}, \theta_*^{(2)}) - \ell_T(\tau_*, \theta_*^{(1)}, \theta_*^{(2)}) \right] + \ell_T(\tau_*, \theta_*^{(1)}, \theta_*^{(2)}) + r_T(\tau).$$

Hence

$$\ell_T(\tau) - \ell_T(\tau_*) = \left[ \ell_T(\tau, \theta_*^{(1)}, \theta_*^{(2)}) - \ell_T(\tau_*, \theta_*^{(1)}, \theta_*^{(2)}) \right] + r_T(\tau) - r_T(\tau_*). \quad (S7)$$

It is straightforward to check that for $\tau > \tau_*$,

$$\ell_T(\tau, \theta_*^{(1)}, \theta_*^{(2)}) - \ell_T(\tau_*, \theta_*^{(1)}, \theta_*^{(2)}) = \frac{1}{T} \sum_{t=\tau_*+1}^\tau (\phi_t(\theta_*^{(1)}, X^{(t)}) - \phi_t(\theta_*^{(2)}, X^{(t)})).$$

Therefore, and using the definition of $U^{(t)}$ and $\kappa_0^{(t)}$, (S7) becomes

$$\ell_T(\tau) - \ell_T(\tau_*) = \frac{1}{T} \sum_{t=\tau_*+1}^\tau \kappa_0^{(t)} + \frac{1}{T} \sum_{t=\tau_*+1}^\tau U^{(t)} + r_T(\tau) - r_T(\tau_*). \quad (S8)$$

We conclude from Lemma 2 that on the event $\mathcal{E}$,

$$\ell_T(\tau) - \ell_T(\tau_*) = \frac{1}{T} \sum_{t=\tau_*+1}^\tau \kappa_0^{(t)} + \frac{1}{T} \sum_{t=\tau_*+1}^\tau U^{(t)} + \epsilon_T(\tau),$$

where $|\epsilon_T(\tau)| \leq \frac{2 \sup_{\tau-T} |\delta(\tau)|}{T} = \frac{2\delta}{T}. \quad (S9)$

Therefore,

$$\mathbb{P}(\hat{\tau} > \tau + B) \leq \mathbb{P}(\mathcal{E}^c) + \sum_{j \geq 0, \tau_* + [B] + j \in \mathcal{T}} \mathbb{P}(\mathcal{E}, \hat{\tau} = \tau_* + [B] + j).$$

Using (S9), we have

$$\mathbb{P}(\mathcal{E}, \hat{\tau} = \tau_* + [B] + j) \leq \mathbb{P}(\mathcal{E}, \ell_T(\tau_*) + [B] + j) \leq \ell_T(\tau_*))$$

$$\leq \mathbb{P}\left( \sum_{t=\tau_*+1}^{\tau_*+[B]+j} U^{(t)} > \sum_{t=\tau_*+1}^{\tau_*+[B]+j} \kappa_0^{(t)} - 2\delta \right).$$
However, since $B > B_0$, by Assumption A1,

$$
\sum_{t = \tau_* + 1}^{\tau_* + [B] + j} \kappa_0^{(t)} - 2\delta \geq ([B] + j) \kappa_0 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2 - 2\delta \geq \frac{1}{2} ([B] + j) \kappa_0 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2.
$$

The first part of A1 implies that the random variables $Z^{(t)}$ are sub-Gaussian, and by standard exponential bounds for sub-Gaussian random variables, we then have

$$
\mathbb{P}[\mathcal{E}, \ell_T(\tau_* + [B] + j) \leq \ell_T(\tau_*)] \leq 2 \exp \left( -\frac{([B] + j)^2}{8 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2} \sum_{t = \tau_* + 1}^{\tau_* + [B] + j} \sigma_{0t}^2 \right),
$$

where the last inequality uses (S4). We can conclude that

$$
\mathbb{P}[\hat{\tau} > \tau_* + B] \leq \mathbb{P}(\mathcal{E}^c) + 2 \sum_{j \geq 0} \exp \left( -\frac{([B] + j)^2 \kappa_0^2 \|\theta_*^{(2)} - \theta_*^{(1)}\|_2^2}{8 \sigma_0^2} \right),
$$

as claimed. \hfill \Box

**S2. Proof of Theorem 1**

We will deduce Theorem 1 from Theorem S1. We take $\Theta$ as $\mathcal{M}_p$, the set of all $p \times p$ real symmetric matrices, equipped with the (modified) Frobenius inner product $\langle \theta, \varphi \rangle = \sum_{k \leq \ell} \theta_{j,k} \varphi_{j,k}$, and the associated norm $\|\theta\|_F = \sqrt{\langle \theta, \theta \rangle}$. With this inner product, we identify $\mathcal{M}_p$ with the Euclidean space $\mathbb{R}^d$, with $d = p(p + 1)/2$. This puts us in the setting of Theorem S1.

We will use the following notation. If $u \in \mathbb{R}^q$, for some integer $q \geq 1$, and $A$ is an ordered subset of $\{1, \ldots, q\}$, we define $u_A \equiv (u_j, j \in A)$, and $u_{-j}$ is a shortcut for $u_{\{1, \ldots, q\} \setminus \{j\}}$. We define the function $B_{jk}(x, y) = B_0(x)$ if $j = k$, and $B_{jk}(x, y) = B(x, y)$ if $j \neq k$.

In the present case, the function $\phi_{t}$ is $\phi$ as given in (5), and does not depend on $t$. The following properties of the conditional distribution (3) will be used below. It is well known (and easy to prove using Fisher’s identity) that the function $\theta \mapsto \phi(\theta, x)$
is Lipschitz and
\[
|\phi(\theta, x) - \phi(\vartheta, x)| \leq 2c_0 \|\theta - \vartheta\|_1, \quad \theta, \vartheta \in \mathcal{M}_p, \quad x \in \mathcal{X}_p, \tag{S11}
\]
where \(c_0\) is as in (9). From the expression (3) of the conditional densities, using straightforward algebra, it is easy to show that the negative log-pseudo-likelihood function \(\phi(\theta, x)\) satisfies the following. For all \(\theta, \Delta \in \mathcal{M}_p, \) and \(x \in \mathcal{X}_p,\)
\[
\phi(\theta + \Delta, x) - \phi(\theta, x) - \langle \nabla_{\theta} \phi(\theta, x), \Delta \rangle_F = \sum_{j=1}^p \left[ \log Z^{(j)}_{\theta + \Delta}(x) - \log Z^{(j)}_{\theta}(x) - \sum_{k=1}^p \Delta_{jk} \frac{\partial}{\partial \theta_{jk}} \log Z^{(j)}_{\theta}(x) \right]. \tag{S12}
\]
Furthermore by Taylor expansion, we have
\[
\log Z^{(j)}_{\theta+\Delta}(x) - \log Z^{(j)}_{\theta}(x) - \sum_{k=1}^p \Delta_{jk} \frac{\partial}{\partial \theta_{jk}} \log Z^{(j)}_{\theta}(x) = \int_0^1 (1-t) \text{Var}_{\theta+t\Delta} \left( \sum_{k=1}^p \Delta_{jk} B_{jk}(X_j, X_k) | X_{-j} \right) dt \leq \frac{c_0^2}{2} \left( \sum_{k=1}^p |\Delta_{jk}| \right)^2. \tag{S13}
\]
By the self-concordant bound derived in Atchadé (2014) Lemma A2, we have
\[
\log Z^{(j)}_{\theta+\Delta}(x) - \log Z^{(j)}_{\theta}(x) - \sum_{k=1}^p \Delta_{jk} \frac{\partial}{\partial \theta_{jk}} \log Z^{(j)}_{\theta}(x) \geq \frac{1}{2 + c_0 \sum_{k=1}^p |\Delta_{jk}|} \text{Var}_{\theta} \left( \sum_{k=1}^p \Delta_{jk} B_{jk}(X_j, X_k) | X_{-j} \right). \tag{S14}
\]

**Proof (Proof of Theorem 1).** Let us first show that under assumption H3 of Theorem 1, A1 holds. Since in this case \(\phi_t\) does not actually depend on \(t,\) we can take \(B_0 = 1\) in A1, and (S3) follows automatically from H3 with \(\bar{r}_0 = \kappa/\|\theta^{(2)}_* - \theta^{(1)}_*\|_2.\) Also, (S11) implies that \(|U^{(t)}| \leq 4c_0 \|\theta^{(2)}_* - \theta^{(1)}_*\|_1 \leq 4c_0 s^{1/2} \|\theta^{(2)}_* - \theta^{(1)}_*\|_2,\) where \(s\) denotes the number of non-zero entries of \(\theta^{(2)} - \theta^{(1)}_*\). Hence for all \(x > 0,\)
\[
\mathbb{E} \left( e^{xU^{(t)}} \right) \leq \exp \left( 8x^2 c_0^2 s \|\theta^{(2)}_* - \theta^{(1)}_*\|_2^2 \right).
\]
This establishes the sub-Gaussian condition of A1, and (S4) holds with \(\bar{\sigma}_0^2 = 16c_0^2 s.\)

For \(j = 1, 2,\) let \(\lambda_{1,\tau}, \lambda_{2,\tau}\) as in (8). We will apply Theorem S1 with \(c_j = 64c_0 s_j,\) the rate function \(r_j(x) = \frac{\rho x^2}{2 + 4c_0 s_j x^2}, \) \(x > 0,\) and with the event \(\mathcal{E} = \)
Proof. We carry the details for the first bound. The second is done similarly by working with the reversed sequence \( X^{(T)}, \ldots, X^{(1)} \). Fix \( 1 \leq j \leq i \leq p, t \in \mathcal{T} \), and define \( V^{(t)}_{i,j} = \frac{\partial}{\partial \theta_{ij}} \phi(\theta_{j}^{(1)}, X^{(t)}) \). We calculate that

\[
V^{(t)}_{i,j} = \begin{cases}
-B_0(X^{(t)}_i) + \mathbb{E}_{\theta_{j}^{(1)}}(B_0(X_i | X^{(t)}_{-i})) & \text{if } i = j \\
-2B(X^{(t)}_i, X^{(t)}_j) + \mathbb{E}_{\theta_{j}^{(1)}}(B(X_i, X^{(t)}_j | X^{(t)}_{-i})) + \mathbb{E}_{\theta_{j}^{(1)}}(B(X_i, X^{(t)}_j | X^{(t)}_{-j})) & \text{if } j < i.
\end{cases}
\]

Therefore, given that all \( \tau \in \mathcal{T} \) satisfies (18), with some simple algebra we see that there exists a universal constant \( a \) that we can take as \( a = (24 \times 32 \times 64)^2 \), such that for all \( \tau \in \mathcal{T} \),

\[
\delta(\tau) \leq \delta = ac_0^2 M \log(\Delta d),
\]

where

\[
M = \left[ \frac{s_1}{\rho_1} \left( 1 + c_0 \frac{s_1}{\rho_1} \right) + \frac{s_2}{\rho_2} \left( 1 + c_0 \frac{s_2}{\rho_2} \right) \right].
\]

Therefore in Theorem S1, we can take \( B = \frac{4ac_0^2M \log(\Delta d)}{\kappa} \), and by the conclusion of Theorem S1,

\[
\mathbb{P}(\|\hat{\tau} - \tau_*\| > B) \leq 2\mathbb{P}(\mathcal{E}^c) + \frac{4 \exp\left( -\frac{\delta}{32c_0^2} \left( \frac{\kappa}{\|\theta_{j}^{(1)} - \theta_{j}^{(1)}\|_2^2} \right)^2 \right)}{1 - \exp\left( -\frac{\kappa^2}{2c_0^4\|\theta_{j}^{(1)} - \theta_{j}^{(1)}\|_2^2} \right)}.
\]

We show in Lemma 3 and Lemma 4 below that \( \mathbb{P}(\mathcal{E}^c) \leq 8/d \), and this ends the proof.

□

**Lemma 3.** Let \( \lambda_{1,\tau}, \lambda_{2,\tau} \) be as in equation (8). Suppose that the search domain \( \mathcal{T} \) is such that (15)-(16) hold. Then

\[
\mathbb{P}\left[ \max_{\tau \in \mathcal{T}} \lambda_{1,\tau}^{-1} \| G^{(t)}_{\tau} \|_\infty > \frac{1}{2} \right] \leq \frac{2}{d}, \quad \text{and} \quad \mathbb{P}\left[ \max_{\tau \in \mathcal{T}} \lambda_{2,\tau}^{-1} \| G^{(t)}_{\tau} \|_\infty > \frac{1}{2} \right] \leq \frac{2}{d},
\]

where \( d = p(p + 1)/2 \).

**Proof.** We carry the details for the first bound. The second is done similarly by working with the reversed sequence \( X^{(T)}, \ldots, X^{(1)} \). Fix \( 1 \leq j \leq i \leq p, t \in \mathcal{T} \), and define \( V^{(t)}_{i,j} = \frac{\partial}{\partial \theta_{ij}} \phi(\theta_{j}^{(1)}, X^{(t)}) \). We calculate that

\[
V^{(t)}_{i,j} = \begin{cases}
-B_0(X^{(t)}_i) + \mathbb{E}_{\theta_{j}^{(1)}}(B_0(X_i | X^{(t)}_{-i})) & \text{if } i = j \\
-2B(X^{(t)}_i, X^{(t)}_j) + \mathbb{E}_{\theta_{j}^{(1)}}(B(X_i, X^{(t)}_j | X^{(t)}_{-i})) + \mathbb{E}_{\theta_{j}^{(1)}}(B(X_i, X^{(t)}_j | X^{(t)}_{-j})) & \text{if } j < i.
\end{cases}
\]
In the above display the notation $\mathbb{E}_{\theta^{(1)}}\left(B(X_i, X_j(t)|X_{-i})\right)$ is defined as the function $z \mapsto \mathbb{E}_{\theta^{(1)}}(B(X_i, z_j)|X_{-i} = z_{-i})$ evaluated on $X(t)$. Since $X^{(1: \tau)} \overset{i.i.d}{\sim} \theta^{(1)}$, it follows that $\mathbb{E}(V^{(t)}_{ij}) = 0$ for $t = 1, \ldots, \tau_*$. We set $\mu_{ij} \overset{\text{def}}{=} \mathbb{E}(V^{(\tau_* + 1)}_{ij}) = \mathbb{E}(V^{(t)}_{ij})$ for $t = \tau_* + 1, \ldots, T$. We also set $\bar{V}^{(t)}_{ij} = V^{(t)}_{ij} - \mathbb{E}(V^{(t)}_{ij})$. It is easy to see that $|\bar{V}^{(t)}_{ij}| \leq 4c_0$, where $c_0$ is defined in (9). With these notations, for $\tau \in \mathcal{T}$, we can write

$$
(G^{1}_{\tau})_{ij} = \frac{1}{T} \sum_{t=1}^{\tau} \bar{V}^{(t)}_{ij} + \frac{(\tau - \tau_*) + \mu_{ij}}{T},
$$

where $a_+ \overset{\text{def}}{=} \max(a, 0)$. For $t > \tau_*$, Lemma 5 can be used to write

$$
\left| \mathbb{E}\left[ B(X_i^{(t)}, X_j^{(t)}) - \mathbb{E}_{\theta^{(1)}}\left(B(X_i, X_j^{(t)}|X_{-i})\right) \right] \right| = \left| \mathbb{E}\left[ \int_{X} B(u, X_j^{(t)}) f_{\theta^{(2)}}(u|X_{-i})du - \int_{X} B(u, X_j^{(t)}) f_{\theta^{(1)}}(u|X_{-i})du \right] \right| 
\leq c_0^2 \sum_{j=1}^{p} |\theta^{(2)}_{*,ij} - \theta^{(1)}_{*,ij}| \leq bc_0^2,
$$

where $b$ is as in (17). Hence

$$
|\mu_{ij}| \leq 2 \max_{j \leq i} \left| \mathbb{E}_{\theta^{(2)}}\left[B(X_i^{(t)}, X_j^{(t)}) - \mathbb{E}_{\theta^{(1)}}\left(B(X_i, X_j^{(t)}|X_{-j})\right)\right] \right| \leq 2bc_0^2.
$$

Set $\lambda_{\tau} \overset{\text{def}}{=} (A\sqrt{\tau}/T)$, where

$$
A \overset{\text{def}}{=} 32c_0\sqrt{\log(dT)}.
$$

By a union-bound argument,

$$
\mathbb{P}\left[ \max_{\tau \in \mathcal{T}} 2\lambda_{\tau}^{-1}\|G^{1}_{\tau}\|_{\infty} > 1 \right] 
\leq \sum_{\tau \in \mathcal{T}} \sum_{i,j} \mathbb{P}\left[ \frac{1}{A\sqrt{\tau}} \left| \sum_{t=1}^{\tau} \bar{V}^{(t)}_{ij} \right| + \frac{2bc_0^2(\tau - \tau_*)_+}{A\sqrt{\tau}} > \frac{1}{2} \right].
\quad \text{(S15)}
$$

Since $A = 32c_0\sqrt{\log(dT)}$, for $\tau \in \mathcal{T}$, and using (15) we see that $\max_{\tau \in \mathcal{T}} \frac{2bc_0^2(\tau - \tau_*)_+}{A\sqrt{\tau}} \leq 1/4$. Hence

$$
\mathbb{P}\left[ \max_{\tau \in \mathcal{T}} 2\lambda_{\tau}^{-1}\|G^{1}_{\tau}\|_{\infty} > 1 \right] 
\leq \sum_{\tau \in \mathcal{T}} \sum_{i,j} \mathbb{P}\left[ \left| \sum_{t=1}^{\tau} \bar{V}^{(t)}_{ij} \right| > \frac{A\sqrt{\tau}}{4} \right],
\quad \text{(S16)}
$$

$$
\leq 2 \sum_{\tau \in \mathcal{T}} \sum_{i,j} \exp\left( -\frac{A^2}{8^3c_0^2} \right) \leq \frac{2}{d},
$$

where the second inequality uses Hoeffding’s inequality. \(\square\)
Remark 1. The \( \log(dT) \) term that appears in the convergence rate of Theorem 1 follows from the union bound and the exponential bound used in (S15), and (S16) respectively. Alternatively, it is easy to see that one could also write

\[
\Pr \left[ \max_{\tau \in \mathcal{T}} 2\lambda_{\tau}^{-1} \|G_{\tau}^{1}\|_{\infty} > 1 \right] \leq \sum_{i,j} \Pr \left[ \max_{\tau \in \mathcal{T}} \left| \frac{1}{\sqrt{T}} \sum_{t=1}^{\tau} \tilde{V}_{ij}^{(t)} \right| > \frac{A}{4} \right].
\]

Hence whether one can remove the \( \log(T) \) term hinges on the existence of an exponential bound for the term \( \max_{\tau \in \mathcal{T}} \left| \tau^{-1/2} \sum_{t=1}^{\tau} \tilde{V}_{ij}^{(t)} \right| \). Unfortunately we are not aware of any such result in the literature. The closest results available deal with the unweighted sums: \( \max_{\tau \in \mathcal{T}} \left| \sum_{t=1}^{\tau} \tilde{V}_{ij}^{(t)} \right| \) (see for instance Pinelis (2006) for some of the best bounds available).

Lemma 4. Assume \( H1 \) and \( H2 \). Let \( \lambda_{1,\tau} \) and \( \lambda_{2,\tau} \) as in Equation (8), and let the search domain \( \mathcal{T} \) be such that Equations (15)-(16) hold. Take \( c_1 = 64c_0s_1 \) and \( c_2 = 64c_0s_2 \) and

\[
r_1(x) = \frac{\rho_1 x^2}{2 + 4c_0s_1^{1/2} x}, \quad \text{and} \quad r_2(x) = \frac{\rho_2 x^2}{2 + 4c_0s_2^{1/2} x}, \quad x \geq 0.
\]

Then the event \( \bigcap_{\tau \in \mathcal{T}} \left[ \mathcal{E}_{\tau}^{1} (\lambda_{1,\tau}, r_1, c_1) \cap \mathcal{E}_{\tau}^{2} (\lambda_{2,\tau}, r_2, c_2) \right] \) holds with probability at least \( 1 - \frac{\delta}{d} \).

Proof. We have seen in Lemma 3 that with \( \lambda_{1,\tau} \) and \( \lambda_{2,\tau} \) as in equation (8), the event \( \bigcap_{\tau \in \mathcal{T}} \left[ \{ \|G_{\tau}^{1}\|_{\infty} \leq \lambda_{1,\tau}/2 \} \cap \{ \|G_{\tau}^{1}\|_{\infty} \leq \lambda_{2,\tau}/2 \} \right] \) holds with probability at least \( 1 - 2/d \). We have

\[
\mathcal{L}_1(\tau, \theta) \overset{\text{def}}{=} \frac{1}{T} \sum_{t=1}^{\tau} \left[ \phi(\theta, X^{(t)}) - \phi(\theta^{(1)}_*, X^{(t)}) - \langle \nabla \phi(\theta^{(1)}_*, X^{(t)}), \theta - \theta^{(1)}_* \rangle \right].
\]

(S13) then implies that for all \( \tau \in \mathcal{T} \), and \( \theta - \theta^{(1)}_* \in \mathcal{C}_1 \),

\[
\mathcal{L}_1(\tau, \theta) \leq \frac{\tau}{T} \frac{4c_0^2}{2} \| \theta - \theta^{(1)}_* \|_1^2 \leq \frac{\tau}{T} \frac{64c_0^2s_1}{2} \| \theta - \theta^{(1)}_* \|_2^2.
\]

A similar bound holds for \( j = 2 \). Hence \( \bigcap_{\tau \in \mathcal{T}} \bigcup_{j=1}^{2} \left\{ \sup_{\theta \neq \theta^{(j)}_*, \theta - \theta^{(j)}_* \in \mathcal{C}_j} \| \mathcal{L}_j(\tau, \theta) \|_2 \leq \frac{\tau c_0^2}{2} \right\} \) holds with probability one.

Using (S14), we have

\[
\mathcal{L}_1(\tau, \theta) \geq \frac{\tau}{T} \frac{1}{2 + 4c_0s_1^{1/2}} \| \theta - \theta^{(1)}_* \|_2^2
\]

\[
\times \left[ \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \text{Var}_{\theta^{(1)}_j} \left( \sum_{k=1}^{p} B_{kj}(X^{(t)}_j, X^{(t)}_k) \left( \theta_{kj} - \theta^{(1)}_{kj} \right) | X^{(t)}_j \right) \right]. \quad (S17)
\]
We will now show that for all $\tau \in \mathcal{T}$, and all $\theta - \theta_*^{(1)} \in \mathbb{C}_1$, with probability at least $1 - 2/d$, we have

$$\frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \text{Var}_{\theta_*^{(1)}} \left( \sum_{k=1}^{p} B_{kj}(X_j^{(t)}, X_k^{(t)}) \left( \theta_{kj} - \theta_*^{(1)} \right) | X_{-j}^{(t)} \right) \geq \rho_1 \| \theta - \theta_*^{(1)} \|^2_2.$$ 

Given (S17), this assertion will implies that $\mathcal{L}_1(\tau, \theta) \geq \frac{\tau}{\tau} r_1(\| \theta - \theta_*^{(1)} \|_2)$ for all $\theta - \theta_*^{(1)} \in \mathbb{C}_1$ with probability at least $1 - 2/d$, where $r_1(x) = \rho_1 x^2/(2 + 4c_0 s_1^{1/2} x)$. The lemma will then follow easily.

For $\Delta \in \mathcal{M}_p$, we define

$$\mathcal{V}_1^1(\tau, \Delta) \equiv \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \text{Var}_{\theta_*^{(1)}} \left( \sum_{k=1}^{p} B_{kj}(X_j^{(t)}, X_k^{(t)}) \Delta_{kj} | X_{-j}^{(t)} \right),$$

and

$$W_{jkk'}^{(t)} \equiv \text{Cov}_{\theta_*^{(1)}} \left( B(X_j^{(t)}, X_k^{(t)}), B(X_j^{(t)}, X_k^{(t)}) | X_{-j}^{(t)} \right) - \mathbb{E} \left[ \text{Cov}_{\theta_*^{(1)}} \left( B(X_j^{(t)}, X_k^{(t)}), B(X_j^{(t)}, X_k^{(t)}) | X_{-j}^{(t)} \right) \right].$$

Then for $\Delta \in \mathbb{C}_1 \setminus \{0\}$,

$$\mathcal{V}_1^1(\tau, \Delta) = \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{jk'}^{\tau} \mathbb{E} \left[ \text{Cov}_{\theta_*^{(1)}} \left( B(X_j^{(t)}, X_k^{(t)}), B(X_j^{(t)}, X_k^{(t)}) | X_{-j}^{(t)} \right) \right] + \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{jk'}^{\tau} W_{jkk'}^{(t)},$$

(S18)

Using H1, we deduce that

$$\mathcal{V}_1^1(\tau, \Delta) \geq 2\rho_1 \| \Delta \|_2^2 + \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{jk'}^{\tau} W_{jkk'}^{(t)}$$

$$+ \frac{(\tau - \tau_*)}{\tau} \sum_{j=1}^{p} \mathbb{E}_{\theta_*^{(1)}} \left[ \text{Var}_{\theta_*^{(1)}} \left( \sum_{k=1}^{p} \Delta_{jk} B_{ik}(X_j, X_k) | X_{-j} \right) \right]$$

$$- \frac{(\tau - \tau_*)}{\tau} \sum_{j=1}^{p} \mathbb{E}_{\theta_*^{(1)}} \left[ \text{Var}_{\theta_*^{(1)}} \left( \sum_{k=1}^{p} \Delta_{jk} B_{ik}(X_j, X_k) | X_{-j} \right) \right].$$

(S19)
By the comparison Lemma 5

\[
\left| \mathbb{E}_{\theta^{(2)}} \left[ \text{Var}_{\theta^{(1)}} \left( \sum_{k=1}^{p} \Delta_{jk} B_{ik}(X_j, X_k | X_{-j}) \right) \right] - \mathbb{E}_{\theta^{(1)}} \left[ \text{Var}_{\theta^{(1)}} \left( \sum_{k=1}^{p} \Delta_{jk} B_{ik}(X_j, X_k | X_{-j}) \right) \right] \right| \\
\leq c_0^3 \left( \sum_{k=1}^{p} |\Delta_{jk}| \right)^2 \sum_{k=1}^{p} |\theta^{(1)}_{\star jk} - \theta^{(2)}_{\star jk}| \leq c_0^3 b \left( \sum_{k=1}^{p} |\Delta_{jk}| \right)^2, 
\]

which implies that

\[
V_1(\tau, \Delta) \geq \left( 2\rho_1 - \frac{64}{\tau} (\tau - \tau_*) \right) \|\Delta\|_2^2 + \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{j k'} W_{j k k'}^{(t)}. 
\]

Given that on \( T_+ \), \( 128(\tau - \tau_*)s_1 c_0^3 b \leq \rho_1 \tau \), it follows that for all \( \tau \in T \),

\[
V_1(\tau, \Delta) \geq \frac{3}{2} \rho_1 \|\Delta\|_2^2 + \frac{1}{\tau} \sum_{t=1}^{\tau} \sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{j k'} W_{j k k'}^{(t)} \quad \text{(S20)}
\]

Set \( Z_{j k k'}^{(\tau)} \defeq \frac{1}{\tau} \sum_{t=1}^{\tau} W_{j k k'}^{(t)} \). We conclude from equation (S20) that if for some \( \Delta \in \mathbb{C}_1 \setminus \{0\} \), and for some \( \tau \in T \),

\[
V_1(\tau, \Delta) \leq \rho_1 \|\Delta\|_2^2 \quad \text{(S21)}
\]

then

\[
\sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{j k'} Z_{j k k'}^{(\tau)} \leq -\frac{\rho_1}{2} \|\Delta\|_2^2.
\]

But on the other hand, using the fact that \( \Delta \in \mathbb{C}_1 \),

\[
\sum_{j=1}^{p} \sum_{k,k'=1}^{p} \Delta_{jk} \Delta_{j k'} Z_{j k k'}^{(\tau)} \geq - \left( \sup_{j,k,k'} |Z_{j k k'}^{(\tau)}| \right) \left( \sum_{i=1}^{p} \sum_{k=1}^{p} |\Delta_{ik}| \right)^2 \\
\geq - \left( \sup_{j,k,k'} |Z_{j k k'}^{(\tau)}| \right) 4 \|\Delta\|_1^2 \\
\geq -64 s_1 \left( \sup_{j,k,k'} |Z_{j k k'}^{(\tau)}| \right) \|\Delta\|_2^2.
\]

Therefore if there exists a non-zero \( \Delta \in \mathbb{C}_1 \) and \( \tau \in T \) such that equation (S21) holds then \( \left( \sup_{j,k,k'} |Z_{j k k'}^{(\tau)}| \right) \geq (\rho_1/s_1)(1/128) \). But by Hoeffding’s inequality and a
union-sum bound,
\[ P \left[ \sup_{j,k,k'} |Z_{j,k,k'}^{(\tau)}| \geq \frac{p_1}{128s_1} \right] \leq 2 \exp \left( 3 \log p - \frac{\tau p_1^2}{2^9 c_0^2 \rho_1^2} \right) \leq \frac{2}{p}, \]
since for $\tau \in T$, $\tau \geq 2^{11} c_0^2 \rho_1^{-2} \log p$. \hfill \Box

**Lemma 5.** Let $(Y, A, \nu)$ be a measure space where $\nu$ is a finite measure. Let $g_1, g_2, f_1, f_2 : Y \to \mathbb{R}$ be bounded measurable functions. Set $Z_{g_i} \overset{\text{def}}{=} \int_Y e^{g_i(y)} \nu(dy)$, $i \in \{1, 2\}$. Then
\[
\left| \frac{1}{Z_{g_1}} \int f_1(y) e^{g_1(y)} \nu(dy) - \frac{1}{Z_{g_2}} \int f_2(y) e^{g_2(y)} \nu(dy) \right|
\leq \|f_2 - f_1\|_\infty + \frac{1}{2} \text{osc}(g_2 - g_1) (\text{osc}(f_1) + \text{osc}(f_2)),
\]
where $\|f\|_\infty = \sup_{x \in Y} |f(x)|$, and $\text{osc}(f) \overset{\text{def}}{=} \sup_{x,y \in Y} |f(x) - f(y)|$ is the oscillation of $f$.

**Proof.** The proof follows from Atchadé (2014) Lemma 3.4.

**S3. Different Methods of Missing Data Imputation for the Real Data Application**

In the main paper we replaced the missing votes by the value (yes/no) of that member’s party majority position on that particular vote. Here we employed two other missing data imputation techniques viz. (i) replacing all missing values by the value (yes/no) representing the winning majority on that bill and (ii) replacing the missing value of a Senator by the value that the majority of the opposite party voted on that particular bill. The estimated change-point obtained following these two imputation methods are not much different. The imputation technique (i) results in an estimated change-point at January 19, 1995 and the technique (ii) yields estimated change-point at January 17, 1995 respectively. The change-point estimate we obtained in the main paper was January 17, 1995. Clearly there is not much difference between the different imputation techniques and Fig. S1 also conveys the same message.
Fig. S1: Estimated Change-points via imputation technique (i) and (ii) respectively
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