Building a discriminatively ordered subspace on the generating matrix to classify high-dimensional spectral data
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Abstract

Soft independent modelling of class analogy (SIMCA) is a widely-used subspace method for spectral data classification. However, since the class subspaces are built independently in SIMCA, the discriminative between-class information is neglected. An appealing remedy is to first project the original data to a more discriminative subspace. For this, generalised difference subspace (GDS) that explores the information between class subspaces in the generating matrix can be a strong candidate. However, due to the difference between a class subspace (of infinite scale) and a class (of finite scale), the eigenvectors selected by GDS may not also be discriminative for classifying samples of classes. Therefore in this paper, we propose a discriminatively ordered subspace (DOS): different from GDS, our DOS selects the eigenvectors with high discriminative ability between classes rather than between class subspaces. The experiments on three real spectral datasets demonstrate
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that applying DOS before SIMCA outperforms its counterparts.
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1. Introduction

High-dimensional spectral data, such as near infrared (NIR) spectroscopic data and mass spectrometry (MS) data, are widely used in a variety of fields, for example chemometrics, bioinformatics and hyperspectral image analysis. In the analysis of spectral data, classification is an omnipresent task [4, 10, 2, 9, 7, 13], which enables us to distinguish different species, identify the geographical origins of the products, or predict molecular substructure, to name a few.

Figure 1: Spectra of meat samples from two classes: chicken and turkey.

Figure 1 shows an example for NIR spectroscopic data of two classes, the chicken meat samples and the turkey meat samples. Each curve depicts the spectrum of a sample, which is usually represented by a high-dimensional
feature vector. A classification task is to classify the spectra of new samples into the two classes based on the information provided by some labelled training spectra. In this paper, we focus on two-class classification. Based on the two-class classification results, multi-class classification can be readily obtained by using the one-vs-one or one-vs-all strategy [3].

Soft independent modelling of class analogy (SIMCA) [12] is a subspace-based classification method that is widely used in the two-class classification of high-dimensional spectral data in chemometrics [4, 10, 2]. When SIMCA is used for two-class classification, firstly two class subspaces are built for the two classes separately through using principal component analysis (PCA). Then an $F$-test, which tests whether the residual standard deviation of a new sample from the subspace of a class is statistically significantly different from the residual standard deviation of the training set of that class, is used to determine the class membership of the new sample. The PC-subspace is considered as a good class model for high-dimensional data because it extracts the most variable information in the data to few PCs and gets rid of a large amount of redundant information in the original feature dimensions.

SIMCA is originally designed for both outlier detection and classification. In this paper, we treat SIMCA as a simple classification method that assign a new sample to the class with the smallest $F$-value as suggested in [8].

In spite of its wide use, SIMCA suffers from the problem that the class subspaces are built independently without considering between-class information. Therefore the $F$-value calculated independently for each class may not be discriminative enough to classify a new sample.
Figure 2: (a) Two classes of samples are mixed together in the original 3-dimensional feature space. (b) The same groups of samples can be well separated when they are projected to a discriminative 2-dimensional subspace.

An appealing solution to this problem is to find a more discriminative subspace than the original feature space and project the data to this subspace before applying SIMCA. The projections of the samples to this discriminative subspace are expected to be more separated and can be more easily classified than those in the original feature space, as illustrated in Figure 2. Also, as the new subspace contains more discriminative information for classification, the $F$-value calculated in this subspace is expected to be more discriminative. It is therefore the objective of our work in this paper to find such a discriminative subspace.

Recently, Fukui and Maki [6] propose the generalised difference subspace (GDS) projection as a preprocessing method to improve a popular subspace-based classifier called mutual subspace method (MSM) in image set-based object recognition. GDS aims to tackle an issue of MSM: the class subspaces are independently generated by PCA in a class-by-class manner, and thus
may not be strongly discriminative for classification. This issue is actually the same as that of SIMCA. Hence, we believe the GDS projection can also be utilised as a preprocessing method for SIMCA to improve its classification performance.

GDS is a subspace containing the information about difference between class subspaces, and thus is supposed to be more discriminative than the original feature space. GDS is generated on the basis of a generating matrix $G_D$, which is calculated as the sum of the projection matrices of the two class subspaces and can provide between-class information. Fukui and Maki [6] show that the eigenvectors of $G_D$ with small eigenvalues contain the information of difference between class subspaces while those with large eigenvalues contain the information about similarity between class subspaces. The GDS projection thus keeps only the last few eigenvectors with small eigenvalues and discards the first few eigenvectors with large eigenvalues, in order to make use of the difference information.

The GDS projection shows superior performance on face recognition and hand shape recognition problems. However, there is a limitation of the GDS. The GDS projection discards the eigenvectors of $G_D$ with large eigenvalues because they contain similarity information between class subspaces and thus are assumed ineffective for classification. This assumption is, however, not always valid due to the conceptual difference between a class subspace (of infinite scale) and a class (of finite scale). For example, two separable classes may span the same subspace. More technically, this assumption defines similarity information by using the eigenvector directions only, without considering the distribution of the projected samples in these directions. If the projected
samples of different classes in the directions of similarity (i.e. the directions with large eigenvalues of $G_D$) are still class separable, then these directions can also be discriminative in separating classes (although not discriminative in separating class subspaces), and thus discarding them can be harmful for classification of samples.

Figure 3: An illustrative example of the difference between a class subspace (of infinite scale) and a class (of finite scale).

To illustrate the difference between a class subspace and a class, we show an intuitive example in Figure 3. The infinite scale subspace of class 1, $\mathcal{L}_1$, is spanned by $v_1$ and $v_2$, and the infinite scale subspace of class 2, $\mathcal{L}_2$, is spanned by $v_1$ and $v_3$. The samples of the two classes lie in the two ellipses with finite scales in $\mathcal{L}_1$ and $\mathcal{L}_2$, respectively. It is obvious that $v_1$ is the intersection of $\mathcal{L}_1$ and $\mathcal{L}_2$, which represents the same direction, i.e. the similarity information, between class subspaces. The GDS projection
discards $v_1$ because it is the eigenvector of $G_D$ with the largest eigenvalue and contains similarity information between class subspaces. However, the samples of the two classes are class separable on the direction of $v_1$, which suggests that $v_1$ contains discriminative information between classes. (We shall demonstrate another motivating example for this issue in Section 2.3.1 using a real spectral dataset.)

Moreover, here we illustrate that discarding the eigenvectors of $G_D$ with large eigenvalues can be harmful for classification using three real spectral datasets: meat, Phenyl and fat. In Figure 4, we plot the classification accuracies of SIMCA and the GDS-preprocessed SIMCA on the three datasets. We can clearly observe that a preprocessing step of SIMCA by GDS does not necessarily benefit the classification performance of SIMCA; it actually has an negative effect (lowering classification accuracy) on SIMCA for the Phenyl dataset and the fat dataset. Detailed discussion on this will be provided in Section 3.

To make use of the between-class information in $G_D$ and to overcome
the above limitation of the GDS projection, we propose a discriminatively ordered subspace (DOS): our DOS is spanned by the most discriminative eigenvectors of $G_D$ instead of the eigenvectors with small eigenvalues and extracts the most discriminative information from the data. That is, we sort the eigenvectors in terms of their discriminative ability and select the top-ranked eigenvectors with high discriminative abilities to generate the DOS projection. This discriminatively ordering procedure during the generation of the subspace is where the term ‘discriminatively ordered’ was from in DOS. As our objective is to develop DOS to tackle the issue of SIMCA, the discriminative ability of an eigenvector is measured by the classification accuracy of SIMCA on the samples projected to this eigenvector. The higher the classification accuracy, the higher the discriminative ability. We choose this filter-type of eigenvector selection scheme for high-dimensional spectral data, taking into consideration its simplicity and efficiency, as well as the uncorrelatedness and orthogonality of the candidate eigenvectors. The effectiveness of the DOS-preprocessed SIMCA will be demonstrated in Section 3.

The rest of this paper is organised as follows. In Section 2, a discussion of the GDS projection and a detailed description of the DOS projection are provided. In Section 3, GDS and DOS are compared for the improvement of classification performance of SIMCA on real spectral datasets. Section 4 presents some concluding remarks.
2. Methodology

2.1. SIMCA

In the training phase of SIMCA, suppose $X_k \in \mathbb{R}^{N_k \times p}$ is the training set of class $k$ ($k = 1, 2$), in which there are $N_k$ training instances and each instance is represented by a $p$-dimensional data vector (i.e. in the original $p$-dimensional feature space). To build the principal component (PC) subspace for each class, we apply eigendecomposition to the covariance matrix of the $k$th class:

$$
\text{Cov}(X_k) = \frac{1}{N_k - 1} (X_k^c)^T X_k^c = U_k \Sigma U_k^{-1},
$$

where $X_k^c$ is the column-centred $X_k$; the columns of $U_k \in \mathbb{R}^{p \times q_k}$ denote the normalised eigenvectors, and $\Sigma$ is a diagonal matrix with eigenvalues $\{\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{q_k}\}$. We select the first $r_k$ ($r_k \leq q_k$) columns of $U_k$ as the basis vectors $W_k$ that spans the $k$th class subspace $P_k$, which is $r_k$-dimensional.

It follows that the projection matrix $P_k \in \mathbb{R}^{p \times p}$ of $P_k$ can be written as

$$
P_k = W_k W_k^T.
$$

In the test phase, a new sample $x_{\text{new}}$ is assigned based on the following two residuals. First, the residual of the $k$th class in the training set:

$$
E_k = X_k^c - X_k^c P_k.
$$
Second, the residual of $\mathbf{x}_{\text{new}}$ when it is projected to the $k$th class subspace:

$$e_{k, \text{new}} = \mathbf{x}_{\text{new}}^c - \mathbf{x}_{\text{new}}^c \mathbf{P}_k,$$  (4)

where $\mathbf{x}_{\text{new}}^c$ is centred by the mean vector of $\mathbf{X}_k$. Then $\mathbf{x}_{\text{new}}$ is assigned to the class with the smallest $F$-value [8], where the $F$-value is defined as

$$F = \frac{\|e_{k, \text{new}}\|_2^2}{\|\mathbf{E}_k\|_2^2/(N_k - r_k - 1)},$$  (5)

in which $\| \cdot \|$ denotes the Frobenius norm.

### 2.2. Generalised difference subspace

Since the class subspaces in SIMCA are built independently, the between-class information is not considered by SIMCA and thus the classification performance is limited. To improve the performance of SIMCA, we aim to find a subspace more discriminative than the original feature space. Applying SIMCA to the projections of the samples in this discriminative subspace is expected to have better performance because the samples are expected to be more separated in this subspace. The process of seeking and projecting to such a discriminative subspace can be treated as a preprocessing step of SIMCA.

Mutual subspace method (MSM) is a commonly used subspace-based method for image set-based object classification, which has a similar problem as SIMCA: MSM builds the class subspace by using PCA for each class separately. The generated class subspace of an image set of an unknown object is compared with the known class subspaces of reference objects and
classified to the class with the smallest canonical angle.

When the image set of an unknown object contains only one image, the image is represented by a feature vector and the canonical angles are calculated between the vector and the class subspaces. In this case, MSM is reduced to the commonly-used subspace method (SM) in image classification. The only difference between SM and SIMCA is the criterion for assigning new samples: SM assigns the new sample to the class with the smallest canonical angle between the sample and the class subspace, while SIMCA assigns the new sample to the class with the smallest $F$-value calculated in (5).

MSM suffers from the problem that the class subspaces generated by PCA may not be sufficiently discriminative for classification. Hence recently Fukui and Maki [6] propose to project the data onto a generalised difference subspace (GDS) as a preprocessing step of MSM, so as to improve the classification performance of MSM. GDS contains difference information between two class subspaces and is more discriminative to separate the two class subspaces than the original feature space. Thus the projections of the samples to GDS are expected to be more separated and can be better classified. Since SIMCA and MSM suffer from similar problems, we believe the GDS projection can also be used as a preprocessing method of SIMCA to improve the classification performance of the latter.

2.2.1. GDS

The GDS projection is proposed on the basis of the properties of the difference subspace (DS) of two class subspaces. The DS, denoted by $\mathcal{D}$, is
calculated by using the sum matrix $G_D \in \mathbb{R}^{p \times p}$, which is defined as

$$G_D = \sum_{k=1}^{K} P_k,$$ (6)

where $K = 2$. Applying eigendecomposition to $G_D$, we obtain

$$G_D = V_D \Lambda_D V_D^T,$$ (7)

where the columns in $V_D = [v_1, v_2, \ldots, v_{r_D}] \in \mathbb{R}^{p \times r_D}$ are the normalised eigenvectors of $G_D$, and $\Lambda_D$ denotes the diagonal matrix with corresponding eigenvalues $\{\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{r_D}\}$ in descending order, where $r_D = \text{rank}(G_D)$.

The DS is defined as the subspace spanned by the eigenvectors $v_i$ in $V_D$ with corresponding eigenvalues $\lambda_i$ less than one. As shown by Fukui and Maki [6], these eigenvectors are proportional to the difference between the canonical vector pairs of the two class subspaces, and hence they contain the difference information between the two class subspaces.

In addition to DS, Fukui and Maki [6] also define the principal component subspace (PCS), denoted by $M$, which is spanned by the eigenvectors $v_i$ in $V_D$ with corresponding eigenvalues $\lambda_i$ larger than one. They point out that $M$ contains the similarity information between class subspaces, because the eigenvectors are proportional to the sum of the canonical vector pairs.

Based on the properties of the DS, Fukui and Maki [6] propose the generalised DS (GDS) projection for $K$ ($K \geq 2$) classes. The GDS projection discards the first few eigenvectors of $G_D$ with large eigenvalues and keeps only the last few eigenvectors of $G_D$ with small eigenvalues. In this way, the
GDS spanned by the last few eigenvectors contains difference information between class subspaces. The projections of the samples onto GDS are expected to be more separated and can be better classified. The dimension of GDS is determined by maximising the mean canonical angles between class subspaces, as suggested in Fukui and Maki [6].

2.2.2. **The generating matrix**

To further investigate the properties of the sum matrix \( G_D \) and the GDS, we introduce the generating matrix proposed in Therrien [11]. The generating matrix is defined as the linear combination of the projection matrices of the two class subspaces [11]. Therrien [11] shows that the generating matrix can be used to find the intersection of the class subspaces.

For two classes, the generating matrix \( G \in \mathbb{R}^{p \times p} \) can be written as

\[
G = \sum_{k=1}^{K} \alpha_k P_k ,
\]

where \( K = 2, \alpha_k \in (0,1), \) and \( \sum_{k=1}^{K} \alpha_k = 1. \) Applying eigendecomposition to \( G \), we can obtain

\[
G = V_G \Lambda_G V_G^T ,
\]

where the columns of \( V_G \in \mathbb{R}^{p \times r_G} \) denote the normalised eigenvectors of \( G \), and \( \Lambda_G \) denotes the diagonal matrix with eigenvalues \( \{ \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{r_G} \} \), where \( r_G = \text{rank}(G) \).

Therrien [11] shows three important properties of \( G \). First, the eigenvalues of \( G \) are in the interval \([0,1]\). Second, the eigenvectors with the corresponding eigenvalues of one span the intersection of the two subspaces.
Third, the eigenvectors with nonzero eigenvalues span the sum subspace of the two classes, and the eigenvectors with eigenvalues of zeros span the complement of this sum subspace.

Since the vectors in $\bigcap_{k=1}^{2} P_k$ are in both $P_1$ and $P_2$, $\bigcap_{k=1}^{2} P_k$ denotes the subspace that contains the most similar directions of the two class subspaces. In other words, the most similar directions of the two class subspaces are extracted by the eigenvectors of $G$ with eigenvalues of one. In contrast, the eigenvectors with eigenvalues of zeros are the complements of the sum subspace which contain information that is irrelevant to the two class subspaces. The larger the eigenvalue, the more similarity information the corresponding eigenvector contains.

The generation of GDS is closely related to the generating matrix: $G_D$ and $G$ are both linear combinations of $P_k$ although with different coefficients. The linear coefficients of $G_D$ are all one, i.e. $\alpha_k = 1 \ \forall \ k$, while those of $G$ are constrained by $\alpha_k \in (0,1)$ and $\sum_{k=1}^{K} \alpha_k = 1$. Although $G_D$ and $G$ are slightly different, we can derive similar properties of $G_D$ as those of $G$ by following the proofs in [11]. First, the eigenvalues of $G_D$ are in the interval $[0,2]$. Second, the eigenvectors with the corresponding eigenvalues of two span the intersection of the two subspaces $\bigcap_{k=1}^{2} P_k$. Third, the eigenvectors with the corresponding eigenvalues that are nonzero span the sum subspace of the two subspace and those with zero eigenvalues span the complement of the sum subspace. Hence, with some abuse of notation, we also call the sum matrix $G_D$ a generating matrix.

The eigenvectors of $G_D$ with eigenvalues in $(1,2]$ span the PCS $M$ which contains similarity information between the two class subspaces. This argu-
ment seems to be consistent with the property of $G_D$, based on the assumption that the eigenvectors closed to the intersection directions contain large amount of similarity information. Since the eigenvectors with eigenvalues of two span the intersections subspace, the eigenvectors with eigenvalues close to two could be close to the intersection directions. On the other hand, the eigenvectors with eigenvalues far from two, i.e. eigenvalues in $[0, 1)$, are far from the intersection directions. Therefore, the GDS projection aims to discard the eigenvectors that are close to the intersection directions, so as to provide a discriminative subspace.

2.3. Discriminatively ordered subspace

The GDS projection is based on the assumption that, because the first few eigenvectors with large eigenvalues close to the intersection directions contain similarity information between the class subspaces, they are not important for classification. However, this assumption is not always true, as a class subspace (of infinite scale) and a class (of finite scale) are different, and hence the ability to discriminate two class subspaces are not necessarily in line with the ability to discriminate samples of two classes. In the extreme case, two separable classes may span the same class subspace. More technically, the similarity information in the GDS assumption only considers the directions, while the scores or the projection values on the directions should also be considered. The eigenvectors of $G_D$ that are close to the intersection directions between the two class subspaces can be discriminative when the scores on these eigenvectors are largely separable between classes. In the following section, we show a motivating real-data example that even the directions in the intersection subspace of the two classes can be discriminative.
2.3.1. Intersection and discriminative ability: a motivating example

The fat dataset contains 193 spectra of finely chopped meat measured at 100 wavelengths, in which 122 samples contain less than 20% fat and 71 samples contain more than 20% fat. Detailed description of this dataset can be found in Section 3.1. We split the dataset into a training set and a test set: 35 samples with fat content less than 20% and 35 samples with fat content more than 20% are randomly sampled into the training set; the rest samples form the test set.

The projection matrix $P_k$ is calculated by using all the 34 available eigenvectors of each class. There are 68 eigenvectors that can be obtained from the eigendecomposition of $G_D$, in which the first seven eigenvectors have eigenvalues of two and the last 34 eigenvectors have eigenvalues less than one. Thus the first seven eigenvectors span the intersection of the two class subspaces and the last 34 eigenvectors span the DS.

Figure 5 shows two scatter plots of the test samples. Figure 5a shows the projections of the test samples onto two intersection directions, and Figure 5b
shows the projections of the test samples onto the first two DS directions.

It is clear that the test samples can be well separated when projected onto the two directions in the intersection subspace, whereas the projections of the test samples onto the two directions of DS show slight separation with a mixture in the central region. In other words, this indicates that the two eigenvectors in the intersection subspace are more discriminative than those in DS. Therefore, it is better to keep the two eigenvectors in the intersection subspace instead of those in the DS.

This counter-example demonstrates that the eigenvectors of $G_D$ in the intersection directions can be discriminative and the assumption in the GDS method is not valid in this case.

2.3.2. Discriminatively ordered subspace

As shown in Section 2.2.2, the eigenvectors of the generating matrix $G_D$ contain between-class information. Thus we are able to select discriminative eigenvectors of $G_D$ to generate a discriminative subspace for better classification. In the GDS projection, the eigenvectors of $G_D$ are sorted by the eigenvalues in descending order, and the last few eigenvectors with small eigenvalues are selected to generate the GDS. However, as we have shown, the eigenvectors with large eigenvalues are possible to be more discriminative than those with small eigenvalues, and discarding the eigenvectors with large eigenvalues that are discriminative may be harmful for classification.

Therefore, instead of using the GDS projection, we aim to select the most discriminative eigenvectors of $G_D$ to generate a discriminative subspace. We propose a discriminatively ordered subspace (DOS), which uses the discriminative ability (rather than eigenvalues) to sort the eigenvectors in ascending
order and select the last few eigenvectors with high discriminative ability to generate the discriminative subspace. In our case for improving SIMCA, the discriminative ability of an eigenvector is measured by the classification accuracy of SIMCA on the samples projected to this eigenvector. For each eigenvector, if the projections of the samples of the two classes are more separated, then the classification accuracy of SIMCA will be high. This simple eigenvector-by-eigenvector selection scheme is appropriate for high-dimensional spectral data, given that the candidate eigenvectors are uncorrelated. In the end we choose a set of eigenvectors with high discriminative abilities to span a subspace that can make the samples of the two classes more separated and improve the performance of SIMCA.

Specifically, given the generating matrix $G_D$ in (6) and its eigendecomposition in (7), the eigenvectors $v_i$ ($i = 1, \ldots, r_D$) are sorted using their discriminative abilities $d_i$, which are calculated using leave-one-out cross-validation (LOOCV) on the training set as follows.

The training set is denoted as $X_{train}^T = [X_1^T, X_2^T] = [x_1^T, \ldots, x_{N_1+N_2}^T] \in \mathbb{R}^{p \times (N_1+N_2)}$, where $X_1^T = [x_1^T, \ldots, x_{N_1}^T] \in \mathbb{R}^{p \times N_1}$ and $X_2^T = [x_{N_1+1}^T, \ldots, x_{N_1+N_2}^T] \in \mathbb{R}^{p \times N_2}$ are the training sets for the two classes and $x_m \in \mathbb{R}^{1 \times p}$ is the $m$th ($m = 1, \ldots, N_1 + N_2$) training sample.

Firstly, we project all the training samples in $X_{train}$ to each eigenvector $v_i \in \mathbb{R}^{p \times 1}$ and obtain the projections $\hat{X}_{train,i} = X_{train}v_i \in \mathbb{R}^{(N_1+N_2) \times 1}$. For the $m$th validation, the $m$th projection, $\hat{x}_{m,i} = x_m v_i \in \mathbb{R}^{1 \times 1}$, is used as the validation sample and the rest projections are used as the training samples.

Secondly, we apply SIMCA to each validation by setting the dimensions of the two class subspaces to zeros, i.e. $r_1 = r_2 = 0$. Based on (3), (4),
and (5), we observe that the $F$-value is dependent on the distance from the projected validation sample to the projected class centre. We assign the validation sample to the class with the smallest $F$-value.

Thirdly, for each eigenvector $\mathbf{v}_i$, we obtain $N_1 + N_2$ predictions from LOOCV. The classification accuracy $d_i$ is calculated as

$$d_i = \frac{N_c}{N_1 + N_2},$$

where $N_c$ is the number of correctly classified test samples.

Fourthly, after obtaining $d'_i$'s for $i = 1, \ldots, r_D$, we sort the eigenvectors $\mathbf{v}'_i$'s in ascending order of $d'_i$'s and obtain the matrix of the sorted eigenvectors $\mathbf{V}_{\text{sort}} = [\mathbf{v}^{(1)}, \mathbf{v}^{(2)}, \ldots, \mathbf{v}^{(r_D)}]$, where the discriminative ability $d^{(1)} < d^{(2)} < \cdots < d^{(r_D)}$. The last few eigenvectors in $\mathbf{V}_{\text{sort}}$ are selected to span the discriminative subspace $\mathcal{D}_s$, which we term discriminatively sorted subspace (DOS).

Finally, we project the samples to DOS and apply SIMCA to the projections of the samples. The dimension of $\mathcal{D}_s$ and the dimensions of the two class subspaces in $\mathcal{D}_s$ can be tuned by cross-validation through minimising the classification error of the training set.

3. Experiments

In the following experiments, we compare the performances of the original SIMCA without preprocessing, the SIMCA preprocessed by the linear discriminative analysis (LDA) projection, the SIMCA preprocessed by the GDS projection, and the SIMCA preprocessed by the DOS projection. The LDA-preprocessed SIMCA is also compared since LDA is a commonly used
method to find a discriminative subspace. Three real datasets are used in the experiments: the fat dataset, the meat dataset, and the Phenyl dataset. In the illustrations presented in this section, the DOS-preprocessed SIMCA is denoted by ‘DOS’, the GDS-preprocessed SIMCA is denoted by ‘GDS’, the LDA-preprocessed SIMCA is denoted by ‘LDA’ and the original SIMCA is denoted by ‘SIMCA’.

3.1. Datasets

3.1.1. The meat dataset

The meat dataset [1] contains beef, pork, lamb, chicken and turkey meat samples measured at 1051 wavelengths. Only the 55 chicken and 54 turkey samples in the dataset are used in our experiments since the two groups are difficult to classify. The first 350 wavelengths in the meat dataset are used because the experiments in Arnalds et al. [1] suggest that the first 350 wavelengths ranging from 400 to 1100 nm perform the best. The spectra of the meat dataset are illustrated in Figure 6.

During the training-test split, the total of 55 chicken samples and 54
turkey samples are randomly partitioned into a training set (27 chicken samples and 27 turkey samples) and a test set (28 chicken samples and 27 turkey samples).

3.1.2. The Phenyl dataset

The Phenyl dataset is provided in the R package, ‘chemometrics’. The dataset consists of 600 mass spectra of chemical components, with 300 compounds contain the phenyl substructure and 300 compounds do not contain the substructure. Each spectrum contains 658 mass spectral features. Since a plot of the spectra of all samples is confusing, we only show the spectra of two instances in the Phenyl dataset, one for each class, in Figure 7.

We randomly select 100 samples from the Phenyl dataset for our experiments, with 50 contain the phenyl substructure and 50 do not contain the structure. These 100 instances are randomly partitioned into two equal subsets: a training set containing 50 samples (25 contain the phenyl substructure and 25 do not contain the substructure), and a test set containing 50 samples (25 contain the phenyl substructure and 25 do not contain the substructure).

Figure 7: The spectra of the two classes in the Phenyl dataset.
3.1.3. The fat dataset

Figure 8: The spectra of two classes in the fat content dataset.

The fat content dataset [5] contains 193 spectra of finely chopped meat measured at 100 wavelengths, in which 122 meat samples contain less than 20% fat and 71 samples contain larger than 20% fat. The spectra of the data of the two classes are shown in Figure 8.

For this dataset, 100 samples are selected as a training set (50 samples with the fat content less than 20% and 50 samples with the fat content larger than 20%) and the remaining samples are selected as a test set.

3.2. Experiment settings

The performances of the original SIMCA, the LDA-preprocessed SIMCA, the GDS-preprocessed SIMCA, and the DOS-preprocessed SIMCA are compared.

In SIMCA, the dimensions of the two class subspaces are tuned by 10-fold cross-validation. Before applying LDA, the high-dimensional spectral data are projected to the PC subspace of all available PCs. Then in LDA-preprocessed SIMCA, the dimensions of the two class subspaces are set to
zeros because only one discriminative direction can be found for two classes by LDA and this direction should be used for classification. In GDS and DOS, all the available PCs of each class subspace are used to obtain the generating matrix $G_D$. In GDS, the dimension of GDS and the dimensions of the two class subspaces are also tuned by 10-fold cross-validation. The dimensions are chosen to minimise the classification error. In DOS, the discriminative order of the eigenvectors of $G_D$ is determined by using the training set. Leave-one-out cross-validation (LOOCV) is used to obtain the classification accuracy of each eigenvector. The dimension of $\mathcal{D}_s$ and the dimensions of the two class subspaces are also tuned by 10-fold cross-validation. The dimensions are chosen to minimise the classification error, same as those for SIMCA and GDS.

All the experiments are repeated 100 times and the classification accuracies of all the experiments are recorded and depicted in boxplots.

3.3. Results

3.3.1. The meat dataset

![Boxplot of classification accuracies for SIMCA, LDA, GDS, and DOS.](image)

(a) Classification accuracies.

![Plot of discriminative abilities for eigenvectors of the generating matrix $G_D$.](image)

(b) Discriminative abilities.

Figure 9: For the meat dataset: (a) classification accuracies of SIMCA, LDA, GDS and DOS; (b) discriminative abilities of the eigenvectors of the generating matrix $G_D$. 
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Figure 9a shows the boxplots of the classification accuracies of the four methods for the meat dataset, from which we can observe that LDA performs similar to SIMCA while GDS and DOS both perform better than SIMCA.

Figure 9b shows the discriminative abilities of the eigenvectors of the generating matrix $G_D$ versus the descending order of eigenvalues, which explains the good performance of GDS. That is, in Figure 9b, the horizontal axis shows the eigenvectors of $G_D$ with eigenvalues in descending order and the vertical axis shows the corresponding average classification accuracies of SIMCA using the projected samples onto each of the eigenvectors. Since the first few eigenvectors of $G_D$ do not have high discriminative abilities, discarding them, as done by GDS, can benefit classification, and thus GDS can provide good classification results.

In short, Figure 9 suggests that GDS performs well when the deletion of the first few eigenvectors (in terms of large eigenvalues) is beneficial for classification. In addition, DOS can achieve similarly good classification performance as GDS in this situation, as the first few eigenvectors are also not selected by DOS due to their low discriminative abilities.
3.3.2. The Phenyl dataset

![Graphs showing classification accuracies and discriminative abilities for SIMCA, LDA, GDS, and DOS for the Phenyl dataset.](image)

Figure 10: For the Phenyl dataset: (a) classification accuracies of SIMCA, LDA, GDS and DOS; (b) discriminative abilities of the eigenvectors of the generating matrix $G_D$.

As we have seen in Figure 4, GDS may fail to provide good classification results in the cases of the Phenyl and fat datasets. Now we shall see that DOS may provide good classification results even when GDS fails in these cases.

Figure 10a shows that GDS performs worse than SIMCA, which indicates that the GDS projection is not a good preprocessing method for the Phenyl dataset. LDA performs better than GDS, but worse than SIMCA. In contrast, DOS performs better than GDS and LDA, although only providing similar classification accuracies as SIMCA in this case.

To explain this result, we can check Figure 10b, which shows the discriminative abilities of the eigenvectors of $G_D$ for the Phenyl dataset. On the one hand, we observe that the first few eigenvectors with large eigenvalues have higher discriminative abilities than the remaining ones. Thus deleting the first few eigenvectors is harmful to classification. This explains why GDS cannot provide good classification results. On the other hand, we also ob-
serve that the discriminative abilities of the eigenvectors are ranged from 0.52
to 0.58, which suggests that the discriminative abilities of the eigenvectors
are similar to each other. Since the eigenvectors are similarly important to
classification in this case, it is hard to achieve better classification by selecting
from these eigenvectors. This explains why DOS performs similarly to SIMCA.

In summary, Figure 10 indicates that GDS fails to provide good classification results in the situation where the first few eigenvectors (in terms of large eigenvalues) of $G_D$ are important for classification. DOS can provide better classification results than GDS in this situation. However, the classification results of DOS do not show noticeable improvement compared with those of SIMCA for this dataset, because the eigenvectors of $G_D$ have similar discriminative abilities.

3.3.3. The fat dataset

Figure 11: For the fat dataset: (a) classification accuracies of SIMCA, LDA, GDS and DOS; (b) discriminative abilities of the eigenvectors of the generating matrix $G_D$. 
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Here we shall demonstrate that DOS can achieve better classification accuracies than SIMCA when the discriminative abilities of the eigenvectors of the generating matrix $G_D$ have a large variation. In this situation, DOS can select the most discriminative eigenvectors to make the samples more separate and is a good preprocessing method for classification.

As shown in Figure 11a for the fat dataset, GDS performs worse than SIMCA and LDA, but DOS can achieve better performance than SIMCA and LDA.

Once again, let us use Figure 11b to explain the above results. On the one hand, because the discriminative abilities of the first few eigenvectors are higher than the remaining ones, GDS deletes the first few eigenvectors of $G_D$ that are actually discriminative for classification, leading to a poor performance. On the other hand, Figure 11b shows that the discriminative abilities range from 0.45 to 0.85, which indicate a large difference in discriminative abilities between the eigenvectors. Hence DOS can select the most discriminative eigenvectors of $G_D$ and provide better classification results than SIMCA.

To sum up, Figure 11 suggests that DOS performs well when there is a large difference in the discriminative abilities of the eigenvectors of the generating matrix $G_D$. The good performance of DOS demonstrates that selecting the eigenvectors of $G_D$ by using the discriminative ability instead of using eigenvalues can be effective, when GDS fails to provide improvement in classification.

3.3.4. Summary of experiments

We would like to convey two messages through our experiments.
Firstly, from Figure 9b, Figure 10b and Figure 11b, we can observe that there is no negative correlation between eigenvalues and discriminative abilities of the eigenvectors of the generating matrix $G_D$. The eigenvectors with large eigenvalues, although close to the intersection of two class subspaces, may have high discriminative abilities and can largely benefit classification of the samples of the two classes.

Secondly, from Figure 9a, Figure 10a and Figure 11a, we can observe that DOS can provide superior or at least comparable classification performance to SIMCA, LDA and GDS. The classification results suggest that it is appropriate to use high discriminative ability, instead of using low eigenvalues (or being away from the intersection of class subspaces), to select the eigenvectors of $G_D$ to span a discriminative subspace for classification.

3.4. Discussion

3.4.1. Intersection of two class subspaces and its discriminative ability

In Section 2.3.1, we have shown a motivating example that the intersection of two class subspaces can be discriminative for the fat dataset. In this section, we further investigate the relationship between the intersection and its discriminative ability for all the three datasets.

To check whether an eigenvector $v_i$ is the intersection between class subspaces, we define $||e_1||^2$ and $||e_2||^2$ to measure the Euclidean distances from $v_i$ to its projections in the two class subspaces, respectively. When $v_i$ is in both class subspaces, it is the intersection of the two class subspaces. To be more specific, the Euclidean distances from $v_i$ to its projections in the two class subspaces are zeros when $v_i$ is the intersection. The larger the Euclidean distances, the farther $v_i$ away from the two class subspaces.
Suppose the two class subspaces, $S(P_1)$ and $S(P_2)$, are defined by two projection matrices $P_1 \in \mathbb{R}^{p \times p}$ and $P_2 \in \mathbb{R}^{p \times p}$, respectively. The Euclidean distances from $v_i$ to its projections in the two subspaces can be calculated as

$$||e_1||^2_2 = ||P_1v_i - v_i||^2_2$$

and

$$||e_2||^2_2 = ||P_2v_i - v_i||^2_2,$$

respectively. As $||e_1||^2_2$ and $||e_2||^2_2$ decrease, $v_i$ goes closer to the two class subspaces and to the intersection. If $||e_1||^2_2 = 0$ and $||e_2||^2_2 = 0$, then $v_i$ is the intersection of the two class subspaces, because $v_i$ is in both subspaces, i.e. $P_1v_i = v_i$ and $P_2v_i = v_i$.

In the following part of this section, we discuss the relationship between the subspace intersection and its discriminative ability based on the values of $||e_1||^2_2$, $||e_2||^2_2$, and the corresponding discriminative abilities of the eigenvectors of $G_D$.

![Figure 12](image-url)

Figure 12: For the eigenvectors of $G_D$ of the fat dataset: their distances ($||e_1||^2_2$ and $||e_2||^2_2$) to the two class subspaces, and their discriminative abilities.

As an extension of the motivating example in Section 2.3.1 for the fat
dataset, we present three plots in Figure 12 illustrating the relationship between the intersection of the two class subspaces and its discriminative ability.

Figure 12a and Figure 12b plot $||e_1||_2^2$ and $||e_2||_2^2$ against the descending order of eigenvalues, respectively. More specifically, in Figure 12a and Figure 12b, the horizontal axis lists the eigenvectors of $G_D$ in the order of descending eigenvalues, and the vertical axis shows their values of $||e_1||_2^2$ and $||e_2||_2^2$. Figure 12c depicts the discriminative abilities of the eigenvectors, which is the same as Figure 11b.

We can clearly observe that the first few eigenvectors with the largest eigenvalues span the intersection of the two class subspaces of the fat dataset, because $||e_1||_2^2$ and $||e_2||_2^2$ of these eigenvectors are all zeros. However, we can also find that the corresponding discriminative abilities of these eigenvectors are higher compared with other eigenvectors, as shown in Figure 12c. That is, for the fat dataset, the intersection between the two class subspaces has high discriminative ability.

![Graphs showing distances and discriminative abilities](image)

Figure 13: For the eigenvectors of $G_D$ of the meat dataset: their distances ($||e_1||_2^2$ and $||e_2||_2^2$) to the two class subspaces, and their discriminative abilities.

In contrast to the relationship observed in the fat dataset, here we shall see that the intersection can also have low discriminative ability.
The first eigenvector of the meat dataset is the intersection between the two class subspaces, as shown in Figure 13a and Figure 13b. The discriminative ability of this eigenvector is 0.6, which is low compared with many other eigenvectors. In other words, for the meat dataset, the intersection of the two class subspaces has low discriminative ability.

Figure 14: For the eigenvectors of $G_D$ of the Phenyl dataset: their distances ($||e_1||^2$ and $||e_2||^2$) to the two class subspaces, and their discriminative abilities.

Despite the two datasets discussed above that there exists intersection between class subspaces, now we show another dataset, the Phenyl dataset, that it is also possible that there is no intersection between two class subspaces.

We can observe from Figure 14a and Figure 14b that $||e_1||^2$ and $||e_2||^2$ of the first eigenvector are far from zeros. Thus there seems to be no intersection between the two class subspaces for the Phenyl dataset.

Therefore, we can draw two conclusions based on the observations from Figure 12, Figure 13, and Figure 14. First, the intersection between class subspaces does not always exist in all datasets. Second, even when the intersection exists, there is no definitely negative correlation between the intersection and its discriminative ability; that is, the discriminative ability of the
intersection of two class subspaces is data-dependent, not necessarily low.

The second conclusion above supports our argument that there is difference between a class subspace and a class. The intersection represents the same directions that two class subspaces can take, which can be discarded if we aim to classify two class subspaces. However, the intersection can be discriminative, and thus is important and cannot be simply discarded when we aim to classify the samples of two classes, which is actually the task of classification in practice.

3.4.2. Cross-validation of the dimension of the discriminatively ordered subspace

In the DOS projection, the dimension of DOS $D_s$ is an important parameter we need to tune. In this section, we discuss the effectiveness of using cross-validation to determine it.

Figure 15 plots the effect of the dimension of $D_s$ on the classification accuracy on the test sets of the three real datasets, where the dimension changes...
from one to the total number of eigenvectors in $V_{\text{sort}}$. One hundred experiments of DOS are repeated for each dimension and the mean classification accuracies are plotted.

For the meat dataset, the dimension of $D_s$ determined by 10-fold cross-validation in Section 3.3, which uses the training set only, ranges from 41 to 47 in the repeated experiments. Figure 15a shows a small peak of the mean classification accuracy of the test set around the dimension of 43, which is in line with the dimension determined by the training set-based 10-fold cross-validation.

For the fat dataset, the same effectiveness can be observed: the peak of the mean classification accuracy of the test set is around seven, as shown in Figure 15c, which is roughly consistent with the dimension (which is from two to seven) determined by using 10-fold cross-validation on the training set.

For the Phenyl dataset, Figure 15b does not show an obvious peak, and the mean classification accuracy of the test set seems to increase with the dimension and become stable when the dimension is larger than 41. The dimension determined by 10-fold cross-validation using the training set ranges from 38 to 43, which also conforms with the dimension of 41 in the test set.

In short, Figure 15 implies that the dimension of $D_s$ determined by cross-validation using the training set is roughly consistent with the dimension with the largest mean classification accuracy of the test set. Thus cross-validation is an effective way to determine the dimension of $D_s$ for the DOS projection.
4. Conclusion

SIMCA is a widely-used subspace method for classifying two-class high-dimensional spectral datasets. It suffers from the problem that the class subspaces are built independently without considering between-class information. This problem can be tackled by projecting the data to a subspace more discriminative than the original feature space before applying SIMCA. We have proposed a new method, the DOS projection, to generate such a discriminative subspace, by considering the between-class information and the discriminative ability of each basis vector of the subspace. The experiments on three real-world spectral datasets have demonstrated the effectiveness of the DOS projection.

Recently, subspace-based classification methods have been generalised to multi-view or tensor versions [14, 15, 16]. Inspired by these research, we aim to extend the DOS projection to multi-view or tensor versions in the future.
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