Adaptive adjustment of the number of subsets during iterative image reconstruction

Kris Thielemans, Senior Member, IEEE, Simon Arridge

Abstract A common strategy to speed-up image reconstruction in tomography is to use subsets, i.e. only part of the data is used to compute the update, as for instance in the OSEM algorithm. However, most subset algorithms do not converge or have a limit cycle. Different strategies to solve this problem exist, for instance using relaxation. The conceptually easiest mechanism is to reduce the number of subsets gradually during iterations. However, the optimal point to reduce the number of subsets is usually depends on many factors such as initialisation, the object itself, amount of noise etc.

In this paper, we propose a simple scheme to automatically compute if the number of subsets is too large (or too small) and adjust the size of the data to consider in the next update automatically. The scheme is based on idea of computing two image updates corresponding to different parts of the data. A comparison of these updates then allows to see if the updates were sufficiently consistent or not. We illustrate this idea using 2 different subset algorithms: OSEM and OSSPS.

I. INTRODUCTION

Subset algorithms speed-up the calculations dramatically and are therefore very popular. However, the benefits of using a large number of subsets are usually only present for the initial updates. After a larger number of iterations, the update computed from a subset of the data is not necessarily “optimal”, i.e. does not “point” towards the correct solution. It is well-known that OSEM has a limit cycle, and many “simple” subset algorithms have similar behaviour. Relaxation, i.e. gradually decreasing step-size, can solve this problem [Ahn2003] and can lead to convergent algorithms such as RAMLA and relaxed OSSPS. However, the amount of relaxation to apply is not obvious, and this can lead to slow convergence or have a limit cycle. Different strategies to solve this problem exist, for instance using relaxation. The scheme is based on idea of computing two image updates corresponding to different parts of the data. A comparison of these updates then allows to see if the updates were sufficiently consistent or not. We illustrate this idea using 2 different subset algorithms: OSEM and OSSPS.

II. METHOD

A. Notations:

\[ y : \text{subdivided in } N \text{ subsets } y_s \]
\[ x^c : \text{current image estimate} \]
\[ P_s, P_s': \text{forward projection matrix, matrix for the subset } s \]
\[ S = P_s', 1, S = P_s: 1; \text{sensitivity image (back-projection of data all set to 1)}, \text{and subset sensitivity} \]
\[ x_t = R(x^c; y_s) : \text{image update for a subset of the data} \]
\[ m_{\text{ssr}} = M(x^{\text{new}}, x^{\text{new}}; x^c) : \text{metric comparing two image updates for different subsets} \]
\[ x^{\text{new}} = C(x^{\text{new}}, x^{\text{new}})^{\prime} : \text{combination of 2 image estimates to obtain a new estimate} \]

B. Algorithm for image update and subset size:

A refinement to the basic idea is to avoid wasting computation time by combining the updates from both subsets into one update, as opposed to keeping only one update.

1. Obtain current image estimate \( x^c \)
2. Select 2 subsets that are “orthogonal” in some sense (e.g. views from very different angles)
3. Compute 2 updates and compare them using the metric \( M \)
4. If \( m_{\text{ssr}} \) is lower than a threshold \( t_{\text{min}} \), reduce number of subsets. Otherwise
   a. Compute new image update \( x^{\text{new}} = C(x^{\text{new}}, x^{\text{new}}) \)
   b. If \( m_{\text{ssr}} \) is higher than a threshold \( t_{\text{max}} \), increase number of subsets.
5. Go to step 1

The metric comparing the updates used here is the cosine between the (additive) updates.

\[ M(x^{\text{new}}, x^{\text{new}}; x^c) = \frac{(x^{\text{new}} - x^c)(x^{\text{new}} - x^c)^{\prime}}{|x^{\text{new}} - x^c||x^{\text{new}} - x^c|^\prime|} \]

To combine the 2 updates for OSEM, a logical weighted averaging uses the subset sensitivities:

\[ C(x_s, x_{s'}) = \frac{S_s x_s^{\text{new}} + S_{s'} x_{s'}^{\text{new}}}{S_s + S_{s'}} \]

This update formula means that the combined update of the 2 candidate updates boils down to the regular OSEM update for the larger subset consisting of data in both subsets \( s \) and \( s' \). A similar weighted averaging can be used for OSSPS or any preconceived gradient descent algorithm.
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III. NOTES

The above formulation recomputes the number of subsets after every image update. So, in a sense, the number of subsets is not relevant, but only the “size” of the subset, i.e. how much data each subset contains. This has the advantage that it is no longer required that the number of subsets divides the number of views (or angles).

IV. RESULTS

Our results are based on simulated data using the Shepp-Logan phantom in 2D (120 views). The simulation consisted of line-integral computation with PSF and a small background to represent scatter/randoms. Poisson noise was added after the simulation.

In all reconstructions, we set the threshold $t_{\text{min}} = .5$ and $t_{\text{max}} = .9$. If $t_{\text{min}}$ is reached, we increase subset-size with a factor 1.25, if $t_{\text{max}}$ is reached, we halved the subset-size. These settings will need further testing.

We compare OSEM with 30 subsets (4 angles per update), EM (120 angles per update) and the proposed OSEM version (OSEMauto) starting with 2 angles in each update-pair. Fig.1 shows the behaviour of the cosine metric and the number of subsets used at every update. Fig. 2 shows the MSE and log-likelihood.

![Fig. 1 OSEMauto experiment. Left plot shows the cosine of the angle between the 2 subset updates at each step in the algorithm. Right plot shows the selected number of views per update used. Horizontal axis in both plots is the cumulative number of views used (proportional to computation time).](image1)

![Fig. 2. Left plot shows the evolution over iterations of the Mean Square Error (MSE) between the reconstructed image with OSEM and the true image. Right shows the log-likelihood. The horizontal axis in both plots is the cumulative number of views used.](image2)

For OSSPS, the algorithms should ideally maximise the penalised log-likelihood. Although Fig. 3 shows unexpected variations in the subset-size, Fig. 4 shows that OSSPSauto can do this at much lower computational cost than SPS, while OSSPS cannot achieve the same maximum (nor as low MSE). Note that according to the current criteria, the number of views per update was still small compared to the total number of views even after a large number of updates, indicating that a speed-up is still possible even at large iteration number. It is likely that this behaviour will depend on the penalty. This will be investigated in the future.

V. DISCUSSION

The proposed algorithm does automatically change subset size. For Maximum Likelihood reconstruction, it is not clear of this is beneficial or not. In practice, OSEM is used with early stopping, so an evaluation in terms of the obtained log-likelihood is not useful. Fig. 2 does show that OSEMauto can obtain a lower MSE than OSEM but with the current settings, it needs far more computations.

VI. CONCLUSION

The proposed algorithm chooses a subset size that fits the data. Initial results indicate that this is useful for accelerating penalised image reconstruction.
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