Frustrated double and single ionization in a two-electron triatomic molecule H$_3^+$

A. Chen
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom

C. Lazarou
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom

H. Price
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom

A. Emmanouilidou
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom

Abstract. Using a semi-classical model, we study the formation of highly excited neutral fragments during the fragmentation of H$_3^+$, a two-electron triatomic molecule, driven by an intense near-IR laser field. To do so, we first formulate a microcanonical distribution for arbitrary one-electron triatomic molecules. We then study frustrated double and single ionization in strongly-driven H$_3^+$ and compute the kinetic energy release of the nuclei for these two processes. Moreover, we investigate the dependence of frustrated ionization on the strength of the laser field as well as on the geometry of the initial molecular state.
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1. Introduction

In recent years, the highly nonlinear phenomena present in molecules driven by intense near-infrared (near-IR) laser fields have attracted a lot of interest [1]. One such phenomenon is the formation of highly excited fragments via frustrated tunnel ionization [2, 3]. Formation of highly excited fragments has been observed in the diatomic molecules H$_2$ [3] and N$_2$ [4], the Ar dimer [5] and, recently, in the triatomic molecule D$_3^+$ [6].

For strongly-driven multi-center molecules, the study of multi-electron dynamics and its interplay with nuclear motion poses a great challenge both for theory and experiment alike. Tracing the dynamics of the electrons and the nuclei at the same time is currently beyond the capabilities of ab-initio quantum mechanical techniques. Quantum techniques can currently address strongly-driven one electron triatomic molecules in two dimensions [7]. This difficulty is tackled by classical models which are faster compared to quantum techniques and provide significant insights into the multi-electron dynamics and the interplay of electron-nuclear motion.

In previous studies, we have presented a three-dimensional (3D) semi-classical model to describe double ionization (DI) and frustrated double ionization (FDI) through Coulomb explosion. We have done so in the context of strongly-driven H$_2$ [8, 9]. Our 3D method has several assets, namely, it treats the motion of the electrons and the nuclei at the same time and fully addresses the Coulomb singularity [8, 9]. Regarding the latter, the propagation involves the global regularization scheme described in [10] and a time-transformed leapfrog propagation technique [11] in conjunction with the Bulirsch-Stoer method [12, 13]. Another asset of our 3D technique is that it allows for each of the two electrons to tunnel during propagation using the Wentzel-Kramers-Brilouin (WKB) approximation [8, 9]. This is important in order to accurately describe enhanced ionization during the fragmentation of strongly-driven molecules [14–19]. Our results for H$_2$ were in good agreement with experimental results [3].

Very recently, we have generalized our 3D model to describe the fragmentation of strongly-driven two-electron triatomic molecules. Incorporating tunneling during propagation in our model allows for a better description of frustrated tunnel ionization compared to the description provided by other classical models for strongly-driven triatomic molecules [20, 21]. In [22], we study the kinetic energy release of the nuclei for DI and FDI for strongly-driven D$_3^+$ when the latter is fragmenting from the state that is created via the reaction D$_2$ + D$_2^+$ → D$_3^+$ + D. Considering this initial state allows us to compare our results for the kinetic energy release with experimental results [23]. We find our results in good agreement with experiment.

In this paper, we present in detail a microcanonical distribution for arbitrary one-electron triatomic molecules. This distribution is one of the main features of our 3D technique and we employ it to describe the initial state of the electron that is initially bound in our studies of strongly-driven triatomic molecules. Currently, in the literature, a microcanonical distribution is available only for diatomic [24] but not for triatomic
molecules. Using our recently developed 3D semi-classical technique, we study frustrated ionization for $H_3^+$ when it is strongly-driven from its ground state. The inter-nuclear distance of the equilateral configuration of $H_3^+$ in its ground state is 1.65 a.u. [25]. This distance is smaller from the inter-nuclear distance of the initial state we consider for our study of strongly-driven $D_3^+$ [22] which varies from 2.04 a.u. to 2.92 a.u.. In this work, besides the formation of one highly excited neutral fragment with one electron escaping (FDI), a process which we explore for a different initial state in [22], we also study the formation of two highly excited neutral fragments with no electrons escaping, that is, frustrated single ionization (FSI). In addition, we investigate the dependence of FDI and FSI on the intensity of the laser field. For FDI we also study its dependence on the geometry of the initial molecular state. We do the latter by comparing our results for the driven diatomic $H_2$ with our results for the driven triatomic $H_3^+$. The paper is structured as follows. In section 2 we formulate the microcanonical distribution for arbitrary one-electron triatomic molecules. In section 3.2, we present our results for FDI and FSI, while in section 3.3 we investigate whether a larger number of highly excited fragments is formed in $H_3^+$ versus $H_2$.

2. Microcanonical distribution for one-electron triatomic molecules

In this section, we formulate a one-electron microcanonical distribution for triatomic molecules. One electron microcanonical distributions, where the Coulomb singularity is fully accounted for, have been previously developed for atoms [26] and for diatomic molecules [24]. These distributions have been used to describe the initial state for classical trajectory Monte Carlo calculations for particle impact induced fragmentation [26, 24] and for ionization processes in two-electron atoms and diatomic molecules driven by intense laser fields [27–32, 8].

We denote the positions of the nuclei by $R_a = (0, 0, -R_{ab}/2)$, $R_b = (0, 0, R_{ab}/2)$ and $R_c = (x_c, 0, z_c)$ and the inter-nuclear distances by $R_{ab}$, $R_{ac}$ and $R_{bc}$, see Fig. 1. One can show that the coordinates of the nucleus C are expressed in terms of the inter-nuclear distances as follows:

$$z_c = \frac{R_{ac}^2 - R_{bc}^2}{2R_{ab}}, \quad x_c = \pm \sqrt{R_{ac}^2 - \left(\frac{R_{ac}^2 - R_{bc}^2 + R_{ab}^2}{2R_{ab}}\right)^2}.$$  \hspace{1cm} (1)

We denote the position vector of the electron by $r$ and the distances of the electron from the nuclei $A$, $B$ and $C$ by $r_a = |r - R_a|$, $r_b = |r - R_b|$ and $r_c = |r - R_c|$, respectively. We then define the confocal elliptical coordinates $\lambda$ and $\mu$ using the nuclei $A$ and $B$ as the foci of the ellipse, that is,

$$\lambda = \frac{r_a + r_b}{R_{ab}}, \quad \mu = \frac{r_a - r_b}{R_{ab}},$$  \hspace{1cm} (2)

where $\lambda \in [1, \infty)$ and $\mu \in [-1, 1]$. The third coordinate $\phi \in [0, 2\pi]$ is the angle between the projection of the position vector $r$ on the xy plane and the positive x axis; it thus
defines the rotation angle around the axis that goes through the nuclei A and B. The potential of the electron in the presence of the nuclei A, B and C, which have charges $Z_A$, $Z_B$ and $Z_C$, respectively, is given by

$$W(r_a, r_b, r_c) = -\frac{Z_A}{r_a} - \frac{Z_B}{r_b} - \frac{Z_C}{r_c}. \quad (3)$$

This potential is expressed in terms of the confocal elliptical coordinates as follows

$$W(\lambda, \mu, \phi) = -2R_{ab}\left[\frac{Z_A}{\lambda + \mu} + \frac{Z_B}{\lambda - \mu} + \frac{Z_C}{\frac{x_c}{R_{ab}} \cos(\phi) \sqrt{(\lambda^2 - 1)(1 - \mu^2)} + \frac{4(x_c^2 + z_c^2)}{R_{ab}^2}} \right]^{\frac{1}{2}}. \quad (4)$$

The one-electron microcanonical distribution is given by

$$f(\mathbf{r}, \mathbf{p}) \propto \delta(E_i - \frac{p^2}{2} - W), \quad (5)$$

where $E_i = -I_p$ is the ionization energy of the one-electron triatomic molecule. Note that the energy is given by $E = \frac{p^2}{2} + W$. The electron momentum in terms of the confocal elliptical coordinates is expressed as follows

$$p_x = \sqrt{2(E - W(\lambda, \mu, \phi))} \cos(\phi_p) \sqrt{1 - \nu_p^2},$$
$$p_y = \sqrt{2(E - W(\lambda, \mu, \phi))} \sin(\phi_p) \sqrt{1 - \nu_p^2},$$
$$p_z = \sqrt{2(E - W(\lambda, \mu, \phi))} \nu_p, \quad (6)$$

where $\phi_p \in [0, 2\pi]$ and $\nu_p \in [-1, 1]$ define the momentum $\mathbf{p}$ in spherical coordinates. Transforming from $(\mathbf{r}, \mathbf{p}) \rightarrow (\lambda, \mu, \phi, \nu_p, \phi_p)$ and integrating $f(\lambda, \mu, \phi, E, \nu_p, \phi_p)$ over $E \in (-\infty, 0)$, $\phi_p$ and $\nu_p$ we find

$$\rho(\lambda, \mu, \phi) \propto (\lambda^2 - \mu^2)^{\frac{1}{2}} \sqrt{2(E_i - W(\lambda, \mu, \phi))}. \quad (7)$$
The ρ distribution goes to zero and it is thus well-behaved when the electron is placed on top of either nucleus A or B. However, when \( r \rightarrow R_c \), i.e., the electron is placed on top of nucleus C, \( \rho(\lambda, \mu, \phi) \rightarrow \infty \). We eliminate this singularity by introducing an additional transformation. Setting \( \lambda = \lambda_c = (R_{ac} + R_{bc})/R_{ab} \), \( \phi = 0 \) and expanding \( \rho(\lambda_c, \mu, 0) \) around \( \mu = \mu_c = (R_{ac} - R_{bc})/R_{ab} \) we find

\[
\rho(\lambda_c, \mu, 0) \propto \frac{1}{|\mu - \mu_c|^{1/2}},
\]

where \( \lambda_c \) and \( \mu_c \) are the values of \( \lambda \) and \( \mu \), respectively, when the electron is placed on top of nucleus C. To eliminate the singularity in Eq. (8), we introduce a new variable \( t \), such that \( t^\gamma = \mu - \mu_c \). The new distribution takes the form

\[
\tilde{\rho}(\lambda, t, \phi) \propto \begin{cases} |t^{\gamma-1}|(\lambda^2 - (t^\gamma + \mu_c)^2)\sqrt{P(\lambda, t, \phi)} & \text{for } P(\lambda, t, \phi) \geq 0 \\ 0 & \text{for } P(\lambda, t, \phi) < 0, \end{cases}
\]

where

\[
P(\lambda, t, \phi) = 2E_i + \frac{4}{R_{ab}} \left[ \frac{Z_A}{\lambda + t^\gamma + \mu_c} + \frac{Z_B}{\lambda - t^\gamma - \mu_c} + Z_C \left( (\lambda^2 + (t^\gamma + \mu_c)^2 - 1) - \frac{4z_c}{R_{ab}}(t^\gamma + \mu_c) - \frac{4x_c}{R_{ab}} \cos(\phi) \sqrt{(\lambda^2 - 1)(1 - (t^\gamma + \mu_c)^2)} + \frac{4(x_c^2 + z_c^2)}{R_{ab}^2} \right)^{-\frac{1}{2}} \right].
\]

Since \( \mu \in [-1, 1] \), \( t^\gamma \) and \( t \) take both negative and positive values and therefore, if we choose one \( \gamma \) for all values of \( \mu \), \( \gamma \) must be odd. Moreover, to avoid the singularity when the electron is placed on top of nucleus C, \( \gamma \) must be such that \( t^{\gamma-1}/t^{\gamma/2} \rightarrow 0 \), i.e., \( \gamma \geq 2 \). Combining the above two conditions, yields \( \gamma = 3, 5, 7, \ldots \). The new distribution \( \tilde{\rho}(\lambda, t, \phi) \) goes to zero when the electron is placed on top of nucleus C, i.e., when \( \lambda = \lambda_c \), \( t = 0 \) and \( \phi = 0, 2\pi \).

To set up the initial conditions we find \( \lambda_{\max} \) so that \( p^2/2 = E_i - W > 0 \) and equivalently \( P(\lambda, t, \phi) \geq 0 \). We then find the maximum value \( \tilde{\rho}_{\max} \) of the distribution \( \tilde{\rho}(\lambda, t, \phi) \), for the allowed values of the parameters \( \lambda \), \( t \) and \( \phi \). We next generate the uniform random numbers \( \lambda \in [1, \lambda_{\max}], t \in [t_{\min}, t_{\max}], \phi \in [0, 2\pi] \) and \( \chi \in [0, \tilde{\rho}_{\max}] \), with \( t_{\min} = -(1 + \mu_c)^{1/\gamma} \) and \( t_{\max} = (1 - \mu_c)^{1/\gamma} \). If \( \tilde{\rho}(\lambda, t, \phi) > \chi \) then the generated values of \( \lambda \), \( t \) and \( \phi \) are accepted as initial conditions, otherwise, they are rejected and the sampling process starts again.

Following the above described formulation, we obtain the initial conditions of the electron with respect to the origin of the coordinate system. To obtain the initial conditions for the position of the electron with respect to the center of mass of the triatomic molecule, \( r' \), in terms of the ones with respect to the origin, \( r \), we shift the coordinates by \( r' = r - R_{cm} \), where \( R_{cm} \) is given by \((X_{cm}, 0, Z_{cm})\) with

\[
\begin{align*}
X_{cm} &= \frac{m_C x_c}{m_A + m_B + m_C}, \\
Z_{cm} &= \frac{R_{ab}(m_B - m_A)/2 + m_C z_c}{m_A + m_B + m_C},
\end{align*}
\]

(10)
with \( m_A, m_B \) and \( m_C \) the masses of the nuclei.

Next, using the one-electron microcanonical distribution we formulated above, we compute the position and momentum probability densities of the initially bound electron for \( H^+_3 \). We do so for the ground state of \( H^+_3 \), where the nuclei are on the apexes of an equilateral triangle and the inter-nuclear distance is \( R=1.65 \) a.u. [25]. The first and second ionization energies are \( I_{p_1} = 1.2079 \) a.u. and \( I_{p_2} = 1.93 \) a.u., respectively, which we obtain using MOLPRO, a quantum chemistry package [33]. For the microcanonical distribution the relevant ionization energy is \( I_p = I_{p_2} \), since \( I_{p_1} \) is associated with the electron that tunnel-ionizes in the initial state.

![Figure 2](image)

**Figure 2.** (color online) Left panel: the quantum mechanical probability density of the electron position on the x-z plane for \( y = 0 \). Right panel: the microcanonical probability density of the electron position on the x-z plane for \( y = 0 \).

In Fig. 2 (b) we plot the probability density of the position of the electron on the x-z plane for \( y = 0 \). We compare this microcanonical distribution with the quantum mechanical probability density of the position of the electron on the x-z plane in Fig. 2 (a). That is, we plot \( |\Psi(x,0,z)|^2 \), where \( \Psi(r) \) is the quantum mechanical wavefunction for the \( H^+_3 \) molecule, which we obtain using MOLPRO. The two plots in Fig. 2 show that the two probability densities of the electron position compare well. However, the microcanonical probability density underestimates the electron density between the nuclei while it overestimates the one around the nuclei.

In addition, using the microcanonical distribution, for all values of the electron momentum component along the y-axis, \( p_y \), we plot the probability density of the electron momentum on the \( p_x-p_z \) plane in Fig. 3 (b). We compare this distribution with its quantum mechanical analog \( \rho_Q^M(p_x,p_z) \); the latter is plotted in Fig. 3 (a). To obtain \( \rho_Q^M(p_x,p_z) \), we, first, compute the quantum mechanical wavefunction in momentum space

\[
\Phi(p) = \frac{1}{(2\pi)^{3/2}} \int \Psi(r)e^{-ipr} dr,
\]  

and we, next, integrate over \( p_y \)

\[
\rho_Q^M(p_x,p_z) = \int_{-\infty}^{\infty} |\Phi(p)|^2 dp_y.
\]
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Figure 3. (color online) Left panel: the quantum mechanical probability density of the electron momentum on the $p_x - p_z$ plane for all values of $p_y$. Middle panel: the microcanonical probability density of the electron momentum plotted on the $p_x - p_z$ plane for all values of $p_y$. Right panel: the projections on the $p_z$ axis of the probability densities plotted in Fig. 3 (a) and (b).

The two plots in Fig. 3 show that the two probability densities for the electron momentum compare well. However, the microcanonical probability density overestimates the higher values of the electron momentum. This can be clearly seen in Fig. 3 (c) where we project the probability densities of the electron momentum plotted in Fig. 3 (a) and (b) on the $p_z$ axis. The higher values of the electron momentum resulting from the microcanonical distribution are consistent with our finding that the microcanonical distribution overestimates the values of the electron position around the nuclei.

3. Results

In what follows, we investigate three different processes that take place through Coulomb explosion during the fragmentation of $H_3^+$, when the molecule is driven by a near-IR intense laser field. Specifically, we study: i) double ionization where the final fragments are three $H^+$ ions and two escaping electrons; ii) frustrated double ionization where the final fragments are a highly excited neutral fragment $H^*$, two $H^+$ ions and one escaping electron; iii) frustrated single ionization where the final fragments are two highly excited neutral fragments $H^*$ and one $H^+$ ion. We mainly focus on FDI and FSI.

3.1. The model

The laser field we use in our model is of the form

$$E(t) = E_0(t) \cos(\omega t) \hat{z}$$

$$E_0(t) = \begin{cases} E_0 & 0 \leq t < 10T \\ E_0 \cos^2 \left( \frac{\omega (t-10T)}{8} \right) & 10T \leq t \leq 12T, \end{cases}$$

where $\omega = 0.057$ a.u. (800 nm), $E_0(t)$ and $T$ are the frequency, the envelope and the period of the laser field, respectively. As an example, in Fig. 4 we show the laser pulse
in Eq. (13) with a field strength of $E_0=0.06$ a.u.. Atomic units are used throughout this work unless otherwise indicated.

![Figure 4. The laser field used in the simulation with field strength $E_0=0.06$ a.u.](image)

We take the initial state to be the ground state of $H_3^+$ with the nuclei forming an equilateral triangle with an inter-nuclear distance $R=1.65$ a.u. [25]. In our simulations, we take the three nuclei A, B and C to be on the x-z plane. In addition, we simplify our model by considering the nuclei initially at rest since an initial pre-dissociation does not significantly modify the ionization dynamics [9]. We note that for $I_{p1} = 1.208$ a.u. we find that the threshold field strength $E_0$ for over-the-barrier ionization is $0.178$ a.u.. If the instantaneous field strength at the time we start the propagation is smaller than the threshold field strength for over-the-barrier ionization, we assume that one electron (electron 1) tunnels in the field-lowered Coulomb potential with a tunneling rate given by the semi-classical formula in [34]. The tunnel electron emerges from the potential barrier with zero velocity along the direction of the laser field and with a velocity that follows a Gaussian distribution in the direction perpendicular to the laser field [35]. If the instantaneous field strength at the time we start the propagation corresponds to the over-the-barrier intensity regime, then we assume that electron 1 tunnel ionizes at the maximum of the field lowered Coulomb potential. We take the kinetic energy of electron 1 to be equal to the difference between the first ionization energy and the maximum of the field-lowered Coulomb potential, for details see [9]. For both below- and over-the-barrier ionization of electron 1 in the initial state, we describe the initial state of the initially bound electron (electron 2) using the one-electron microcanonical distribution which we presented in section II.

3.2. FDI and FSI in $H_3^+$ when driven by a linearly polarized field

We consider a laser field linearly polarized along one side of the equilateral triangle, see Fig. 5 (a). In Fig. 5 (b), we plot the DI and FDI probabilities as a function of the laser field strength. We vary the laser field strength from 0.04 a.u. up to 0.18 a.u., that is up to a field strength just above the threshold value for over-the-barrier ionization. In this context, probability is the number of DI, FDI and FSI events relative to the number of initialized trajectories. We find that DI is the dominant process at $E_0=0.18$ a.u. with a probability of 69.4%. The FDI probability reaches a maximum of 9.5% at $E_0 = 0.12$
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a.u. and reduces to 5.2% at $E_0 = 0.18$ a.u..

Figure 5. Left panel: The initial configuration of the nuclei in the $H_3^+$ triatomic molecule. The laser pulse is linearly polarized and aligned along one side of the triatomic molecule. Right panel: The DI and FDI probabilities as a function of the laser field strength $E_0$. The lowest laser field strength in (b) is $E_0 = 0.04$ a.u..

Focusing on FDI during the fragmentation of strongly-driven $H_3^+$ from its ground state, we find that two main pathways, A and B, contribute to FDI. We have previously identified these two pathways in our studies of FDI during the fragmentation of strongly-driven $H_2$ from its ground state [8] and of strongly driven $D_3^+$ from a state other than its ground state [22]. As in our previous studies, we find that in pathway A, electron 1 escapes, while electron 2 tunnel-ionizes later while the field is on and is eventually recaptured to a highly excited state of an H atom ($H^*$). In pathway B, electron 1 is eventually recaptured to a highly excited state of H, while electron 2 tunnel-ionizes later but eventually escapes. In pathway A, electron 2 tunnels after gaining energy in a frustrated enhanced ionization process, i.e., it gains energy from the field in the same way as in an enhanced ionization process [14–19] but electron 2 eventually does not escape. Electron-electron correlation is more important for pathway B than for pathway A. This is to be expected since in pathway B electron 1, following tunnel-ionization, returns to the core and interacts with electron 2.

Fig. 6 shows that for intermediate strengths of the laser field below the over-the-barrier ionization threshold, pathway B is the dominant pathway of FDI. Fig. 6 also shows that pathway A’s contribution to FDI increases with increasing field strength. At $E_0 = 0.18$ a.u. both pathways have the same probability. These results are not surprising since, in strongly-driven molecules, electron-electron correlation is more important for intermediate strengths of the laser field, while enhanced ionization becomes more prominent with increasing strength of the laser field.

Next, we investigate whether tunnel-ionization is the underlying mechanism of FDI, as it was first suggested in [2]. Specifically, we check whether tunnel or over-the-barrier ionization is the underlying mechanism of FDI. By over-the-barrier ionization in FDI, we refer to electron 2 reaching an excited state without tunneling in pathway A or to electron 2 escaping by over-the-barrier ionization in pathway B. We denote by $P_{OBI}$ the fraction of FDI over-the-barrier ionization events out of all FDI events. As shown in Fig. 7, $P_{OBI}$ increases from 3.7% at $E_0=0.04$ a.u. to 14.6% for $E_0=0.18$ a.u. This increase
Frustrated double and single ionization in a two-electron triatomic molecule $H_3^+$

Figure 6. The FDI probability and the probabilities for pathways A and B of FDI as a function of the laser field strength $E_0$. The lowest laser field strength is $E_0 = 0.04$ a.u..

Figure 7. $P_{\text{OBI}}$ as a function of the laser field strength. The lowest laser field strength is $E_0 = 0.04$ a.u..

of $P_{\text{OBI}}$ is due to over-the-barrier ionization becoming more prominent with increasing strength of the laser field. Very recently, we obtained similar results for the contribution of the over-the-barrier ionization mechanism in FDI for $D_3^+$ when this molecule is strongly-driven from an initial state created via the reaction $D_2 + D_2^+ \rightarrow D_3^+ + D$ [22].

The kinetic energy release (KER), that is, the sum of the kinetic energies of the final ion fragments is a quantity often measured in experiments [23]. In Fig. 8 (a), we plot the KER distribution for FDI for three different laser field strengths for the laser pulse defined in Eq. (13). In Fig. 8 (b), we plot the KER distribution for FDI for three different laser field strengths for a Gaussian envelope laser pulse with full width at half maximum of 40 fs. Comparing Fig. 8 (a) and (b) shows that the KER distributions have the same shape for both pulses. We find that with increasing strength of the laser field the peak of the KER distribution shifts to higher values, namely, from 23 eV at $E_0 = 0.06$ a.u. to 31 eV at $E_0 = 0.18$ a.u.. This increase is consistent with the nuclei Coulomb exploding earlier in time and at smaller inter-nuclear distances for higher strengths of the laser field.

Previously, both for the fragmentation of strongly-driven $H_2$ from its ground state [9] and of strongly driven $D_3^+$ from a superposition of states with inter-nuclear distances
larger than the inter-nuclear distance of the ground state [22], we have found that the peak of the KER distributions can be roughly estimated as follows. We first compute the most probable distance of the nuclei at the time electron 2 tunnels, $R_{\text{tun}}$. For the above-mentioned previous studies, this is also the time when Coulomb explosion of the nuclei mostly sets in. As a result, we found that the KER distributions peak roughly at $2/R_{\text{tun}}$ for $H_2$ and at $3/R_{\text{tun}}$ for $D_3^+$. We find that this is not quite the case for strongly-driven $H_3^+$ when driven from its ground state. Specifically, in Fig. 9, we plot the sum of the kinetic energies of the ions at the time electron 2 tunnels for strongly-driven $H_3^+$ (a) and $H_2$ (b) at $E_0 = 0.06$ a.u.. We show that the distribution of the sum of the kinetic energies of the nuclei for $H_3^+$ peaks around 10.5 eV, see Fig. 9 (a), while for $H_2$ the distribution peaks around 1.5 eV, see Fig. 9 (b). Thus, for $H_3^+$ the nuclei have already acquired a significant amount of kinetic energy by the time electron 2 tunnels unlike $H_2^+$. This is reasonable since one electron screens more effectively two rather than three nuclei. For $H_3^+$ fragmenting from its ground state, to roughly estimate where the KER distribution for FDI peaks we have to add $3/R_{\text{tun}}+10.5= 25.3$ eV; we have substituted $R_{\text{tun}} = 5.5$ a.u. which we obtain from our simulations. Indeed, we find that the KER distribution for FDI peaks at 23 eV, see Fig. 8, which is slightly less than 25.3 eV, since for FDI the electron that is recaptured screens the Coulomb explosion of the nuclei.

Next, we address FSI where two highly excited neutrals are formed:

$$H_3^+ \rightarrow H^+ + H^* + H^+. $$

In Fig. 10, we show that the FSI probability reaches a maximum probability of 0.4% at $E_0 = 0.08$ a.u. and then reduces fast with increasing field strength reaching 0.06% at $E_0 = 0.18$ a.u.. This is consistent with a higher strength of the laser field resulting in a higher probability for an electron to ionize. Thus, FSI is a process roughly 20 times less likely than FDI. We have reached a similar conclusion in previous studies of FSI in the context of strongly-driven $H_2$ [36]. As for FDI, we plot the KER distributions for FSI for different laser field strengths, see Fig. 11. We find that the KER distributions
for FSI peak at similar energy values as the KER distributions for FDI.

Figure 9. The distribution of the sum of the kinetic energies of the nuclei for FDI at the time electron 2 tunnels for (a) $H_3^+$ and for (b) $H_2$ at $E_0 = 0.06$ a.u..

3.3. Influence of molecular geometry on FDI

In what follows, we investigate whether a different molecular geometry affects the FDI probability. We do so, by comparing our results for FDI for the diatomic $H_2$ with the triatomic $H_3^+$. First, we consider that both molecules are driven by a linearly polarized laser field of the same laser field strength. The laser field is aligned with one side of the molecules. In Table 1, we show the results for laser field strengths of 0.04 a.u.
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<table>
<thead>
<tr>
<th>Molecule</th>
<th>$E_0$(a.u.)</th>
<th>$\Gamma(I)$</th>
<th>FDI (%)</th>
<th>Pathway A (%)</th>
<th>Pathway B (%)</th>
<th>DI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>0.04</td>
<td>$4.0 \times 10^{-5}$</td>
<td>9.6</td>
<td>2.9</td>
<td>6.7</td>
<td>24.4</td>
</tr>
<tr>
<td>$H_3^+$</td>
<td>0.04</td>
<td>$2.0 \times 10^{-21}$</td>
<td>3.2</td>
<td>1.3</td>
<td>1.9</td>
<td>7.5</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0.06</td>
<td>0.03</td>
<td>9.4</td>
<td>3.2</td>
<td>6.1</td>
<td>39.5</td>
</tr>
<tr>
<td>$H_3^+$</td>
<td>0.06</td>
<td>$1.5 \times 10^{-12}$</td>
<td>5.5</td>
<td>1.8</td>
<td>3.7</td>
<td>15.2</td>
</tr>
</tbody>
</table>

Table 1. The FDI and DI probabilities and the probabilities for pathways A and B of FDI for $H_2$ and $H_3^+$ in a linearly polarized laser field for laser field strengths of 0.04 a.u. and 0.06 a.u..

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$E_0$(a.u.)</th>
<th>$\Gamma(I)$</th>
<th>FDI (%)</th>
<th>Pathway A (%)</th>
<th>Pathway B (%)</th>
<th>DI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>0.04</td>
<td>$4.0 \times 10^{-5}$</td>
<td>9.6</td>
<td>2.9</td>
<td>6.7</td>
<td>24.4</td>
</tr>
<tr>
<td>$H_3^+$</td>
<td>0.10</td>
<td>$1.5 \times 10^{-5}$</td>
<td>9.4</td>
<td>3.0</td>
<td>6.3</td>
<td>33.3</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0.06</td>
<td>0.03</td>
<td>9.4</td>
<td>3.2</td>
<td>6.1</td>
<td>39.5</td>
</tr>
<tr>
<td>$H_3^+$</td>
<td>0.15</td>
<td>0.04</td>
<td>8.7</td>
<td>2.8</td>
<td>5.8</td>
<td>58.3</td>
</tr>
</tbody>
</table>

Table 2. The FDI and DI probabilities and the probabilities for pathways A and B of FDI for $H_2$ and $H_3^+$ in a linearly polarized laser field. The laser field strengths are chosen so that the two molecules have similar ionization probabilities $\Gamma(I)$.

and 0.06 a.u.. We find that the FDI probability is much larger for $H_2$. This result is not surprising. It is easier to ionize an electron in the diatomic molecule, since both molecules are driven with the same laser field strength while the ionization energies of $H_3^+$ are much larger than those of $H_2$. The first and second ionization energies of $H_3^+$ are $I_{p1} = 1.2079$ a.u. and $I_{p2} = 1.9300$ a.u., respectively, while for $H_2$ $I_{p1} = 0.5669$ a.u. and $I_{p2} = 1.2843$ a.u.

Next, we compare the FDI probability when the ionization probability $\Gamma(I)$ is the same. The ionization probability is obtained by integrating, over the duration of the laser pulse, the ionization rate $\Gamma(t, I)$ for a laser pulse intensity $I$:

$$\Gamma(I) \approx \int_{t_i}^{t_f} \Gamma(t, I) dt.$$ (14)

In Table 2, we present the FDI probability for $H_2$ and $H_3^+$ when $\Gamma(I)$ is of the order of $10^{-5}$ and $10^{-2}$. We find that when $\Gamma(I)$ is the same for both molecules the FDI probability is also roughly the same. Moreover, we find that the probability for pathway B of FDI is for both molecules larger than the probability for pathway A of FDI. The above results suggest that the molecular geometry does not significantly affect the FDI probability.

4. Conclusions

We formulate a microcanonical distribution for arbitrary one-electron triatomic molecules. In the current work, we use this microcanonical distribution to describe the initial state of the bound electron in our study of strongly-driven $H_3^+$ from its ground state. We show that the kinetic energy release distribution of the nuclei for FDI peaks at a higher energy than the one roughly estimated from the Coulomb explosion of the
nuclei at the time the bound electron tunnel-ionizes. The reason is that by the time the bound electron tunnel-ionizes the nuclei have already acquired a significant amount of kinetic energy. As we show, this is unlike the case of H\textsubscript{2}\textsuperscript{+} fragmenting from its ground state. In addition, we show that FSI is a more rare process compared to FDI which is a significant process with probability 10%. Finally, we show that the FDI probability is not significantly influenced by the different molecular geometry of H\textsubscript{2} and H\textsubscript{3}\textsuperscript{+}. In the future, we plan to extend our method to describe more complex molecules, such as, three-electron triatomic ones.
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**Appendix A. Ionization rate**

![Figure A1](image)

Figure A1. The ionization rate of H\textsubscript{3}\textsuperscript{+} as a function of field strength for a laser field parallel to the z-axis in Fig. 5, calculated with Eq. (A.1) (black solid) and obtained from [37] (dashed gray).

The ionization rate is calculated with the semiclassical formula [34]

\[
\Gamma(t_0) = 2\pi\kappa^2 C_k^2 \left( \frac{2k^3}{|E(t_0)|} \right)^{2Q/\kappa-1} \exp \left( -\frac{2k^3}{3|E(t_0)|} \right) R(\theta_L). \tag{A.1}
\]

where \( |E(t_0)| \) is the instantaneous field strength, \( \theta_L \) is the angle between the laser field and the z-axis, \( \kappa = \sqrt{2I_p} \). \( Q = 2 \) is the asymptotic charge for H\textsubscript{3}\textsuperscript{+}. The coefficient \( C_k \) is obtained by fitting the Dyson orbital to the asymptotic wave function

\[
\psi_{as}(r, \theta, \phi) \approx C_k \kappa^{3/2} (2k)^Q e^{-\kappa r} F(\cos \theta, \sin \theta \cos \phi) \tag{A.2}
\]

where \( r, \theta \) and \( \phi \) are the spherical coordinates in the molecular frame. The Dyson orbital is the overlap integral of the ground state of H\textsubscript{3}\textsuperscript{+} with the ground state of H\textsubscript{3}\textsuperscript{+} obtained at the equilibrium distance of H\textsubscript{3}\textsuperscript{+}; these states are calculated with MOLPRO [33] using the Hartree-Fock method. The ground state energy obtained for H\textsubscript{3}\textsuperscript{+} is -1.3436 a.u., which is close to the ab-initio calculation results of -1.3428 a.u. obtained in [38] and of -1.3438 a.u. obtained more recently in [39].

The function \( F(\cos \theta, \sin \theta \cos \phi) \) depends on the molecular orbital electron 1 occupies before tunneling. To obtain this function for H\textsubscript{3}\textsuperscript{+}, we approximate its ground
state by a linear combination of 1s atomic orbitals

\[ \Phi(\mathbf{r}) \propto e^{-|\mathbf{r} - \mathbf{R}_1|} + e^{-|\mathbf{r} - \mathbf{R}_2|} + e^{-|\mathbf{r} - \mathbf{R}_3|}. \]  

(A.3)

Taking the asymptotic expansion for \( r \gg R_0 \), where \( R_0 \) is the internuclear distance, we obtain

\[ F(\cos \theta, \sin \theta \cos \phi) = 2 \cosh(\kappa R_0 \cos \theta / 2) \exp \left( -\kappa R_0 \sin \theta \cos \phi / (2\sqrt{3}) \right) \]  

(A.4)

\[ + \exp \left( \kappa R_0 \sin \theta \cos \phi / \sqrt{3} \right). \]

By fitting the Dyson orbital in the interval \( 3 \leq r \leq 6, 0 \leq \theta \leq \pi \) and \( 0 \leq \phi \leq 2\pi \), we obtain \( C_\kappa = 0.139761 \).

The function \( R(\theta_L) \) is given by \[ R(\theta_L) = \left[ F_0(\theta_L) - \frac{4|E(t_0)|}{3\kappa^3} F_2(\theta_L) + \frac{2|E(t_0)|}{3\kappa^3} F_3(\theta_L) \right]^2 + \frac{2|E(t_0)|}{9\kappa^3} F_1^2(\theta_L). \]  

(A.5)

where

\[ F_0(\theta_L) = F(\cos \theta_L, \sin \theta_L) \]
\[ F_1(\theta_L) = F_v \cos \theta_L - F_u \sin \theta_L \]
\[ F_2(\theta_L) = F_u \cos \theta_L + F_v \sin \theta_L \]
\[ F_3(\theta_L) = F_{vv} \cos^2 \theta_L + F_{uu} \sin^2 \theta_L - F_{uv} \sin 2\theta_L \]

with \( F_v, F_u, F_{vv}, F_{uu} \) and \( F_{uv} \) the first and second order partial derivatives of \( F(u, v) \) with respect to \( u \) and \( v \), calculated at \( u = \cos \theta_L \) and \( v = \sin \theta_L \). The result we obtain for the ionization rate agrees well with the rate obtained in [37], see Fig. A1.
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