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ABSTRACT

The main aim of this paper is to assess the validity of the life cycle model of consumption. In particular, we address an issue that has recently received much attention, especially in the macroeconomic literature: that of "excess sensitivity" of consumption growth to income growth. We do this using a time series of cross sections and a novel and flexible parametrization of preferences. The former allows us to address aggregation issues directly, while with the latter we can allow both the discount factor and the elasticity of intertemporal substitution $e_{is}$ to be affected by various observable variables and lifetime wealth.

The main findings can be summarized as follows:

(i) the excess sensitivity of consumption growth to labor income disappears when we control for demographic variables. This is true both at life cycle and business cycle frequencies.

(ii) estimation of a flexible specification of preferences indicates that the elasticity of intertemporal substitution is a function of several variables, including the level of consumption. The $e_{is}$ increases with the level of consumption, as expected.

(iii) the variables that change the $e_{is}$ are also important in explaining why we observe excess sensitivity over the business cycle.

(iv) we are able to reconcile our results with those reported both in the macro and micro literature.

(v) in our specification the elasticity of intertemporal substitution is not very well determined. This result, however, should be taken with care, as we have not made an effort to construct a 'preferred' specification, which would probably include additional controls for labor supply behavior.

The evidence presented shows that the life cycle model cannot be easily dismissed. Indeed, we believe that the model does a good job at representing consumption behavior both over the life cycle and over the business cycle.
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Stanford University
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and NBER
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1. Introduction

The overwhelming majority of empirical 'structural' models of consumption behavior employ representative agent models on aggregate time series data to estimate the parameters of intertemporal allocation. Although the conditions under which we can recover 'structural' parameters from aggregate data are sometimes explicitly invoked, usually no formal justification is given for employing a representative agent model. This is somewhat unfortunate since the conditions under which we can infer something about micro behavior from aggregate data are very stringent (see Stoker (1984) and are not likely to be met in practice (see Browning (1990) and Blundell, Pasarades and Weber (1992)). If these conditions are not met then none of the time series consumption estimates that one sees in the literature have any obvious interpretations.

In this paper we present some results on the life cycle model of consumption obtained employing a long time series of cross sectional data. These findings have some intrinsic interest and they also support our claim that estimates of structural models derived from aggregate time series data are likely to be very misleading. This is true for qualitative findings (for example, the result that consumption is excessively sensitive to anticipated changes in income) as well as for specific quantitative results (for example, estimates of the elasticity of intertemporal substitution). Our claims are made possible by the nature of the data we use, which allows us to concentrate on the aggregation process and its consequences.

Simple life-cycle models assume intertemporally additive preferences, perfect capital markets\footnote{As Grossman and Shiller (1982) show, this perfect capital markets requirement can be weakened to the assumption that there is at least one financial asset that has the same borrowing and lending rate and that is used by everyone. We shall return to this below.} and rational expectations. A consistent finding of models of intertemporal allocation estimated on aggregate time series data under the assumption of a representative consumer, is that such simple versions are rejected by the data. These rejections take the form of violations of the overidentifying restrictions implied by the model, 'excess sensitivity' of consumption growth to expected income growth, and implausible values for the structural parameters\footnote{The papers in this area are too numerous to be cited here. Some of the most influential include Flavin (1981), Hansen and Singleton (1982, 1983), Mankiw, Rotemberg and Summers (1985), Campbell (1987) and Campbell and Mankiw (1989,1991)}. Some of these results have been interpreted as indicating the presence of liquidity constraints which prevent a substantial fraction of the population from achieving an efficient intertemporal allocation. It is our belief, based on
our own earlier work with other authors (see Blundell, Browning and Meghir (1989) and Attanasio and Weber (1992) ) and the results presented in this paper, that these rejections may plausibly be attributed to aggregation bias.

There are so many consumption studies in the literature that a justification is needed for presenting one more. In our case the principal justification is that we use micro data. Following Blundell et al. (1989) this allows us to condition on household specific factors that may affect consumption decisions. The most important of these factors are liable to be labor supply and family composition. In what follows we show that such factors have indeed an important influence on intertemporal allocation decisions. Furthermore we show that if one ignores these factors, then the results look very much like the results found on aggregate time series data. We also show that excess sensitivity of consumption to income disappears once we control for the effects of family composition.

The other innovation presented in this paper is a flexible parametrization of the instantaneous utility function. This is of some interest for at least two reasons. First of all, we show that the elasticity of intertemporal substitution varies in a plausible way with observable variables, including consumption. We find that wealthier households find it easier to substitute consumption intertemporally. Second, using our parametrization we can show why controlling for demographic variation which exhibits very low frequency movements, can explain the excess sensitivity results found on macro data at relatively high (quarterly) frequency.

The data we use are drawn from the UK Family Expenditure Survey for the years from 1970 to 1986. After some selection we have 44,334 households. Since this is a relatively little used and rather inaccessible source of data for consumption studies we present a full data description in Section 2. In that section we present the salient features of the data and illustrate how we might draw informal inferences about the life-cycle model. First we estimate age profiles for consumption and income and show that the two are highly correlated. This finding has recently been interpreted as strong evidence against simple forms of the life cycle model 3. We then show that this correlation over the life cycle largely disappears when we control for changing family composition and labor supply behavior. The informal evidence in this section anticipates the results from our structural model.

The specification of the utility function is presented and discussed in Section 3.1. This speci-

---

fication controls in a flexible way for the influence of various household characteristics and allows for non-linearities in Engel curves and for substitution amongst goods. As Blundell, Browning and Meghir (1989) emphasize, most consumption studies assume forms for preferences that are at odds with established features of demand; we do not. In section 3.2 we deal with the econometric issues that arise in our model.

In Section 4 we present our estimation results. Our principal conclusion is that although very simple forms of preferences seem to display excess sensitivity of consumption to expected changes in income, this disappears when we allow for the effects of demographics. We present a reconciliation of our results with other micro and macro studies that address the issue of excess sensitivity. Section 5 concludes the paper.
2. The Raw Data

The data used in this study are drawn from the UK Family Expenditure Survey (FES) conducted between 1970 and 1986. In this survey households keep a two week diary of expenditure on all goods. As well as these expenditures a wide range of supplementary information is also gathered. In particular, the survey records the composition of the household and the labor supply of each member. More details on the data and summary statistics are provided in the data appendix.

In all we start with about 120,000 households. We select households that live in England, Scotland and Wales and that are headed by a married couple. We exclude any household in which the husband is self-employed to minimize the contamination of the expenditure data by non-consumption expenditures. For reasons that will become clear below we also exclude any household in which the husband was born before 1920 or after 1949. These exclusions leave us with 44,334 households in our sub-sample.

We define total nondurable expenditure to be the sum of the recorded two week purchases on food, alcohol, tobacco, fuel, clothing, transport (excluding the purchase of any vehicles), other goods and services. The principal excluded goods are durables, vehicles and housing. For each good we also have a monthly price index: from these we construct a household specific price index. This is computed as the weighted geometric mean of the individual good prices (a 'Stone' price index) that takes the household budget shares for weights. In this section we define consumption as total nominal expenditure divided by this price index; we shall return to this issue in the next section.

We identify five broad groups of influences on consumption: lifetime income effects, cohort effects, life cycle effects, cyclical effects and heterogeneity.

It is clear that the level, timing and riskiness of lifetime income may affect the level and timing of consumption over the life cycle. This has been so extensively discussed that no more need be said here.

The next set of effects are those that are common to people born in the same period: cohort effects. These capture the idea that systematic differences in the social environment in which people grow up may well result in different attitude to risk, discount factors and preferences over the lifetime path of consumption (see Ryder (1965) for the classic statement on the importance of cohort effects). It is entirely plausible that people who came to maturity during the 1930's have
different attitudes to saving to those born after 1945. These effects are obviously related to lifetime income if different cohorts enjoy, maybe because of productivity growth, different levels of welfare.

The third set of influences are *life-cycle effects*. One of the most obvious here is the effect of family composition on consumption: for instance families with older children need to spend more. Another important set of influences are those related to labor supply behavior. If, for example, there are significant costs of going to work then we would expect to see consumption falling on retirement. Less obviously, there may also be pure age effects. For example, if most people have a big celebration on their fiftieth birthday then we should see a small 'blip' in consumption at that age.

The fourth set of influences are *cyclical effects*. These are effects that are common to all agents in the same time period. The most obvious examples are movements in common variables like prices or interest rates. We also include other less well defined general 'shocks'. Although common, we must allow that the effects may differ across households and across cohorts. For example, an interest rate 'shock' has a different effect for indebted families than for wealthy ones.

The final feature of any micro data is the large *heterogeneity* evident in the level of consumption by families that are identical in all other observable characteristics. There is little we can do about this other than including a conventional error term to pick up some of this heterogeneity.

In this section we present some simple descriptions of our data and relate them to the influences described above. Our main aim is to establish if households smooth consumption in the face of an uneven income profile. Given that we do not observe the same households over time, we focus on average cohort data. We start by assigning households to 6 cohorts on the basis of the date of birth of the husband. Households are then assigned to either year-cells (for the analysis in this section) or to quarter-cells (for the analysis in section 4) on the basis of the date of the interview ⁴. The exact definition of the 6 cohorts considered is given in Table 1 along with the ages of the various cohorts in 1970 and 1986 and the mean, minimum and maximum cell size of the quarter-cohort cells.

To begin our look at the various influences on consumption we return to the original 44334 observations. For these data we regress log consumption and log real net income on 102 year cohort

⁴ The quarterly time series for cohort consumption, income and the other variables used in section 4 is obtained by averaging the relevant variables over all the households belonging to a given quarter-cohort cell.
<table>
<thead>
<tr>
<th>Cohort</th>
<th>Year of Birth</th>
<th>Age in 1970</th>
<th>Age in 1986</th>
<th>Minimum cell size</th>
<th>Maximum cell size</th>
<th>Mean cell size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1920-24</td>
<td>46-50</td>
<td>62-66</td>
<td>78</td>
<td>147</td>
<td>112.3</td>
</tr>
<tr>
<td>2</td>
<td>1925-29</td>
<td>41-45</td>
<td>57-61</td>
<td>63</td>
<td>126</td>
<td>100.2</td>
</tr>
<tr>
<td>3</td>
<td>1930-34</td>
<td>36-40</td>
<td>52-56</td>
<td>64</td>
<td>148</td>
<td>103.2</td>
</tr>
<tr>
<td>4</td>
<td>1935-39</td>
<td>31-35</td>
<td>47-51</td>
<td>76</td>
<td>134</td>
<td>107.2</td>
</tr>
<tr>
<td>5</td>
<td>1940-44</td>
<td>26-30</td>
<td>42-46</td>
<td>66</td>
<td>154</td>
<td>115.1</td>
</tr>
<tr>
<td>6</td>
<td>1945-49</td>
<td>21-25</td>
<td>37-41</td>
<td>53</td>
<td>172</td>
<td>129.2</td>
</tr>
</tbody>
</table>
Consumption and Income Over the Life-Cycle

Figure 1
Unadjusted and Adjusted Consumption Over the Life-Cycle

Figure 2
dummies (remember we have six cohorts and 17 years) and 3 quarterly dummies. The year cohort coefficients in this regression correspond to year-cohort means (with an adjustment to allow for seasonality).

These means are most conveniently presented in visual form. In figure 1 we plot the life cycle paths of consumption and income. In this figure each connected segment is the path over the 17 years of the survey for a particular cohort. In the graph we track part of the average consumption age profile for each of the cohorts considered. The life cycle paths given in Figure 1 are familiar: both consumption and income have an inverted U shape and they are highly correlated. This is consistent with the results presented by Carroll and Summers (1990) who interpret them as evidence of lack of consumption smoothing ⁵.

Figure 1, however, does not control for either family composition or labor supply effects. To take into account the effect of demographic factors we regress the year cohort means plotted in figure 1 on the year cohort means of various demographic variables and plot the residuals of this regression in Figure 2 together with the unadjusted year-cohort means. The resulting graph should be interpreted as representing the life-cycle movements of consumption after removing the effect of the demographic variables in the regression ⁶. The demographic variables we consider in this regression are: number of children, number of adults, log of family size, and a dummy which equals one if there is at least one child in the household.

The age profile for consumption after removing the life cycle variation induced by changes in family composition is remarkably flat. While it is still possible to notice considerable business cycle year to year fluctuations, it is apparent that controlling in a simple way for changes in average family composition over the life cycle, eliminates completely the life cycle correlation of income and consumption. Figure 2 provides strong evidence in favor of the hypothesis that consumption is indeed smoothed over the life cycle.

Figures 1 and 2 are concerned with life-cycle allocation. The other focus of this paper is the smoothing of consumption over business cycle fluctuations. Before presenting a formal analysis

⁵ Carroll and Summers (1990) draw life cycle profiles for income and consumption for different occupational groups and notice that the shape of these profiles changes in similar ways across groups. It is interesting to notice that Ghez and Becker (1975) interpret the very same finding as evidence in favor of rather than against the model.

⁶ Performing the regression on the year cohort means rather than on the individual data allows us to remove the influence of household specific fixed effects.
Consumption Over the Business Cycle

Figure 3
of high frequency changes in consumption it is useful to plot the residuals of the last regression (which removes life cycle effects), against time rather than age. This is done in Figure 3 where the log of consumption (net of life cycle effects) of each cohort is plotted against time.

There are two notable features to figure 3. First, the consumption series are all very variable. For example, for all cohorts consumption rises by about 7% from 1970 to 1973 and then falls by about 9% to 1977. The aggregate data do not show anything like these swings (although they exhibit a similar cyclical pattern) 7. There are several reasons for the greater variability of our measure of consumption relative to aggregate consumption data. First of all, our sample does not include the whole UK population. As stressed above, we eliminated all the households whose head was born before 1920 or after 1949 and other demographic and economic groups. Second, and more importantly, the average consumption figures we consider are derived as the geometric rather than arithmetic average of consumption. Finally, in Figure 3 we remove the part of consumption which is linked to demographic factors, factors that for the whole population are very slow moving (even though they exhibit strong life cycle variations).

The second notable feature of figure 3 is the synchronization in the movements over time for our cohorts. These large and synchronized movements in consumption are ripe for a macro explanation. The most obvious candidates for explanatory variables for these changes are changes in common discounted prices (that is, the real interest rate) and common shocks.

The evidence presented in this section indicates that at a first glance the life-cycle model is not inconsistent with the data. The hypothesis that households smooth consumption over the life cycle in the face of an uneven income profile, is not obviously rejected by the data, once we allow for the effects of changing family composition. Although this suggests that controlling for life cycle events may remove excess sensitivity, it is hardly conclusive. First, we have made no allowance for uncertainty. Second, although correcting for demographics seems to moderate the low frequency (life cycle) excess sensitivity it is by no means clear that we can account for the high frequency (business cycle) excess sensitivity documented by Campbell and Mankiw (1989, 1991) among others, in the same way. After all aggregate movements in demographics are likely to be very sluggish so that it is not at all obvious how correcting for such movements will reduce high

7 The larger variability at business cycle frequencies of our consumption growth compared to the aggregate time series data has potential implications for the equity premium puzzle. See Deaton (1992) for a discussion.
frequency excess sensitivity. More powerful tests are needed to test the hypothesis that households smooth consumption over the business cycle. The hypothesis that we want to test is that of excess sensitivity of consumption growth to expected high frequency changes in income. These issues are best tackled in the context of a formal structural model. It is to this that we now turn.
3. Theory

3.1 A Structural Model

The conventional approach to structural modeling is to specify a utility function and then to derive the consumption function that it implies. Assume that life time utility is intertemporally separable and let $V(p, z, x)$ be the indirect utility function for each period, where $p$ is a vector of within period prices, $z$ is total expenditure and $x$ is a vector of household characteristics. If $p$ and $z$ are given in discounted terms (using some nominal interest rate) then, under the assumption of the life-cycle model, agents try to keep the marginal utility of money (in this case $V_x(p, z, x)$) constant over time. This then gives a function for current $z$ in terms of lagged $(p, z, x)$ and current $(p, z)$ (see Browning (1989)). The drawback with this procedure is that we usually have to start from very simple forms for the indirect utility function to ensure that the resulting consumption function is tractable.

Here we use a different procedure. We start with a consumption function that has desirable properties (flexibility and tractability) and then 'integrate back' to the indirect utility function to display all of the implications of the preferences that are thus implicitly chosen.

The first property we want is that intertemporal allocation depends on only one price index instead of many prices. Specifically, we model $c = \frac{\bar{z}}{\alpha(p, z)}$, where $\alpha(p, z)$ is some linear homogeneous price index. The dependence on $z$ allows for the fact that different types of households may be affected differently by relative price changes. For obvious reasons we shall call $c$ 'consumption' and define the indirect utility function $V(p, z, x) = \nu(\frac{\bar{z}}{\alpha(p, z)}, z) + \psi(p, z) = \nu(c, z) + \psi(p, z)$, where $\psi$ is zero-homogeneous in $p$. Thus the marginal utility of expenditure is given by $V_x(\cdot) = \nu_x(\cdot) \alpha(\cdot)^{-1}$. This formulation does not require homotheticity or the existence of a Hicks composite commodity (see Gorman (1959)).

When using the first order condition for expected utility maximization in an intertemporal framework, we end up considering the first differences of discounted marginal utility of expenditure. It is therefore extremely convenient to model to model $v_c(\cdot)$ or $\ln(v_c)$ as a low order polynomial in known functions of $c$ and $z$. As we discuss below, this is particularly so when using average cohort techniques since we can take means over period-cohort cells of known functions of the given variables.

There are advantages both in modeling $v_c(\cdot)$ and $\ln(v_c)$. In the former case we avoid the need
of assuming log normality of the residuals to get a linear relationship out of the Euler equation. In the latter case we do not have to impose any restrictions on the parameters to guarantee that marginal utility is positive and it is possible to obtain the much used isoelastic specification as a particular case of our more general formulations. In an earlier draft of this paper, we found that the empirical results were very similar in the two cases so that, for comparison with other studies, we report the results obtained modeling \( \ln(v_c) \).

One of the most important parameters that characterizes intertemporal allocation is the elasticity of intertemporal substitution (eis). This gives the proportional change in consumption for an anticipated one percent increase in the discounted price of consumption (which equals the negative of the response to a one percent increase in the real interest rate). For a many good model it is defined as (see Browning (1989)):

\[
\phi(p, z, x) = \frac{V_z}{x V_{zz}} = \frac{v_z}{cv_{cc}}
\]

Since \( V(\cdot) \) is increasing and concave in \( z \) this should be negative. This elasticity approaches zeros as agents become increasingly reluctant to substitute between periods. The bounding cases are Leontief preferences (\( \phi = 0 \)) and linear preferences (\( \phi = -\infty \)).

We model \( \ln(v_c) \) as a restricted polynomial in \( \ln(c) \) and \( z \):

\[
\frac{1}{\sigma} \ln(v_c(c, x)) = \beta' z + \delta \ln(c) + (\gamma' z) \ln(c) + \eta(\ln(c))^2
\]

The implied eis in this case is given by the following expression:

\[
\phi(p, z, x) = \frac{\sigma}{\delta + \gamma' z + 2\eta(\ln(c))}
\]

In order to identify the parameters of this equation we use the normalization \( \delta = -1 \). Notice that if \( \gamma = 0 \) and \( \eta = 0 \) we obtain the usual isoelastic case. It is easy to show that integrating the marginal utility function in equation (1) one gets, in this case, an isoelastic indirect utility function. More generally, the indirect utility function is given by the following expression:

\[
V(p, z, x) = \frac{1}{\alpha(p, z)} \int_0^z v_y(z, \frac{y}{\alpha(p, z)}) dy + \psi(p, z)
\]
where $\psi(p, z)$ is a 'constant' of integration (constant as far as $z$ is concerned, that is). Notice that this specification allows for complex substitution patterns across commodities within each period, and yet guarantees that intertemporal allocation is determined by the single price index $\alpha(.)$.

Notice also that, if $\eta$ is positive, the absolute value of the elasticity of substitution in equation (2) is an increasing function of the level of consumption, implying that wealthier families find it easier to substitute consumption across periods. Finally, note that the value of the elasticity of intertemporal substitution can vary with family characteristics $x$; Blundell et al. (1989) found this to be important.

To derive an equation to estimate we consider the usual Euler equation derived under the assumption that all agents have access to a financial instrument that has the same lending and borrowing nominal interest rate $i_{t+1}$ between periods $t$ and $t+1$. In that case we have:

\begin{equation}
E_t[\lambda_{t+1}(1 + i_{t+1})] = \lambda_t
\end{equation}

where $E_t$ denotes the expectations operator conditional on information available at time $t$ and $\lambda$ is the marginal utility of expenditure $V_s(p, z, x) = v_e(c, x)/\alpha(p, x)$.

Equation (3) can also be written in terms of $v_e$ and the real interest rate:

\begin{equation}
v_{c,t+1}R_{t+1} = v_{c,t}\tilde{\epsilon}_{t+1}
\end{equation}

where $R_{t+1} = \frac{\alpha(p_{t+1}, x_{t+1})}{\alpha(p_{t+1}, x_{t+1})}(1 + i_{t+1})$ and $E_t[\tilde{\epsilon}_{t+1}] = 1$.

Combining equation (1) and equation (4) and using the normalization $\delta = -1$, we have:

\begin{equation}
\Delta ln(c_{t+1}) = \text{constant} + \beta'\tilde{\epsilon}_{t+1} + \gamma'\Delta(c_{t+1}ln(c_{t+1})) + \eta\Delta(ln(c_{t+1})^2) + \sigma_{t+1} + \epsilon_{t+1}
\end{equation}

where $\sigma_{t+1} = ln(R_{t+1})$ is approximately equal to the real interest rate between time $t$ and $t+1$ and $E_t[\epsilon_{t+1}] = 0$. The constant term includes various conditional moments of $\tilde{\epsilon}_{t+1}$. Under the assumption of log-normality, it contains only second moments. We assume that these moments are constant over time or uncorrelated with the instruments used in estimation.

Equation (5) is the relationship that we will estimate and test in the next section. Notice that this equation is linear in the parameters and that if $\eta = 0$ and $\gamma = 0$ it reduces to the sort of equation which is is usually estimated in the literature.
One last issue that remains to be discussed before we move to the econometric problems is that of the presence of the 'true' price index $\alpha(p, x)$ in the definition of the real interest rate that appears in equation (5). There are three approaches to dealing with this. One is to estimate the demand system associated with the given preference structure. This allows us to construct $\alpha(p, x)$ for each household and is the route followed by Blundell, Browning and Meghir (1989) for a different preference structure. This would take us too far away from our principal focus. The next alternative is to parametrize $\alpha(p, x)$ and to estimate these parameters along with $(\sigma, \beta, \gamma)$. This is likely to result in rather imprecise estimates of the $\alpha(p, x)$ parameters at the cost of increasing quite a bit our parameter size. The final approach is to replace $\alpha(p, x)$ with a known price index. We follow this route and use a geometric mean of prices with the household shares as weights. Blundell et al. (1989) present results indicating that this does not lead to significant bias. Using household specific weights allows for the dependence of $\alpha(\cdot)$ on household characteristics. We denote this index $P$.

### 3.2 Econometric Issues

Equation (5) is valid for a single household. Unfortunately we only observe each household once. To estimate equation (5) we have to aggregate across all the households belonging to a given cohort. In this respect the linearity in the parameters of equation (5) is crucial. At the same time the non-linearity of the equation in the variables is not a problem: we can take the cohort means of any known non-linear transformation of the data, we can interact any observable variable, etc. Of course this is not possible with aggregate time series data.

Equation (5) can be aggregated in a number of different ways, as long as the population from which the samples in various time periods are drawn is homogeneous. This is to say that the definition of cohorts is quite arbitrary. We chose to keep 6 separate cohorts for several reasons. First and most importantly, this allows us to isolate possible rejection of the model and impute them to a given cohort, for instance that observed in the early part of the life cycle. Second, it is possible that some variables, in particular demographic variables, do not vary much over time for the population at large, but exhibit strong variations over the life cycle. Therefore the analysis of many tightly defined cohorts allows us to identify more precisely parameters that might be potentially important. Finally, it is possible that the degree of heterogeneity within each cohort is different, inducing, as discussed below, heteroscedasticity. By explicitly allowing for this we may
obtain more efficient estimators.

It should be clear that the consideration of many cohorts simultaneously does not add genuinely new observations that would lead toward the consistency of our estimator. As stressed by Chamberlain (1984), consistency in this framework is only obtained when $T$, the number of time periods, goes to infinity. The reason for this is that the residuals for the same time period for different cohorts are correlated and do not have zero mean across cohorts.

The consideration of cohort means for the estimation of equation (5) with a cell size less than the population induces MA(1) residuals. This is because the cohort means are computed on the levels, so that taking the first difference of variables affected by measurement errors will induce first order serial correlation. The residuals of the estimated equation (5) will therefore be given by the sum of an expectational error (presumably white noise) and an MA(1) residual with a unit root. The resulting residuals will be (for each cohort) an MA(1) with the sign and size of the first order autocorrelation depending on the relative variance of the two components. In our experience the measurement error component tends to dominate so that we get negative first order autocorrelation.

The presence of MA(1) residuals poses some problems for the choice of the instruments and the computation of the standard errors. In the absence of measurement error, variables known at time $t$ would be valid instrument for the estimation of equation (5). To allow for MA(1) residuals we take instruments dated $t - 1$ and earlier.

The use of second or earlier lags has an important bearing on our test for excess sensitivity. In any period we take a (relatively small) sample of households. If we happen to sample a number (or even just one) with unusually high lifetime income then we will observe high income and high consumption. This is not, of course, inconsistent with the simple life-cycle hypothesis but it will introduce a spurious relationship between changes in income and consumption. By projecting onto variables that are lagged at least twice we purge these variables of their (correlated) measurement error. We shall demonstrate below that despite the presence of considerable sampling errors our predicting equations do track most of our variables quite well.

Strictly speaking the Euler equation (5) holds for each cohort so that we could apply the GMM orthogonality conditions for each cohort separately. On the other hand these cohort specific conditions also imply that the whole sample will satisfy the orthogonality conditions, so that we could just impose these conditions for the pooled sample. Effectively the choice here comes down to
whether we are going to use exogenous and lagged twice variables to predict each set of endogenous variables separately for each cohort or whether we are going to impose the same reduced form. Put another way, the instrument matrix can be formed as a block diagonal matrix of cohort instruments or as a stacked matrix. The 'block' procedure is weaker but has the disadvantage that we can only use a relatively small number of instruments.

Another problem with the consideration of many cohort simultaneously is the computation of the standard errors. The error structure of the pooled equations is fairly complicated. In computing the standard error we allow for first order autocorrelation within each cohort with a different variance and autocorrelation coefficient and for simultaneous correlation across cohorts. While we do allow for different variances (and first order autocorrelation) across different cohorts, we ignore the possibility of within cohort heteroscedasticity induced by variable cell size. This is justified by the fact that most of the variability in cell size is across cohorts (see Table 1).
4. Results

In this section we present our empirical results for the structural model discussed in section 3. In the first subsection we describe the specifications estimated. In the second subsection we present the estimated equations with a minimum of discussion. In subsection 4.3, we discuss in detail the implications of our estimates for tests of the life cycle hypothesis. We consider the robustness of our results and compare them to results obtained both with macro and micro data in the literature. In particular, we explain how ignoring demographics can lead to apparent excess sensitivity in the aggregate time series data, even though aggregate demographic variables display very little high frequency variability. In subsection 4.4 we discuss briefly the inclusion of labor supply variables in the Euler equation for consumption.

4.1 Variable and instrument choice

As stated above the consumption definition used in this paper includes consumption of non durables and services. To estimate equation (5), we also need to specify the $z$ variables and the nominal interest rate.

The $z$ variables fall into three distinct groups. First, there are variables like seasonal and cohort dummies, age and age squared that can all be taken as exogenous and measured without error. Next we have a set of demographic variables that describe the composition of the family. We consider the following variables: the number of children ($nch$), the number of adults (persons aged over 16) ($adult$), a dummy set to one if the number of children is greater than zero ($cdch$) and the log of total family members ($lnmem$). In one of the regressions we also include two labor supply variables: a dummy set equal to one if the husband works ($dphus$) and another set to one if the wife works ($dpwif$). When included, the labor supply variables are considered as endogenous and therefore instrumented. While we also tried other demographic and labor supply variables, these did not affect in a substantial way the qualitative results discussed in this section.

In the specification above our $z$ variables (demographics, age and labor supply) enter in two ways (see equation (5)): in levels (that is, as modifiers of the discount rate) and crossed with log consumption (that is, as modifiers of the intertemporal substitution elasticity). We term these two sets of variables 'levels' and 'crossed' respectively. All the interacted variables are considered endogenous and are instrumented.

The nominal interest rate chosen is the rate on Building Society deposits at the end of period
t. We chose this interest rate for two reasons: first, a large number of households have Building Society deposits or mortgages; second, given the tax deductibility of interest payments there is almost no difference between lending and borrowing rates.

The real interest rate (computed as the nominal rate minus the cohort specific inflation rate in the price index for non durables), the change in log consumption and in its square, the change in real disposable income and all the demographic labor supply variables are considered as endogenous and therefore instrumented.

In addition to the variables considered as exogenous we include in the list of instruments the second and third lag of: changes in log consumption and its square, changes in log real disposable income, the real interest rate and the inflation rate. We also used the second lag of all the \( z \) variables in levels and interacted with the log of consumption and the same for the labor supply variables.

Given the fairly large number of variables to be instrumented the choice between 'stacked' and 'blocked' instruments was resolved in favor of the former. However we also include in the instrument set cohort dummies and cohort dummies interacted with lagged twice consumption growth to pick up any cohort specific effects.

4.2 Estimation Results

We start by presenting the standard Euler equation for consumption with isoelastic preferences and no controls for demographics and/or labor supply variables. These estimates are reported in the first column of Table 2. The results are consistent with the evidence from macroeconomic time series data (see, for instance, Campbell and Mankiw (1989,1991)). The estimated coefficient on expected income growth is large and significant (0.4, s.e. = 0.03), while that on the real interest rate is small and not significantly different from zero. The only difference is the non rejection of the over-identifying restrictions 8.

In the second column of Table 2 we add to the previous equation the change in the square of consumption. This turns out to be extremely significant (0.25, s.e.=0.02) indicating that there are substantial deviations from the isoelastic specification normally used in the literature. Notice that

---

8 Attanasio and Weber (1992) show that this is due to the use of the log of the geometric rather than that of arithmetic mean of consumption. Another possibility is that the use of a large number of instruments decreases the power of the test in small samples, if some of them are very noisy and uncorrelated with expected income.
Table 2
Effects of demographics and labour supply variables on the Euler equation for consumption

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real interest rate</td>
<td>0.075</td>
<td>-0.005</td>
<td>0.211</td>
<td>0.137</td>
<td>0.082</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.071)</td>
<td>(0.062)</td>
<td>(0.082)</td>
<td>(0.082)</td>
<td>(0.081)</td>
</tr>
<tr>
<td>Δ ln(y)</td>
<td>0.397</td>
<td>0.413</td>
<td>0.125</td>
<td>-0.056</td>
<td>0.086</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.030)</td>
<td>(0.027)</td>
<td>(0.036)</td>
<td>(0.073)</td>
<td>(0.036)</td>
</tr>
<tr>
<td>Δ ln(c)^2</td>
<td>-</td>
<td>0.252</td>
<td>0.360</td>
<td>0.126</td>
<td>0.202</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.022)</td>
<td>(0.035)</td>
<td>(0.045)</td>
<td>(0.070)</td>
<td>(0.066)</td>
</tr>
<tr>
<td>age and age^2</td>
<td>-</td>
<td>-</td>
<td>1553.8</td>
<td>223.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3)</td>
<td>(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ^2 and (dof)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>374.0</td>
<td>1403.0</td>
<td>1198.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(8)</td>
<td>(8)</td>
<td>(8)</td>
</tr>
<tr>
<td>demographics^a</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>95.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4)</td>
<td></td>
</tr>
<tr>
<td>χ^2 and (dof)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sargan test</td>
<td>30.266</td>
<td>30.391</td>
<td>29.945</td>
<td>25.017</td>
<td>24.344</td>
<td>30.2</td>
</tr>
<tr>
<td>d.o.f.</td>
<td>49</td>
<td>48</td>
<td>45</td>
<td>37</td>
<td>36</td>
<td>40</td>
</tr>
</tbody>
</table>

Notes: Numbers in parentheses are standard errors. Δ ln(y) is the rate of growth in before tax family non capital income.

^a Demographic variables are the changes in log of family size, number of children, number of adults, dummy for the presence of children and changes in the same variables crossed with ln(c).

^b Labor supply variables are the changes in the dummies for husband and wife in employment as well as the changes in these dummies crossed with ln(c).

Table 3
Experiments on Base Specification

<table>
<thead>
<tr>
<th></th>
<th>Drop levels variables</th>
<th>Drop crossed variables</th>
<th>Small Instrument set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison column in Table 2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Coefficient on expected income growth</td>
<td>-0.037 (0.025)</td>
<td>0.197 (0.052)</td>
<td>0.278 (0.209)</td>
</tr>
</tbody>
</table>
the estimate of the coefficient on $ln(c)^2$ implies that the elasticity of intertemporal substitution increases with the level of consumption (holding everything else constant). The inclusion of this variable does not affect the coefficient on income growth but it does change that on the real interest rate.

In the third column we approximate the life cycle movements in family composition with a simple quadratic polynomial in age. We therefore add three variables: the first differences of age squared and age and age squared crossed with log consumption (the change in age is simply a constant). In table 2 we report only the value of the $\chi^2$ test for the hypothesis that these additional coefficients are jointly equal to zero \(^6\). The noticeable features are the strong significance of the new variables, the fact that the point estimate of the coefficient on income growth, albeit still significant, is less than one third of the estimate in the previous column (0.13, s.e.=0.02). and that the coefficient on the real interest rate is now strongly significant (0.21, s.e.=0.06). The coefficient on $ln(c)^2$ is still strongly significant.

In column 4 we add to the previous specification the four demographic variables listed above; note that this means estimating eight new coefficients since each variable is included in 'levels' and 'crossed' terms. This has the effect of removing completely the excess sensitivity of consumption to income. The point estimate of the coefficient on income growth is now negative and insignificantly different from zero. The demographic variables are strongly significant.

In column 5 we remove the age and age squared variables and add two dummies indicating whether the husband and wife are in employment. The coefficient on income growth, again, is estimated to be very small and insignificantly different from zero. The labor supply variables are strongly significant. Their significance is discussed in the subsection 4.4 \(^10\).

Finally, in column 6 we report a specification which excludes both labor supply and age variables. The coefficient on income growth is now sizeable and significant (0.19, s.e.=0.04). The coefficient on $ln(c)^2$ is reduced in size and is not strongly significant (0.10, s.e.=0.07). It should be stressed that column 6 has been obtained by excluding two sets of significant variables.

We now turn to the discussion and interpretation of these results.

\(^6\) Full estimation results for this and the following equations are reported in Table A2 in the result appendix.

\(^10\) A specification with both labor supply and age variables indicated that both sets of variables are significant. However, both the size and the significance of the other coefficients were unaffected.
4.3 Robustness of results and comparison with the existing literature

The results in the previous sub-section suggest that controlling for demographics and age or labor supply removes all the apparent excess sensitivity in the data (compare columns 4 and 5 with column 2). On the other hand, if we control for age or demographics alone excess sensitivity is considerably reduced but not removed completely (see columns 3 and 6). We turn now to a consideration of how these results compare to those found using macro and micro data. We shall restrict attention to the specification that does not use labor supply variables (that is, column 4 of Table 2) since the use of these as conditioning variables in a consumption equation is unusual; we discuss column 5 in the next subsection.

To facilitate these comparisons we first present the results of three experiments on our data. In our first two experiments we drop, in turn, the 'levels' and the 'crossed' variables. In the third experiment we investigate the effect of using a smaller set of instruments on our results. As we shall see other studies use a much smaller instrument set than the one we have. Specifically, in the 'small' version we use as instruments: the seasonals; age variables; second lags of the real rate of interest; second lags of the first differences of log consumption squared; second lags of first differences of hours of work and participation dummies for husband and wife and second and third lags of income and consumption growth 11. Thus in this experiment we exclude the crossed and demographic variables from our instrument set.

The results of these experiments on our test of excess sensitivity can be seen in Table 3. In the first two columns we drop the demographic and age levels and crossed variables respectively from the specification in column 4 of Table 2; it should be noted that these variables are significant in that specification (the $\chi^2(5)$ and $\chi^2(6)$ statistics for excluding them are 44.5 and 469.8 respectively). As can be seen there is no evidence of excess sensitivity if we drop the levels variables but this changes dramatically if we replace the levels variables and remove the crossed variables: the coefficient on expected income is now large and significant.

The final column in Table 3 shows that if we drop the demographic and crossed variables from the instrument set then the coefficient on expected income becomes very ill determined; the standard error rises from 0.027 in Table 2, column 3 to 0.209. The obvious explanation here is that without the variables excluded from the instrument set the predictions for income growth are

11 The reason for the choice of these variables will become clear below.
not very good.

For the purposes of comparison with previous results using micro data we shall consider the studies of Hall and Mishkin (1982) (hereinafter, HM); Altonji and Siow (1987) (AS); Zeldes (1989) and Runkle (1991). These papers provide a representative cross-section of results concerning excess sensitivity on the PSID: HM and Zeldes find evidence of excess sensitivity whilst AS find only weak evidence and Runkle finds none. Of course there are many differences between these studies and between any of them and our specification 12 but we shall concentrate on the differences in the use of demographics.

When considering tests of excess sensitivity and the use of demographics there are two offsetting considerations. First, allowing for the dependence of tastes on demographics is likely to reduce the life-cycle correlation between income and consumption in the way already explained. On the other hand, demographics add significantly to the predictive power for income changes and so make rejections of excess sensitivity more likely.

All four papers referenced take some account of age and/or family composition but these are generally treated as nuisance variables. Thus both HM and AS use residuals from regressions of income and consumption (strictly, food) changes on a variety of demographic variables. Zeldes uses an adult equivalence scale to deflate food expenditures. Finally, Runkle includes an age variable in his first-differenced specification and reports in a footnote that using extra demographics didn't affect his results. The important point here is that none of these studies includes demographics crossed with consumption. As can be seen from Table 3 it seems that it is these variables that remove the excess sensitivity; thus we can reconcile our results with those of HM, AS and Zeldes by noting this difference.

The Runkle study presents a very different problem for reconciliation: Runkle finds 'no excess sensitivity' even though he uses only age variables. As can be seen from column 3 of Table 2 we cannot remove all the excess sensitivity with just these variables. We believe that the difference here may be associated with how well we are predicting income changes. Runkle uses age, and lagged asset variables, hours of work and the real rate as instruments. Thus he does not use demographics to predict income changes; in the other cited studies the coefficients on the demographic variables in the income change equation are highly significant when they are used (see, for example, HM

---

12 Principally: we use cohort mean data for the U.K. on all non-durable consumption and we use a more flexible preference specification.
and Zeldes). Thus the experiment reported in column 3 of Table 3 above: when we exclude demographics and crossed variables (but not lagged levels of labor supply variables) from the instrument set then age variables alone 'take out' the excess sensitivity. This is similar to Runkle's result.

Although not conclusive this suggests that our results can be reconciled with other results found using micro data. What of studies that use aggregate data? How can demographics, which are not very volatile in aggregate, 'explain' the finding of high frequency excess sensitivity on aggregate data (see, for example, Campbell and Mankiw (1989,1991))? Once again, the crossed variables play a central role. Consider the dummy variable for the presence of a child in the household; denote this $z_h^t$ where $h$ stands for household and $t$ for time period. The aggregate of this over the population is $Z_t = \sum_h z_h^t$ which is simply the number of households with children. It is reasonable to assume that $Z_t$ changes very little from period to period; consider the extreme case where $Z_t$ is constant over the sample period. Omitting such a variable from the aggregate relationship will not cause any bias. More generally, if aggregate demographics are evolving slowly over time then they can probably be captured by simple trend variables (see Blinder (1975) and White (1978)).

Thus it seems we can ignore the levels variables when we use aggregate data. The same is not true of the corresponding crossed variables. For the dummy discussed in the last paragraph this variable is $\ln(c_h^t)z_h^t$. The aggregate of this variable is $\sum_h (\ln(c_h^t)z_h^t)$ which is the sum of $\ln(c_h^t)$ over the households with children. There is no reason to believe that changes in this variable are more or less volatile than, say, the geometric mean over the whole population of consumption or income. Moreover, this variable is probably serially correlated and correlated with expected income changes. Thus the widespread rejection of the orthogonality condition on lagged variables and the specific finding of excess sensitivity on aggregate data can be seen as due to omitted variable bias: Of course, with aggregate data there is no way to construct the omitted variable but column 2 in Table 3 above suggests strongly that for cohort mean data (which is somewhere between true micro data and aggregate data) there is such bias and that accounting for it removes all the apparent excess sensitivity.

4.4 The inclusion of labor supply variables

In column 5 of table 2 we included two labour supply variables and showed that in the absence
of pure age variables they help to remove the apparent excess sensitivity in the unconditional specification (that is column 2). This result can be interpreted in two different ways.

Within the theoretical framework of section 3, the inclusion of labor supply variables is justified if preferences over consumption and leisure are non additively separable. This non-separability has long been recognized as potentially important (see Heckman (1974) and Ghez and Becker (1975)). Moreover Browning and Meghir (1991) strongly reject the hypothesis that preferences over individual commodities are separable from labor supply. This suggests that preferences over total consumption and labor supply are not additively separable.

A very different interpretation of the comparison of columns 2 and 5 of Table 5 is the following. Suppose that consumption changes are correlated with expected income changes (for example, because of the presence of liquidity constraints) but that the latter are measured with a good deal of error. Suppose also that changes in employment status can be better predicted by the econometrician than can changes in income. Then it might be that including anticipated employment status variables would 'drive out' expected income whether or not the labor supply variables are relevant for consumption changes.

The results in Table 2 dispose us against the second of these interpretations. After all, we can remove all the excess sensitivity with just age and demographic variables (see column 4). On the other hand, someone who a priori ruled out pure age and labor supply effects could argue that the relevant comparison is between columns 2 and 6 and that this shows that there is some excess sensitivity, albeit less than usually found. This argument rests on the noiseiness of the construction of the income expectations process. As we have seen the results we have obtained regarding excess sensitivity are changed if we use poor instruments (see column 3 of table 3).
5. Conclusion

The main aim of this paper is to assess the validity of the life cycle model of consumption. In particular, we addressed an issue that has recently received much attention, especially in the macroeconomic literature: that of "excess sensitivity" of consumption growth to income growth. We do this using a time series of cross sections and a novel and flexible parametrization of preferences. The former allows us to address aggregation issues directly, while with the latter we can allow both the discount factor and the elasticity of intertemporal substitution to be affected by various observable variables and lifetime wealth.

The main findings can be summarized as follows:

(i) the excess sensitivity of consumption growth to labor income disappears when we control for demographic variables. This is true both at life cycle and business cycle frequencies.

(ii) estimation of a flexible specification of preferences indicates that the elasticity of intertemporal substitution is a function of several variables, including the level of consumption. The $e_{is}$ increases with the level of consumption, as expected.

(iii) the variables that change the $e_{is}$ are also important in explaining why we observe excess sensitivity over the business cycle.

(iv) we are able to reconcile our results with those reported both in the macro and micro literature.

(v) in our specification the $e_{is}$ is not very well determined. This result, however, should be taken with care, as we have not made an effort to construct a 'preferred' specification, which would probably include additional controls for labor supply behavior.

The evidence presented shows that the life cycle model cannot be easily dismissed. Indeed, we believe that the model does a good job of representing consumption behavior both over the life cycle and over the business cycle.
Data Appendix

The UK Family Expenditure Survey is a continuous survey of households. Each household is interviewed only once. Each fortnight about 140 new households are selected. In total we have about 1,750 households per quarter, which gives us about 120,000 households over the 17 years of the Survey.

During the two-week interview period the adult members of the household each keep a diary of their expenditures which is then checked by the interviewer at the end of the survey fortnight. As well, a wide range of information on various household characteristics is collected. Table A1 reports summary statistics for the data used.

Result Appendix

In Table A2 we report the detailed results of the GMM estimates discussed in section 4 in the text.
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<table>
<thead>
<tr>
<th>Variable</th>
<th>mean</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \ln(c)$(^1) (x100)</td>
<td>0.486</td>
<td>-24.95</td>
<td>22.76</td>
</tr>
<tr>
<td>$\Delta \ln(y)$(^1) (x100)</td>
<td>0.511</td>
<td>-22.15</td>
<td>19.57</td>
</tr>
<tr>
<td>$\ln\text{mem}^2$</td>
<td>0.517</td>
<td>0.057</td>
<td>0.822</td>
</tr>
<tr>
<td>cdch</td>
<td>0.611</td>
<td>0.011</td>
<td>0.975</td>
</tr>
<tr>
<td>nch</td>
<td>1.205</td>
<td>0.021</td>
<td>2.675</td>
</tr>
<tr>
<td>adult</td>
<td>2.381</td>
<td>2.0</td>
<td>2.929</td>
</tr>
<tr>
<td>$d\ln\text{husb}^3$</td>
<td>0.074</td>
<td>0.0</td>
<td>0.581</td>
</tr>
<tr>
<td>$d\ln\text{wife}^3$</td>
<td>0.429</td>
<td>0.16</td>
<td>0.820</td>
</tr>
<tr>
<td>real rate(^1) (x100)</td>
<td>-0.746</td>
<td>-8.63</td>
<td>2.41</td>
</tr>
<tr>
<td>inflation(^1) (x100)</td>
<td>2.54</td>
<td>-1.16</td>
<td>10.50</td>
</tr>
</tbody>
</table>

**Notes:** 1) First differences are all quarterly.  
2) The participation dummies are set to 1 if the person is not employed.  
3) $\ln\text{mem} = \ln(\text{number of household members}) - \ln(2)$
Table A2
Effects of demographics and labour supply variables on the Euler equation for consumption

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real interest rate</td>
<td>0.211 (0.062)</td>
<td>0.137 (0.082)</td>
<td>0.062 (0.082)</td>
<td>0.080 (0.081)</td>
</tr>
<tr>
<td>$\Delta \ln(y)$</td>
<td>0.125 (0.027)</td>
<td>-0.056 (0.036)</td>
<td>0.086 (0.073)</td>
<td>0.188 (0.036)</td>
</tr>
<tr>
<td>$\Delta \ln(c)^2$</td>
<td>0.360 (0.035)</td>
<td>0.126 (0.045)</td>
<td>0.202 (0.070)</td>
<td>0.103 (0.066)</td>
</tr>
<tr>
<td>$age^2$</td>
<td>-0.179 (0.053)</td>
<td>-0.135 (0.066)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\ln(c) \times age$</td>
<td>-0.0103 (0.004)</td>
<td>0.011 (0.003)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\ln(c) \times age^2$</td>
<td>0.0028 (0.0001)</td>
<td>0.001 (0.0002)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\ln(nmem)$</td>
<td>-</td>
<td>0.238 (0.373)</td>
<td>-0.024 (0.571)</td>
<td>0.582 (0.371)</td>
</tr>
<tr>
<td>$\ln(c) \times \ln(nmem)$</td>
<td>-</td>
<td>2.411 (0.516)</td>
<td>3.197 (0.693)</td>
<td>2.579 (0.547)</td>
</tr>
<tr>
<td>$nch$</td>
<td>-</td>
<td>-0.040 (0.078)</td>
<td>-0.040 (0.127)</td>
<td>-0.180 (0.086)</td>
</tr>
<tr>
<td>$\ln(c) \times nch$</td>
<td>-</td>
<td>-0.272 (0.092)</td>
<td>-0.452 (0.129)</td>
<td>-0.297 (0.112)</td>
</tr>
<tr>
<td>$adult$</td>
<td>-</td>
<td>0.048 (0.139)</td>
<td>0.158 (0.199)</td>
<td>0.040 (0.135)</td>
</tr>
<tr>
<td>$\ln(c) \times adult$</td>
<td>-</td>
<td>-0.641 (0.138)</td>
<td>-0.756 (0.220)</td>
<td>-0.692 (0.172)</td>
</tr>
<tr>
<td>$cdch$</td>
<td>-</td>
<td>0.101 (0.096)</td>
<td>0.346 (0.096)</td>
<td>0.272 (0.072)</td>
</tr>
<tr>
<td>$\ln(c) \times cdch$</td>
<td>-</td>
<td>-0.349 (0.225)</td>
<td>-0.734 (0.277)</td>
<td>-0.585 (0.212)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------</td>
<td>-------</td>
<td>-----</td>
<td>----</td>
</tr>
<tr>
<td>$d;husb$</td>
<td>-</td>
<td>-</td>
<td>0.283</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.109)</td>
<td></td>
</tr>
<tr>
<td>$\ln(c) \times dphusb$</td>
<td>-</td>
<td>-</td>
<td>0.783</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.121)</td>
<td></td>
</tr>
<tr>
<td>$dpwife$</td>
<td>-</td>
<td>-</td>
<td>-0.068</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.039)</td>
<td></td>
</tr>
<tr>
<td>$\ln(c) \times dpwife$</td>
<td>-</td>
<td>-</td>
<td>0.233</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.085)</td>
<td></td>
</tr>
<tr>
<td>Sargan test</td>
<td>29.945</td>
<td>25.017</td>
<td>24.344</td>
<td>23.9</td>
</tr>
<tr>
<td>d.o.f.</td>
<td>45</td>
<td>37</td>
<td>36</td>
<td>40</td>
</tr>
</tbody>
</table>

**Notes:** Numbers in parentheses are standard errors. $\Delta \ln(y)$ is the rate of growth in before tax family non capital income. The column numbers correspond to that of table 2 in the text.

- **Demographic variables** are the changes in log of family size, number of children, number of adults, dummy for the presence of children and changes in the same variables crossed with $\ln(c)$.

- **Labor supply variables** are the changes in the dummies for husband and wife in employment as well as the changes in these dummies crossed with $\ln(c)$. 