IMF and [Na/Fe] abundance ratios from optical and NIR spectral features in early-type galaxies
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ABSTRACT

We present a joint analysis of the four most prominent sodium-sensitive features (Na D, Na i λ8190 Å, Na i λ1.14 μm, and Na i λ2.21 μm), in the optical and near-infrared spectral ranges, of two nearby, massive (σ ~ 300 km s⁻¹), early-type galaxies (named XSG1 and XSG2). Our analysis relies on deep Very Large Telescope/X-Shooter long-slit spectra, along with newly developed stellar population models, allowing for [Na/Fe] variations, up to ~1.2 dex, over a wide range of age, total metallicity, and initial mass function (IMF) slope. The new models show that the response of the Na-dependent spectral indices to [Na/Fe] is stronger when the IMF is bottom heavier. For the first time, we are able to match all four Na features in the central regions of massive early-type galaxies finding an overabundance of [Na/Fe] in the range 0.5–0.7 dex and a bottom-heavy IMF. Therefore, individual abundance variations cannot be fully responsible for the trends of gravity-sensitive indices, strengthening the case towards a non-universal IMF. Given current limitations of theoretical atmosphere models, our [Na/Fe] estimates should be taken as upper limits. For XSG1, where line strengths are measured out to ~0.8 R_e, the radial trend of [Na/Fe] is similar to [α/Fe] and [C/Fe], being constant out to ~0.5 R_e, and decreasing by ~0.2–0.3 dex at ~0.8 R_e, without any clear correlation with local metallicity. Such a result seems to be in contrast to the predicted increase of Na nucleosynthetic yields from asymptotic giant branch stars and Type II supernovae. For XSG1, the Na-inferred IMF radial profile is consistent, within the errors, with that derived from TiO features and the Wing–Ford band presented in a recent paper.
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1 INTRODUCTION

Although constraining the initial mass function (hereafter IMF) of unresolved stellar populations poses a number of difficult challenges, it has been possible to discern a significant variation of the low-mass end of the IMF in early-type galaxies (ETGs). Constraints on the IMF have been achieved on two fronts, namely via estimates of the stellar mass-to-light ratio (M/L) through dynamical (see, e.g. Cappellari et al. 2012, 2013) or lensing analyses (see, e.g. Treu et al. 2010; Leier et al. 2016); or via targeted spectral features sensitive to the presence of low-mass stars, which in effect constrain the relative contribution of dwarf versus giant stars (see, e.g. Cenarro et al. 2003; van Dokkum & Conroy 2010; Ferreras et al. 2013; La Barbera et al. 2013; Spiniello et al. 2014). These two approaches are affected by different systematics, but both agree in that the stellar populations found in the more massive ETGs appear to have formed from a (bottom-)heavier IMF than the standard one (see e.g. Kroupa 2001; Chabrier 2003). The more homogeneous populations typically found in massive ETGs simplify – to some degree – the analysis of the strong degeneracies found in the interpretation of gravity-sensitive spectral features. However, some issues of the analysis are not fully understood. These issues are mainly related to the sensitivity of the indices to non-solar abundance ratios, both as a general trend between the Fe-group and alpha-group elements
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(measured as [Mg/Fe] or [α/Fe]), or as more specific variations in individual elements – described here as [X/Fe] – that affect the specific gravity-sensitive features under scrutiny.

The steps ahead in the interpretation of gravity-sensitive line strengths as a signature of a non-universal IMF involve a painstaking, detailed analysis of the inherent degeneracies of these indices. Although age and metallicity can be robustly taken into account by use of additional spectral indices, or by spectral fitting, the effect of [α/Fe] or, even more so, [X/Fe] is much harder to quantify, due to the lack of a fully consistent, extensive, library of stellar spectra (empirical or theoretical) covering a wide range of the parameter space. An empirically motivated approach is always preferred – given the complexity of the line strengths and the stellar populations under study. For instance, in La Barbera et al. (2013) it was possible to model the [α/Fe] dependence of the indices by use of stacks of Sloan Digital Sky Survey (SDSS) spectra selected at fixed velocity dispersion and [α/Fe]. Such an approach allowed us to discard, in an empirical way, the possibility that the trends found in gravity-sensitive indices were solely caused by variations in [α/Fe]. However, at the moment, it is not possible to base the analysis entirely on an empirical approach, and one has to resort to more uncertain stellar atmosphere calculations (see, e.g. Thomas, Maraston & Johansson 2011; Conroy & van Dokkum 2012a, hereafter CvD12a).

More empirical information is needed to advance in this field, and to improve theoretical models of stellar atmospheres. On this front, we turned towards a detailed analysis of the spectra of individual ETGs at very high signal-to-noise ratio (S/N), covering a wide spectral window. In this context, La Barbera et al. (2016, hereafter LB16) presented a high-quality spectrum of a massive ETG taken by the Very Large Telescope (VLT)/X-Shooter spectrograph, to explore the local (i.e. radial) variations in the IMF by use of TiO gravity-sensitive indices in the optical and near-infrared (NIR), as well as the Wing–Ford (FeH-dependent) band in the NIR. A combination of three TiO indices allowed us to break the degeneracies of individual line strengths, leading to a robust determination of a radial gradient in the IMF slope, being bottom-heavy in the central region, approaching the standard case at around an effective radius. This result is consistent with the previous studies (Martín-Navarro et al. 2015a). Surprisingly, the Wing–Ford index was not as strong as expected, and its radial variation was rather mild, apparently suggestive of no IMF change. However, one should note that each gravity-sensitive index depends on different intervals of the IMF stellar mass range. The Wing–Ford band is especially sensitive to the very low mass (VLM) end (i.e. the feature is only prominent in the coolest M-dwarfs). Therefore, this result is consistent with a scenario where the IMF of massive ETGs has an excess of low-mass stars (around a spectral type M0V, corresponding to a stellar mass of 0.5 M☉) but not of VLM stars (approximately below a spectral type M4V, corresponding to 0.2 M☉), i.e. a tapering of the IMF functional form, similar to that for the Milky Way IMF. In this case, a single power law (also described as a unimodal IMF) is readily ruled out (La Barbera et al. 2016). Alternatively, one may consider that the Wing–Ford band is more strongly anticorrelated with [α/Fe] than the theoretical predictions, hampering its joint interpretation with the optical TiO indices.

The ultimate goal of the interpretation of gravity-sensitive spectral features is to determine the local property that drives the variations in the IMF. Various theoretical analyses propose an excess of low-mass stars through turbulent fragmentation in the environment of a strongly starbursting interstellar medium (see, e.g. Padoan & Nordlund 2002; Hopkins 2013; Chabrier, Hennebelle & Charlot 2014). On first principles, one could expect a significant variation in the IMF between a relatively quiet environment and a more extreme scenario – found in the cores of massive ETGs – where a substantial mass in stars (≈1011 M☉) forms within a relatively short period of time (1–2 Gyr) and within a small volume (r < 1–2 kpc). Moreover, in order to match the observed properties of massive ETGs (most notably, their metallicity and α-enhancement), a time-dependent scenario is required, where a top-heavy phase, expected during the first stages of galaxy evolution, is followed by a bottom-heavy phase (Vazdekis et al. 1996, 1997; Weidner et al. 2013; Ferreras et al. 2015). A deeper understanding of the information encoded in gravity-sensitive spectral indices will allow us to determine the major driver of IMF variations. The large metallicity radial gradient found in (some) massive ETGs (see, e.g. La Barbera et al. 2012) is indicative of at least two different components: a massive, compact core, formed early, and an extended envelope, possibly made up of accreted material from mergers. This two-stage formation paradigm (e.g. Oser et al. 2010; Navarro-González et al. 2013) should also lead to two different stellar mass functions. Indeed, such a variation in the IMF was found in recent studies based on long-slit and integral field spectroscopy (Martín-Navarro et al. 2015a,c). The lack of an IMF radial gradient in a relic, compact, massive galaxy (Martín-Navarro et al. 2015b) was encouraging within this simple model. Furthermore, these spatially resolved studies allowed us to focus on the local drivers of IMF variations. Although the first results pointed to a significant correlation with central velocity dispersion (Ferreras et al. 2013, hereafter F13; La Barbera et al. 2013; Spiniello et al. 2014; La Barbera, Ferreras & Vazdekis 2015; Martín-Navarro et al. 2015a), the Calar Alto Legacy Integral Field Area Survey (CALIFA) revealed that metallicity, rather than local velocity dispersion, might be the primary driver of IMF variations (Martín-Navarro et al. 2015c). It is worth emphasizing here that the SDSS-based work is fully consistent with this interpretation, as a significant correlation is expected between metallicity and the fibre-integrated velocity dispersion measured in the SDSS spectra. However, the CALIFA results were mostly based on a single gravity-sensitive feature (TiO2), and more work is doubtlessly needed to disentangle the underlying degeneracies.

As a next step, we turn our focus towards the sodium-based indices. One of the key observables originally proposed to explore the low-mass end of the IMF in quiescent galaxies is the NIR Na I feature at 8190 Å (Spinrad & Taylor 1971). The strength of this feature in massive ETGs could be interpreted either as an excess of low-mass stars with respect to the Milky Way standard IMF; as a product of the expected supersolar [α/Fe]; or even as an overabundance in the individual elements that affect this index, most notably [Na/Fe]. A combination of indices, including the NaD feature in the optical, might allow us, in principle, to disentangle the effect of abundance variations from the presence of low-mass stars (Spiniello et al. 2012). However, such an analysis has been rather inconclusive so far, especially in light of recent results targeting specific (one or two; mostly optical) Na-sensitive features. Smith & Lucey (2013) found a giant elliptical galaxy with a lightweight IMF normalization – as constrained by strong lensing – in apparent contrast with its Na I 8190 Å line as strong as in other high-σ ellipticals. Smith et al. (2015, hereafter SAL15) also concluded that state-of-the-art stellar population models struggle to reproduce the NIR Na I feature in most massive galaxies without breaking other constraints. Meneses-Goytia et al. (2015) also found that both their models and those of CvD12a are unable to reproduce the observed large Na I 2.21 μm values of massive ETGs (see also Röck et al. in preparation). Recently, Zielenskiewski et al. (2015) found a highly Na-enhanced population in the bulge of M31 – along with an Na-depleted
population in M32, still pointing to difficulties of the most recent stellar population models to match both the NaD and Na i 8190 Å absorption lines. Furthermore, McConnell, Lu & Mann (2016) suggested large gradients in [Na/Fe] in the central regions of ETGs. These findings show that an in-depth analysis of sodium-dependent spectral features, in both the optical and NIR, is very much needed.

In this work, we perform, for the first time, a joint, radially extended, analysis of the four Na-sensitive spectral features, Na D, Na i 8190 Å, Na i 1.14 μm, and Na i 2.21 μm (hereafter NaD, NaB8190, NaB11.14, and NaB2.21, respectively) in two massive (σ ≃ 300 km s⁻¹) ETGs at redshift z ≃ 0.06. The two targets, hereafter XSG1 and XSG2, have been selected from the Spheroid’s Panchromatic Investigation in Different Environmental Regions (SPIDER) survey (La Barbera et al. 2010), more specifically from the subsample of 160 ETGs with 280 < σ < 320 km s⁻¹ defined by La Barbera et al. (2013, hereafter LB13). For both galaxies, we have gathered new, very deep, ‘high’ resolution (R ≃ 4000), long-slit spectroscopy with the X-Shooter spectrograph at the European Southern Observatory—Very Large Telescope (ESO-VLT). Our main goal is to constrain, simultaneously, the effect of abundance ratios on Na lines (i.e. [α/Fe] and [Na/Fe]), as well as the slope of the stellar IMF in these galaxies. To model the effect of [Na/Fe], we rely on new stellar population models (named Na-MILES) developed specifically for the purpose of this work, extending previous models, covering the optical and NIR spectral ranges, from Vazdekis et al. (2012) and Röck et al. (2015). The effect of [α/Fe] is modelled with an empirical approach. The results presented in this work are intended to provide a calibration for the interpretation of Na-sensitive features in ETGs. To this effect, our newly developed Na-enhanced stellar population models are made publicly available.

The layout of the paper is as follows. In Section 2, we describe the data. The new stellar population models and the measurement of Na line strengths are described in Sections 3 and 4, respectively. Section 5 deals with the determination of stellar population parameters, such as [C/Fe] and [α/Fe], that are relevant for our analysis. The fitting methodology leading to the constraints on [Na/Fe], IMF slope, and the sensitivity of the Na indices to [Na/Fe] is presented in Section 6. Some important caveats are discussed in Section 8. The results are presented in Section 7, followed by a discussion and a summary in Sections 9 and 10, respectively. We include two appendices with detailed information about the effect of low-T eff stars on the Na-MILES models (Appendix A) and on a comparison between CvD12a and our models (Appendix B).

2 DATA

The targets of this work are XSG1 (SDSS J142940.63+002159.0) and XSG2 (SDSS J002819.30−001446.7), two massive (M ≃ 1−2 × 10¹¹ M⊙; σ ≃ 300 km s⁻¹) ETGs at redshift z ≃ 0.055 74 and z ≃ 0.060 09, respectively. Both galaxies are selected from the SPIDER survey (La Barbera et al. 2010), more specifically from the subsample of 160 ETGs with 280 < σ < 320 km s⁻¹ defined in LB13.

XSG1 has spherical morphology (b/a ≃ 0.9, corresponding to an E0/E1 type), whose light distribution is well described by a de Vaucouleurs model, with an effective radius of R e ≃ 4.1 arcsec (see LB16 for details). XSG2 has a flatter light distribution, with b/a ≃ 0.67. Using the software 2DPhoton (La Barbera et al. 2008) to fit the SDSS r-band image of XSG2 with a two-dimensional, point spread function convolved, Sérsic model (as for XSG1, see LB16) gives a best-fitting Sérsic n ≃ 5.4, and an effective radius of R e ≃ 5.4 arcsec. Simard et al. (2011) report a total R e ≃ 4.2 arcsec from the galaxy bulge+disc decomposition, while from SDSS, we retrieve a value of R e ≃ 4.1 arcsec, more consistent with the total R e. Throughout this work, 1 for XSG2, we adopt an SDSS value of R e ≃ 4.1 arcsec (i.e. the same value as for XSG1).

For both targets, we have obtained new, deep long-slit spectroscopy with the X-Shooter spectrograph at the ESO-VLT, on Cerro Paranal (Proposal IDs: 092.B-0378, 094.B-0747; PI: FLB). X-Shooter is a second-generation ESO-VLT instrument – a slit echelle spectrograph that covers a wide spectral range (3000−25 000 Å), at relatively high resolution (Vernet et al. 2011). The incoming beam is split into three independent arms (ultraviolet-blue, UVB: 3000−5900 Å; visible, VIS: 5300−10 200 Å; and near-infrared, NIR: 9800−25 000 Å), each one equipped with optimized optics, dispersive elements, and detectors, ensuring high sensitivity throughout the entire spectral range. Data for XSG1 (XSG2) were taken through 5 (10) observing blocks, each including two exposures on target, interspersed by 2 (1) sky exposures, with the same integration time as for the science target. This setup resulted into a total on-target exposure time of ≃1.7, 1.9, and 2.1 h, in the X-Shooter UVB, VIS, and NIR arms, respectively. For each arm, the data were pre-reduced using version 2.4.0 of the data-reduction pipeline (Modigliani et al. 2010), performing the subsequent reduction steps (i.e. flux calibration, sky subtraction, and telluric correction) with dedicated FORTRAN software developed by the authors. We refer the reader to LB16 for a detailed description of each reduction step (see also Schönebeck et al. 2014).

For this study, we use the six radially binned spectra of XSG1 analysed by LB16 (see their fig. 4), obtained by folding up data from opposite sides of the X-Shooter slit around the photometric centre of the galaxy. In order to minimize seeing effects, the innermost spectrum has a width of 1.3 arcsec (i.e. ±0.675 arcsec) around the photometric centre of the galaxy, corresponding to a factor of 1.5 times the mean seeing full width at half-maximum (FWHM) of the data. The bin size is increased adaptively outwards, in order to ensure a median S/N > 90 per Å in the optical spectral range (from 4800 to 5600 Å). The outermost bin for XSG1 reaches an average galactocentric distance of ≃0.8 R e. For XSG2, because of the lower S/N, we did not extract spectra at different radii, producing only the central galaxy spectrum, extracted within an aperture of ±0.675 arcsec (i.e. ≃0.2 R e) around the galaxy photometric centre, i.e. the same aperture as for the innermost bin of XSG1. Thus, the present analysis is based on a total of seven radially binned spectra, six for XSG1 plus one for XSG2. The median S/N measured in the central bins reaches 320 and 220 per Å for XSG1 (see table 1 of LB16) and XSG2, respectively. The main properties of the seven binned spectra, including their galactocentric distance R/R e and velocity dispersion (σ), are summarized in Table 1. The spectra of XSG1 are displayed, over the whole X-Shooter spectral range, in fig. 4 of LB16. For XSG1, the σ is measured as detailed in LB16, running the software pPXF (Cappellari & Emsellem 2004) on different spectral regions of the UVB and VIS X-Shooter arms (λ ≃ 4000−9000 Å), combining the corresponding probability distribution functions into final estimates. For the central spectrum of XSG2, the same approach gives σ ≃ 308 ± 3 km s⁻¹, in fair

---

1 The value of R e is only used to scale the galactocentric distance of spectra extracted in different radial bins. Hence, the adopted value of R e does not affect at all our conclusions.

2 The lower S/N ratio of the X-Shooter spectrum of XSG2 is due to the fainter mean surface brightness of the galaxy (with respect to XSG1), rather than a lower data quality.
agreement with the SDSS-DR7 estimate (292 ± 11 km s$^{-1}$), measured within the (larger) SDSS 1.5 arcsec radius fibre aperture.

3 STELLAR POPULATION MODELS

3.1 Extended-MILES models

We use the extended-MILES (Medium resolution INT Library of Empirical Spectra) stellar population models, covering the spectral range from 0.35 to 5 μm, at moderately high resolution. Such a wide wavelength baseline is achieved by combining single-age, single-metallicity, stellar population (SSP) spectra computed in various spectral ranges with our population synthesis code, in a self-consistent manner. The optical SSP spectra (Vazdekis et al. 2010; recently updated by Vazdekis et al. 2015, hereafter V15) are extended out to ~0.9 μm, forming the so-called MIUSCAT SSPs (Vazdekis et al. 2012), and joined to those at redder wavelengths (Röck et al. 2015), as described in Röck et al. (2016). All these models are extensively based on empirical stellar libraries, namely MILES in the optical range (Sánchez-Blázquez et al. 2006), which together with Indo-US (Valdes et al. 2004) and CaT (Cenarro et al. 2001) are employed in the MIUSCAT models, and the Infrared Telescope Facility (IRTF) stellar library (Cushing, Rayner & Vacca 2005; Rayner et al. 2003) reaching out to 5 μm. The atmospheric parameters ($T_{\text{eff}}$, log $g$, and [Fe/H]) of stars in the different libraries have been homogenized to match the calibration of MILES (Cenarro et al. 2007).

The models use two sets of scaled-solar theoretical isochrones, namely the ones of Pietrinferni et al. (2004, BaSTI) and Girardi et al. (2000, Padova00). In the case of BaSTI, non-canonical models are used, with the mass-loss efficiency of the Reimers law (Reimers 1977) set to $\eta = 0.4$. The BaSTI isochrones are supplemented with the stellar models of Cassisi et al. (2000), which allow us to cover the VLM regime down to 0.1 M$_{\odot}$. The temperatures of these low-mass stars are cooler than those of Padova00 (Vazdekis et al. 2012). Although the Padova00 isochrones are defined over a wide range of metallicities, the BaSTI models, supplemented by additional computations as described in V15, allow us to virtually double the number of metallicity bins. These two sets of isochrones include the thermally pulsing asymptotic giant branch (AGB) regime using simple synthetic prescriptions, providing a significantly smaller contribution for this evolutionary phase at intermediate-aged stellar populations in comparison to the models of Marigo et al. (2008) and Maraston (2005). Finally, there are differences between the BaSTI and Padova00 isochrones, described in detail in Cassisi et al. (2004), Pietrinferni et al. (2004), and V15. Throughout this paper, in order to allow for a direct comparison with results from our previous works (e.g. F13, LB13, and LB16), we rely on models based on the Padova00 isochrones.

To transform theoretical isochrone parameters into stellar fluxes, we use relations between colours and stellar parameters from empirical photometric libraries. We mainly use the metallicity-dependent relations of Alonso, Arribas & Martínez-Roger (1996) and Alonso, Arribas & Martínez-Roger (1999) for dwarfs and giants, respectively. We also use the metal-dependent bolometric corrections of Alonso, Arribas & Martínez-Roger (1995) and Alonso et al. (1999), for dwarfs and giants. We refer the interested reader to V15 for a complete description of the method and relevant references.

The synthetic spectrum of an SSP is obtained by integrating along the isochrone, following the approach described in V15, for the ‘base’ models (see below). The number of stars within a mass bin is given by the adopted IMF. The spectrum of a star – given by a choice of atmospheric parameters ($T_{\text{eff}}$, log $g$, and [Fe/H]) – is obtained by applying a local interpolation scheme that takes into account the local density of reference spectra from the stellar library in this three-dimensional parametric space. The procedure is detailed in Vazdekis et al. (2003), and updated in V15 (see their appendix B). The interpolation scheme is optimized to overcome the limitations imposed by gaps and asymmetries in the distribution of reference stars in parameter space.

Models are constructed with four different IMF shapes, as described in Vazdekis et al. (2003) and V15. We use the multi-part power-law IMFs of Kroupa (2001), i.e. universal and revised, and two power-law IMFs, as defined in Vazdekis et al. (1996), i.e. unimodal (single segment) and bimodal. The lower and upper mass-cutoffs are set to 0.1 and 100 M$_{\odot}$, respectively. The unimodal and bimodal IMFs are defined by their logarithmic slopes, $\Gamma$ and $\Gamma_b$, respectively. For reference, the Salpeter (1955) IMF is obtained when adopting a unimodal IMF with $\Gamma = 2.35$, whereas the Kroupa Universal IMF is closely approximated by a bimodal IMF with $\Gamma_b = 1.3$. Since the bimodal distribution consists of a power law at the high-mass end – smoothly tapered towards low masses – varying $\Gamma_b$ changes the dwarf-to-giant ratio in the IMF through the normalization. While this approach is different with respect to a change of the IMF slopes at low mass and VLM [e.g. Conroy & van Dokkum (2012b), hereafter CvD12b]], this parametrization is good enough for our purposes, as in this work we do not aim at constraining the IMF shape in detail, but rather
to perform a comparison of observed and model Na line strengths, adopting an IMF functional form that is consistent with constraints from our previous work (LB16).

The (empirical) stellar libraries employed in our models unavoidably follow the characteristic abundance pattern imprinted by the star-formation history of our Galaxy. Since we use scaled-solar isochrones, and do not take into account the specific elemental abundance ratios of the stellar spectra, for which we simply assume [M/H] = [Fe/H], these models can be regarded as ‘base’ models (see V15). Base models are approximately self-consistent, and scaled-solar at around solar metallicity. In contrast, at low metallicity they lack consistency since we combine scaled-solar isochrones with α-enhanced stellar spectra. In V15, we computed self-consistent models in the optical range, which are either scaled-solar or α-enhanced, at all metallicities, with the aid of theoretical stellar spectra from Coelho et al. (2005, 2007). Hereafter, we refer to such models as α-MILES. Briefly, to obtain an α-enhanced model in the high-metallicity regime, we compute a reference scaled-solar SSP spectrum using MILES and α-enhanced isochrones (from Pietrinferni et al. 2006), along with the corresponding scaled-solar and α-enhanced SSP spectrum based on the theoretical models of Coelho et al. (2005). The residual between these two SSP spectra defines the differential response due to the varying abundance ratio. Therefore, we apply this correction to the reference SSP MILES-based scaled-solar spectrum to obtain the desired α-enhanced data. For the purpose of this work, we only use α-MILES SSPs to compare the empirically derived constraints of ΔNaD/Δα/Fe to model predictions (see Section 7.6). In general, the analysis of observed line strengths of ETGs is based on extended-MILES and Na-MILES (see Section 3.2) model predictions.

3.2 Na-MILES models

In this paper, we need to account for the effect of varying [Na/Fe]. Therefore, we modify the modelling approach followed in our previous papers. The most relevant differences with respect to V15 (where we compute α-enhanced, rather than Na-enhanced, models) are: (i) we fully rely on scaled-solar isochrones, and (ii) we apply theoretical differential corrections to [Na/Fe] overabundance, specifically computed for each individual stellar spectrum in our empirical library. Note that, in contrast, the α-enhanced models were based on differential corrections for SSP spectra. Furthermore, our [Na/Fe]-enhanced models are not restricted to the MILES spectral range, as we extend them out to the K band. Hereafter, we refer to these models as Na-MILES models.

Following Mészáros et al. (2012), we create synthetic stellar spectra for each of the 180 stars (from the IRTF library) used to build up our models. This choice is motivated by the fact that the stellar parameter coverage of this library is dense enough at around solar metallicity, leading to SSP models with good quality (see figs 5 and 8 in Röck et al. 2015). We obtained model atmospheres by interpolation of the ODFNEW4 ATLAS9 models of Castelli & Kurucz (2004), using kmdd.3 The ODFNEW models are available for stars with effective temperatures higher than 3500 K. For cooler stars in the IRTF library, we adopt a fixed temperature of 3500 K. The models adopt a reference solar composition from Grevesse & Sauval (1998). Note that the main difference between the solar abundances of Grevesse & Sauval (1998) and more recent versions (e.g. Asplund et al. 2009) is related to carbon, nitrogen, and oxygen abundances, which are up to 0.2 dex higher than in the previous version. We scale the metal abundances according to [Fe/H] derived for spectra in the IRTF library, and use α-enhanced models (by 0.4 dex) for stars with [Fe/H] < −1.

The spectral synthesis was performed with the ASSeT code (Koesterke, Allende Prieto & Lambert et al. 2008; Koesterke 2009), with line opacities compiled by Kurucz, with updates to atomic damping constants published by Barklem, Piskunov & O’Marra (2000), including transitions of H2, CH, C2, CN, CO, NH, OH, MgH, SiH, SiO, and TiO. The equation of state included the first 92 elements of the periodic table and 338 molecules (Tsuji 1973; with some updates), with partition functions from Irwin (1981). We did not include H2O transitions in the line opacity calculations, since these become important for effective temperatures lower than about 3000 K, i.e. below our threshold of 3500 K (see above). We accounted for bound-free absorption from H, He, He++, and the first two ionization stages of C, N, O, Na, Mg, Al, Si, and Ca from the Opacity Project (see, e.g. Cunto et al. 1993) and Fe from the Iron Project (Nahar 1995; Bautista 1997). All models are computed under the assumption of local thermodynamical equilibrium or LTE. We refer the reader to Allende Prieto et al. (2008) for more details.

We compute synthetic stellar spectra for a range of [Na/Fe], from 0 to +1.2 dex in steps of 0.3 dex, covering the spectral range from 0.35 to 2.5 μm. We stress that model atmospheres were not computed for each [Na/Fe] abundance ratio, but were interpolated from the Castelli & Kurucz (2004) model grid, and therefore assuming a solar [Na/Fe] abundance ratio. The effect of variations in the Na abundance on the atmospheric structure is expected to be modest, since this element produces very limited opacity and only contributes free electrons in the outermost photospheric layers of the coolest stars (Mészáros et al. 2012), and therefore it was only considered at the spectral synthesis stage. The models are computed for a total metallicity of [M/H] = −0.25 dex, i.e. within the values found in massive ETGs. For a given value of [Na/Fe], we divide each Na-enhanced, theoretical, spectrum by its scaled-solar counterpart, to obtain the (multiplicative) differential response to [Na/Fe], which is applied to the empirical stellar spectrum. This procedure is applied to all the stars in the IRTF library. The correction for the other stellar libraries (MILES, Indo-US, and CaT), applies our local interpolation algorithm to obtain the corresponding Na responses. Note that for each library, the relevant parameters of the interpolator are adjusted to account for the maximum density of stars in that library (see Vazdeks et al. 2003). We smooth the theoretical stellar spectra, adjusting the effective resolution to match the instrumental configurations of the different stellar libraries. The spectral resolution is kept constant with wavelength (at FWHM = 2.5Å), for all libraries, except for the IRTF set, which is characterized by a constant σ = 60 km s−1.

4 LINE STRENGTHS

In order to account for the effect of stellar population properties (i.e. age, metallicity, and abundance ratios) on Na-sensitive features, we measure for each spectrum a set of spectral indices: Mgb5177; Fe3 = (Fe4383 + Fe5270 + Fe5335)/3; C4668 (see Trager et al. 1998); the total metallicity indicator [MgFe] (Thomas, Maraston & Bender 2003); as well as Hβ, the optimized Hβ index defined by Cervantes & Vazdeks 2009).

The wide wavelength baseline provided by X-Shooter allows us to simultaneously study all four Na-sensitive features with the
same instrument, namely the four doublets at 5890 and 5896 Å (NaD), at 8183 and 8195 Å (NaI8190), at 11381 and 11404 Å (NaI1.14), as well as at 22062 and 22090 Å (NaI2.21), respectively. For XSG1, the measurements are made in all six radial bins, except for NaI2.21, for which we omit the measurement in the outermost bin due to the lower S/N in the K band. Regarding our second target, XSG2 – for which we only use the central spectrum – we measure all four Na-sensitive features. Line strengths are computed according to the band definitions given in Table 2. The indices NaD and NaI8190 are defined in Trager et al. (1998)\(^6\) and LB13, respectively, whereas NaI1.14 follows the definition of CvD12a, although shifting the blue pseudo-continuum bluewards by 3 Å, in order to avoid a residual from data reduction, mostly visible in the outermost spectra of XSG1, at \(\lambda \sim 11.366\) Å. NaI2.21 is based on the index defined by CvD12a, but decreasing (increasing) the lower (upper) limit of the blue (red) pseudo-continuum by 17(12) Å. This definition of NaI2.21 – featuring a wider region for the sidebands – reduces the statistical uncertainty on the derivation of the pseudo-continuum, yet avoiding contamination from sky residuals, without a significant change in the sensitivity to relevant parameters, such as line broadening, IMF, metallicity, and abundance ratios. This issue was verified with the aid of extended-MILES and CvD12a stellar population models. Note that at the redshift of our targets, all Na features (and in particular NaI8190) are not affected significantly by telluric absorption in the earth atmosphere. Moreover, the exquisite resolution provided by X-Shooter allows us to achieve a sub-per cent level accuracy in the removal of sky emission and telluric lines, as detailed in LB16. All Na-sensitive indices as well as [MgFe]\(^-\) – which are fitted simultaneously (see Section 6) – are corrected\(^7\) to a common velocity dispersion of \(\sigma = 300\) km s\(^{-1}\). For each spectrum, the correction is done as follows. We compute the difference between the line strengths at the velocity dispersion of the data, and at the reference \(\sigma = 300\) km s\(^{-1}\), by use of the extended-MILES models. These differences are estimated for models with an (old) age of 11 Gyr (i.e. typical of XSG1, see LB16), at solar ([M/H] = 0) and supersolar ([M/H] = 0.22) metallicity, adopting two choices of bimodal IMF, namely a Kroupa-like distribution \((\Gamma_b = 1.3)\) and a bottom-heavy IMF \((\Gamma_b = 3)\). The median values of these differences are then subtracted off from the observed indices (both [MgFe] and the Na-sensitive features). Note that for all Na-sensitive indices, the correction is largely model independent, differing by less than 0.015 Å among different models, i.e.

\(^6\)Note that, although we rely on the index definition of Trager et al. (1998), the indices are not measured in the Lick/IDS system, but at the effective resolution (including both velocity dispersion and instrumental resolution).

\(^7\)Note that we prefer this approach, instead of smoothing all observed spectra to a common velocity dispersion (typically the maximum value measured in the sample), as it extracts the maximum amount of information from the data (see, e.g. LB13), avoiding any contamination of the relevant features by neighbouring sky residuals.

significantly below the statistical error on line strengths. This is due to the fact that our data span a relatively narrow range in velocity dispersion, from \(\sim 270\) to \(\sim 330\) km s\(^{-1}\) (see Table 1). The corrected values of [MgFe] and Na indices are reported in Table 3. All the corrected line strengths are compared to predictions of models smoothed to the same velocity dispersion of 300 km s\(^{-1}\).

### 5 ABUNDANCE RATIOS

Since the (optical) Na features are expected to be sensitive to \([\alpha/Fe]\) (see below), we estimate \([\alpha/Fe]\) for all spectra, relying on the scaled-solar \([Z_{Fe}/Z_{\odot}]\) proxy (see LB13 and V15). This is defined as the difference between the total metallicity, at fixed age, derived from either Mg5177 or Fe3. The proxy is converted\(^8\) into \([\alpha/Fe]\) with the aid of the Thomas et al. (2011, hereafter TMJ11) stellar population models,\(^9\) resulting into an accuracy (rms) of 0.025 dex in \([\alpha/Fe]\). The values of \([\alpha/Fe]\) for XSG1 and XSG2 are reported in Table 1. Note that the derivation of \([\alpha/Fe]\) for XSG1 is the same as described in LB16 (see their fig. 7), where we also compared different methods to estimate \([\alpha/Fe]\), finding consistent results. XSG1 turns out to have an almost constant \([\alpha/Fe]\) profile, with a high value of \([\alpha/Fe]\) \(\sim 0.4\) dex in the centre, decreasing to \(\sim 0.2\) dex only in the outermost radial bin. We find for XSG2 \([\alpha/Fe]\) \(\sim 0.275 \pm 0.03\). In addition to \([\alpha/Fe]\), we also estimate \([C/Fe]\) (see LB16), as this is relevant to our discussion of abundance effects on the NIR Na-sensitive lines (see below). Due to the strong sensitivity of C4668 to carbon abundance (e.g. Tripicco & Bell 1995), we estimate \([C/Fe]\) with this feature, fitting simultaneously H\(_\beta_3\), [MgFe], Mg5177, Fe3, and C4668 with the extended-MILES models (see Section 3) adopting a Kroupa-like IMF. The fit is done by minimizing the rms scatter between the model and the observed line strengths with respect to \([C/Fe]\) and \([\alpha/Fe]\) (see equation 1 of LB16), where the sensitivity of line strengths to \([\alpha/Fe]\) \((C/Fe)\) is computed with \(\alpha\)-MILES (CvD12a) models for a 13.5 Gyr old population at solar metallicity. As shown in LB16, the use of models with a bottom-heavy IMF only affects the estimate of \([C/Fe]\), below 0.05 dex. Moreover, the estimate of \([\alpha/Fe]\) from this approach is fully consistent with that of the scaled-solar proxy. For XSG1, the \([C/Fe]\) radial profile has a similar trend with respect to \([\alpha/Fe]\), being almost constant as a

\(^8\)Since the proxy is derived from Mg- and Fe-sensitive absorption lines, in practice, it measures [MgFe], and the conversion to \([\alpha/Fe]\) assumes a given ratio among different alpha elements (such as, in TMJ11, or V15). This assumption does not affect our analysis, as we treat the sensitivity of Na-dependent lines to \([\alpha/Fe]\) in an empirical manner (i.e. the uncertainty on the conversion from [MgFe] to \([\alpha/Fe]\) is absorbed by the \(\alpha_{Na}\) coefficients; see Section 6).

\(^9\)Note that, for the conversion of the proxy into \([\alpha/Fe]\), we use TMJ11, rather than \(\alpha\)-MILES models, in order to allow for a direct comparison with our previous works (e.g. LB13; Martin-Navarro et al. 2013c). However, this choice does not affect our conclusions, as there is a tight correlation between \([\alpha/Fe]\) estimates based on \(\alpha\)-MILES and TMJ11 models, as shown in fig. 30 of V15.

| Table 2. Index definitions of the four Na-sensitive features. Wavelengths are quoted in the air system. |
|-----------------|--------|--|-----------------|--------|--|-----------------|--------|--|
| Index | Units | Blue pseudo-continuum | Central feature | Red pseudo-continuum | Reference |
| (1) | (2) | (Å) | (Å) | (Å) | |
| NaD | Å | 5860.625–5875.625 | 5876.875–5909.375 | 5922.125–5948.125 | Trager+98 |
| NaI8190 | Å | 8143.000–8153.000 | 8180.000–8200.000 | 8233.000–8244.000 | LB13 |
| NaI1.14 | Å | 11 353.882–11 363.879 | 11 368.879–11 411.867 | 11 413.866–11 423.864 | CvD12a+this work |
| NaI2.21 | Å | 22 012.000–22 039.000 | 22 041.000–22 099.000 | 22 100.000–22 156.000 | CvD12a+this work |
function of radius, with $[\text{C/Fe}] \sim 0.2$ dex in all radial bins except for the innermost and outermost bins, where $[\text{C/Fe}] \sim 0.1$ dex (see fig. 7 of LB16). The same approach gives $[\text{C/Fe}] \sim 0.08 \pm 0.03$ dex for the central spectrum of XSG2. Hence, XSG2 turns out to have significantly lower abundance ratios (both $[\alpha/\text{Fe}]$ and $[\text{C/Fe}]$) than XSG1 despite both galaxies having similar velocity dispersion. Moreover, the central spectra of XSG1 and XSG2 have fully consistent $[\alpha/\text{Fe}]/[\text{C/Fe}]$ ratios ($\sim 3.2$ and $\sim 3.4$, respectively). Note that in this work, the $[\text{C/Fe}]$ estimates are used for discussion purposes only, and they do not enter the fitting procedure of Na-sensitive line strengths.

6 Fitting Na Line Strengths

6.1 The method

We fit the line strengths of all the available spectra simultaneously by minimizing the following equation:

$$
\chi^2 = \sum_{i,j} \left( (\text{Na}_{i,j}^{\text{obs}} - \text{Na}_{i,j}^{\text{mod}} - \alpha_{\text{Na}_j} \cdot \text{Na}_{i,j}^{\text{mod}}) / [\alpha/\text{Fe}] \right)^2 \cdot \sigma_{j,i}^{-2}
+ \sum_{i} \left( (2\text{[MgFe]}_{i}^{\text{obs}} - 2\text{[MgFe]}_{i}^{\text{mod}})^2 \cdot \sigma_{\text{MgFe}_i}^{-2} \right)
$$

(1)

where index $i$ runs over the available spectra, index $j$ refers to a given Na feature (with $\text{Na}_j = \{\text{NaD, Na}^8190, \text{Na}^1121\}$), $\text{Na}_{i,j}^{\text{obs}}$ and $\text{Na}_{i,j}^{\text{mod}}$ are the observed and model Na-sensitive line strengths, $\sigma_{j,i}$ are the uncertainties on $\text{Na}_{i,j}^{\text{obs}}$, $[\alpha/\text{Fe}]$, is the $\alpha$-element abundance ratio for the $i$th spectrum, and $\alpha_{\text{Na}_j}$, the normalized response of the $j$th Na-sensitive index to $[\alpha/\text{Fe}]$, namely

$$
\alpha_{\text{Na}_j} = \frac{\delta (\text{Na}_j)}{\delta [\alpha/\text{Fe}]}. 
$$

(2)

The last term in equation (1) refers to the total metallicity indicator $\text{[MgFe]}^i$, where $\text{[MgFe]}_{i}^{\text{obs}}$ and $\text{[MgFe]}_{i}^{\text{mod}}$ are the observed and model line strengths, respectively, and $\delta \text{[MgFe]}$ corresponds to the uncertainties on $\text{[MgFe]}_{i}^{\text{obs}}$. Note that $\text{Na}_{i,j}^{\text{mod}}$ is measured for the central spectrum of XSG2 as well as for all six radial bins of XSG1, except Na221 in the outermost bin. Hence, the $\chi^2$ in equation (1) includes a total of 34 terms, i.e. $6 \times 4 - 1$ (XSG1) plus 4 (XSG2) constraints from Na features, along with 7 additional constraints from $\text{[MgFe]}_{i}^{\text{obs}}$. The free-fitting parameters in equation (1) are the $\{ \alpha_{\text{Na}_j} \}$’s, and for each spectrum – its IMF slope, the $[\text{Na}/\text{Fe}]$, and $[\text{M}/\text{H}]$. This amounts to $4 + 7 + 7 = 25$ free-fitting parameters, plus two constrained best-fitting parameters for age (see Section 6.3 for details). Note also that while for each fit the values of $[\alpha/\text{Fe}]$ are kept fixed in equation (1), the uncertainties on $[\alpha/\text{Fe}]$ are correctly propagated to those on best-fitting parameters (see the end of Section 6.3). Moreover, at each step of the $\chi^2$ minimization procedure, the values of $\sigma_{j,i}$ in equation (1) are updated, in order to include also the error budget due to the uncertainties on $[\alpha/\text{Fe}]$. All model line strengths in equation (1) are derived from the Na-MILES SSP models, and depend on age, metallicity, IMF, and [Na/Fe]. Note that stellar age is treated as a free-fitting parameter, assuming suitable priors/constraints, as detailed in Section 6.2. We prefer not to include any age indicator (i.e. Balmer lines) in equation (1) in order to avoid issues related to their sensitivity to the IMF.11 As well as issues related to emission correction, dependence of Balmer lines on abundance ratios, and uncertainties on the absolute zero point of the age from different indicators (see also Section 6.3). Nevertheless, we confirm that the inclusion of H $\beta_o$ in the analysis does not change significantly the results.

6.2 Assumptions

The terms $\alpha_{\text{Na}_j}$, $\text{Na}_{i,j}^{\text{mod}}$, $[\alpha/\text{Fe}]$, in equation (1) describe the response of the $j$th Na-sensitive feature to $[\alpha/\text{Fe}]$ for the $i$th spectrum, and account for the fact that Na-MILES models have not been computed for a varying $[\alpha/\text{Fe}]$. More importantly, we aim to constrain the effect of $[\alpha/\text{Fe}]$ on an empirical basis, relying as much as possible on the data. Hence, in our approach, we treat the terms $\alpha_{\text{Na}_j}$ as free-fitting parameters. To this effect, we assume that the coefficients $\alpha_{\text{Na}_j}$ are constant, i.e. independent of age, metallicity, and IMF, as well as any other stellar population properties (e.g. abundance ratios). This assumption is supported for NaD by the predictions of α-MILES SSP models (see V15), as shown in Table 4, where we report the values of $\alpha_{\text{NaD}} = \frac{\delta (\text{NaD})}{\delta [\alpha/\text{Fe}]}$ for models with different age, metallicity, and (bimodal) IMF slope. The derived $\alpha_{\text{NaD}}$ is roughly constant, with a median value of $-0.83$ dex$^{-1}$. Regarding other Na-sensitive features, Table 5 reports the values of $\alpha_{\text{NaD}}$ for a CvD12a 13.5 Gyr SSP with solar metallicity, and a Chabrier IMF. Hereafter, we refer to these values as $\alpha_{\text{NaD,CvD}}$. Note that for the NaD index, $\alpha_{\text{NaD,CvD}} \sim -0.6$ dex$^{-1}$, which is significantly lower than the value from the α-MILES models. This discrepancy is at least partly due to the fact that the CvD12a models are computed at fixed [Fe/H] 10

10 In practice, this is done by adding in quadrature to the uncertainty on $\text{Na}_{i,j}^{\text{obs}}$ the term $\sigma_{\alpha_{\text{Na}_j} \cdot \text{Na}_{i,j}^{\text{mod}}}$, where $\sigma_{[\alpha/\text{Fe}]}$ is the measurement error on $[\alpha/\text{Fe}]$ (see Table 1).

11 For instance, as discussed in V15, the dependence of H $\beta_o$ on the IMF is model dependent: while the V15 models give a decrease with IMF slope, the CvD12a models show a slight increase.

12 This assumption is adopted within the range of age and metallicity of our targets, i.e. old and metal-rich populations ($\geq 8$ Gyr; $[\text{M}/\text{H}] \geq 0$).

| Galaxy | $R/R_e$ | $[\text{MgFe}]^i$ | NaD | Na$^8190$ | Na$^1121$ | Na$^221$
|--------|---------|-----------------|-----|-----------|-----------|-------
| XSG1 0 | 3.59 ± 0.02 | 5.78 ± 0.03 | 1.08 ± 0.01 | 1.40 ± 0.05 | 2.25 ± 0.10 | 
| XSG1 0.19 | 3.33 ± 0.05 | 5.24 ± 0.07 | 0.96 ± 0.04 | 1.27 ± 0.08 | 1.81 ± 0.14 | 
| XSG1 0.25 | 3.38 ± 0.06 | 5.25 ± 0.08 | 0.93 ± 0.04 | 1.27 ± 0.10 | 2.05 ± 0.19 | 
| XSG1 0.32 | 3.25 ± 0.06 | 5.12 ± 0.08 | 0.88 ± 0.04 | 0.98 ± 0.11 | 1.92 ± 0.24 | 
| XSG1 0.43 | 3.24 ± 0.07 | 4.62 ± 0.09 | 0.85 ± 0.04 | 0.97 ± 0.15 | 1.89 ± 0.31 | 
| XSG1 0.78 | 3.09 ± 0.07 | 4.25 ± 0.10 | 0.76 ± 0.11 | 0.93 ± 0.22 | 
| XSG2 0 | 3.49 ± 0.04 | 5.25 ± 0.05 | 0.92 ± 0.02 | 1.06 ± 0.10 | 2.11 ± 0.15 |
keeping fixed some of the \( \{ \alpha_{Na} \} \) or the IMF slopes fixed.\(^{13}\) In these cases, we still find consistent results with respect to the general case. The minimization of equation (1) is performed by computing \( \chi^2 \) over a grid of models with varying age, metallicity, IMF, and [Na/Fe], deriving the correction factors \( \{ \alpha_{Na} \} \) that minimize \( \chi^2 \), for each position in the grid, based on a Levenberg–Marquardt algorithm. Note that while metallicity and IMF are free-fitting parameters for each spectra, the age is allowed to vary between 9 and 12 Gyr for XSG1, i.e. following the constraints obtained with different methods (see section 4.3 of LB16). In the case of XSG2, we assume a Gaussian constraint on the age of \( 8 \pm 1.6 \) Gyr, inferred by comparing different methods (e.g. H \( \beta \), and full spectral fitting) as in XSG1 (see LB16). We impose as a further constraint that stellar age is the same for all spectra for XSG1, since this galaxy exhibits no significant age gradient (see LB16). These assumptions introduce two further constraints, i.e. the age of (all spectra) for XSG1 and the age of the central spectrum of XSG2. For completeness, we confirm that leaving the age parameter completely unconstrained for all spectra does not introduce significant changes. Note that there is a substantial uncertainty in the absolute determination of the age among different indicators (see, e.g. LB16). Thus, as mentioned in Section 6, we do not explicitly include any age-sensitive feature, such as H \( \beta \), in equation (1), adopting instead the age constraints that account for differences among different methods. Regarding the \( \{ \alpha_{Na} \} \) terms in equation (1), we keep them fixed to values computed from the optical lines (see Section 4 and Table 1). Uncertainties on best-fitting parameters in equation (1) are estimated from \( N = 1000 \) bootstrap iterations, where the fitting is repeated after shifting the observed line strengths and the values of \( \{ \alpha_{Na} \} \) according to their uncertainties.

6.4 Fitting cases
We use equation (1) to constrain the relevant stellar population parameters, i.e. the relative response of the Na-sensitive features to [\( \alpha/Fe \)] as well as the IMF slopes and [\( Na/Fe \)] abundance ratios for XSG1 and XSG2. In order to test the robustness of our results, the fitting is done for different cases, as summarized in Table 6. In all cases, we fit data for both galaxies simultaneously, while we consider different options. Note that in all figures, throughout this work, we apply the same colour coding for results derived from the same fitting scheme, as follows (see also Table 6).

\( A; \) green. We set the [\( \alpha/Fe \)] sensitivity of the NIR Na features (Na1.14 and Na2.21) to zero based on the prediction from the CvD12a models (see Table 5 and Section 6). Additionally, we impose Gaussian constraints on the IMF slope of XSG1 for each radial bin. This is done by adding the term \( \sum (\Gamma_{b,i} - \Gamma_{b,i,LB16})^2/\sigma_{\Gamma_{b,i}}^2 \) in equation (1), where \( \Gamma_{b,i} \) and \( \sigma_{\Gamma_{b,i}} \) are the IMF slope value derived for the \( i \)th radial bin of XSG1 from LB16 and its 1\( \sigma \) uncertainty, while \( \Gamma_{b,i,LB16} \) is the IMF slope of the SSP model for which model line strengths \( \{ Na_{mod}^{i} \} \) and \( \{ MgFe_{mod}^{i} \} \) are computed at each step of the minimization procedure. Note that the IMF slope of XSG2 is treated as a free-fitting parameter.

\( B; \) red. Same as case (A), but without any constraint on the IMF for XSG1.

13 Moreover, as mentioned in Section 9.1, we also get consistent results to those presented in this paper when including NaD and Na8190 line strengths for the SDSS stacked with 300 km s\(^{-1}\) from LB13, in our fitting approach.
Table 6. Different fitting assumptions used in this paper, labelled by a letter (column 1), and shown in the figures with a colour and line type as given in columns 5 and 6, respectively. Among different cases, we vary the set of $\alpha_{Na}$ coefficients that are fitted to the data (column 2; see equation 1), the use of IMF constraints for XSG1 from LB16 (column 2), and the set of fitted Na-sensitive features (column 4).

<table>
<thead>
<tr>
<th>Label</th>
<th>$\alpha_{Na}$ constraints for XSG1</th>
<th>Na features</th>
<th>Colour</th>
<th>Line type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>$\alpha_1 = 0$, $\alpha_2 = 0$</td>
<td>Yes</td>
<td>All</td>
<td>Green Solid</td>
</tr>
<tr>
<td>(B)</td>
<td>$\alpha_1 = 0$, $\alpha_2 = 0$</td>
<td>No</td>
<td>All</td>
<td>Red Dashed</td>
</tr>
<tr>
<td>(C)</td>
<td>$\alpha_1 = 0$, $\alpha_2 = 0$</td>
<td>No</td>
<td>No</td>
<td>Black dot-dashed</td>
</tr>
<tr>
<td>(D)</td>
<td>All free</td>
<td>Yes</td>
<td>All</td>
<td>Blue Dotted</td>
</tr>
<tr>
<td>(E)</td>
<td>All free</td>
<td>No</td>
<td>All</td>
<td>Dash with Magenta three dots</td>
</tr>
</tbody>
</table>

C; black. Same as case (A), but without including Na21 in the fit. This is motivated by the fact that the Na21 line might be sensitive to other abundance ratios (e.g. [C/Fe], see Mármol-Queraltó et al. 2009; Röck et al. in preparation), besides [Na/Fe].

D; blue. All correction coefficients { $\alpha_{Na}$ } are treated as free-fitting parameters, but IMF constraints are applied for XSG1.

E; magenta. Same as case (D), but without any constraint on the IMF of XSG1.

7 RESULTS

Fig. 1 shows the observed line strengths of Na-sensitive features in XSG1 (circles) and XSG2 (triangles), along with the best-fitting results from our SSP models that include a varying metallicity, (bimodal) IMF, and [Na/Fe]. All four Na-sensitive indices are shown as a function of the total metallicity indicator [MgFe]. In a recent paper (LB16), we could rule out a single power-law (unimodal) functional form for the IMF in XSG1 on the basis of TiO and FeH gravity-sensitive indices. Hence, in this work we only consider a bimodal distribution. The black grids and solid dots in the figure show the response of the indices to [M/H] and IMF slope – derived from the extended-MILES models, i.e. at [Na/Fe] = 0 – while the grey grids correspond to (theoretical) models with [Na/Fe] = +0.3, +0.6, and +0.9 dex, respectively. Note that models with [Na/Fe] = +1.2 dex have also been computed (see Section 3), and used in the fitting procedure. However, we do not show these high values in Fig. 1 to avoid overly increasing the range of index values along the vertical axes. The observed line strengths of NaD and NaI8190 (open circles and triangles) are corrected to $\alpha_{Fe} = 0$ (filled circles and triangles), in order to allow for a direct comparison with the black and grey grids. Note that the correction is negligible for Na11.14 and Na21.21 (see below). All model grids in the figure refer to the same (old) age of 11.2 Gyr, with line strengths given at a resolution of $\sigma = 300$ km s$^{-1}$ (see Section 4).

In practice, we allow [Na/Fe] to vary up to +1.3 dex, performing a linear (mild) extrapolation of model predictions above [Na/Fe] = +1.2 dex. The corrections are performed using best-fitting values of $\alpha_{NaD}$ and $\alpha_{NaI8190}$ from method A (see Table 6). However, they are approximately independent of the fitting methodology as all methods give consistent estimates of $\alpha_{NaD}$ and $\alpha_{NaI8190}$ (see Section 7.6).

7.1 Behaviour of the models

As seen in Fig. 1, Na-MILES models predict that all four Na-sensitive lines increase significantly with the IMF slope and [Na/Fe]. NaD is the most sensitive index to [Na/Fe], but it also increases significantly with the IMF slope, as already pointed out by LB13. Among the ‘red’ Na lines (NaI8190, NaI11.14, and Na21.21), NaI11.14 is the most sensitive one to IMF variations followed by NaI8190 and Na21.21. An important outcome is that the response of red Na lines to [Na/Fe] is strongly coupled with IMF variations. For a bottom-heavy distribution, the line strengths of red Na-sensitive features increase more with [Na/Fe] with respect to a Kroupa-like distribution. This trend effectively ‘stretches’ the grids in Fig. 1 along the IMF (vertical) axis for higher values of [Na/Fe]. This result is due to the fact that, for a given increase of [Na/Fe], the variation of Na-sensitive line strengths in cool dwarf stars is larger than that in other types of stars, making a bottom-heavy IMF boost up the effect of [Na/Fe] at the level of SSP model predictions. For NaI8190, a similar result was obtained by LB13 (see their fig. 15), who found that the response of NaI8190 to [Na/Fe], for a Salpeter IMF, is larger than that for a Kroupa-like distribution, based on an independent set of (fully theoretical) stellar population models. The behaviour of Na-MILES models is similar to that of CvD12a models, as both sets of models predict NaD to be very sensitive to [Na/Fe] (see light-green arrows in Fig. 1, corresponding to an increase of 0.3 dex in [Na/Fe] for CvD12a models) and Na11.14 to be the line most sensitive to IMF (see fig. 12 of CvD12a). However, in contrast to CvD12a, who found that the sensitivity of NaI8190 and Na11.14 to IMF is far larger than that to [Na/Fe], we find that the effect of [Na/Fe] is quite significant for all Na lines. Moreover, as one can see by comparing the size of light-green arrows in Fig. 1 to the offset between grids with [Na/Fe] = 0 (black) and [Na/Fe] = +0.3, our models predict a stronger increase with Na abundance than the CvD12a models. Despite these differences, as shown in Appendix B, our results remain essentially unchanged if one matches the IMF sensitivity of the Na line strengths of our models to those from CvD12a, in which case one derives mildly lower IMF slopes and higher [Na/Fe] abundances, in the central regions. We emphasize that while in the publicly available version of CvD12a models, the effect of [Na/Fe] is only computed at a given locus of parameter space (i.e. for a given age, metallicity, and IMF), our new set of models are the first ones providing SSP model predictions for different [Na/Fe] ratios, over a wide range of age, metallicity, and IMF slope. Another interesting aspect of Fig. 1 is that an increase of [Na/Fe] shifts the model grids towards lower values of [MgFe]. In other words, [MgFe] decreases with [Na/Fe]. This is somewhat expected, as Na is a major electron donor, and thus it affects electron pressure and ionization balance in the stellar atmospheres. For instance, the line strength of the NIR calcium triplet lines decreases with [Na/Fe] (see CvD12a). Similarly, increasing [Na/Fe] makes the optical Fe and Mgb line strengths diminish, resulting in a lower [MgFe]. This is relevant as in most stellar population studies, [MgFe] is adopted as a total metallicity indicator, and is assumed to be independent of abundance ratios. While this is approximately true for [Fe/Fe] (TM11; V15), this work shows that this is not the case for [Na/Fe]. Hence, for an Na-enhanced stellar population – as in the massive ETGs analysed in this work – one would tend to underestimate total metallicity when relying on scaled-solar SSP models. This explains why our best-fitting estimates of [M/H] for XSG1, based on Na-enhanced models (see Table 1), are larger, by about 0.1 dex, than those obtained with scaled-solar models (see fig. 5 of LB16).
Figure 1. Line strengths of Na-sensitive features as a function of the total metallicity indicator \([\text{MgFe}]'\). Data points for XSG1 are plotted as circles, and colour-coded from red through blue, as a function of galactocentric distance (see labels in the lower-right corner of the top-left panel), while data points for XSG2 are shown as orange triangles. Symbol sizes increase with the galactocentric distance. In the panels for NaD and NaI\(_{8190}\), filled circles (connected by a solid line) and triangles plot line strengths corrected to \([\alpha/\text{Fe}] = 0\), for XSG1 and XSG2, respectively, while open circles (connected by a dashed line) and triangles plot observed line strengths without any correction applied. The corrections are negligible for NaI\(_{14}\) and NaI\(_{21}\), as these indices are not sensitive to \([\alpha/\text{Fe}]\). The black grids and black dots show predictions of extended-MILES SSP models with varying metallicity (\([\text{M/H}] = -0.1, 0, +0.22\)), bimodal IMF slopes (\(\Gamma_b = +0.3, 1.30, 2.30, 3.30\)), and \([\text{Na/Fe}] = 0\). Grey grids show predictions of Na-MILES models with \([\text{Na/Fe}] = 0.3, 0.6, \text{and } 0.9\), respectively (see labels in the top-left corner). For reference, \(\Gamma_b \sim 1.3\) corresponds approximately to the case of a Kroupa IMF. All grids are computed for an age of 11.2 Gyr. For the grids with \([\text{Na/Fe}] = +0.6\), we also show the linear extrapolation of the models, up to \([\text{M/H}] = +0.4\), performed to match \([\text{MgFe}]'\) for the innermost data points of XSG1 and XSG2 (see the text). In each panel, light green and magenta arrows show the effect of increasing \([\alpha/\text{Fe}] ([\text{Na/Fe}])\) by +0.2 dex (+0.3 dex) on Na line strengths, according to CvD12a model predictions, computed for an age of 13.5 Gyr, solar metallicity, and a Chabrier IMF. Note that line strengths corrected to \([\alpha/\text{Fe}] = 0\) (filled circles and triangles) can be directly compared to Na-MILES model predictions (i.e. black and grey grids). Green squares, connected by a solid line, and green stars are best-fitting results for XSG1 and XSG2, respectively, for our reference fitting approach (case A, see Section 6.4) where we constrain the IMF profile of XSG1 to be the same as that derived in our previous work (LB16). Note that we are able to match all Na-sensitive line strengths in both galaxies.
7.2 Comparison of data to model grids

Note that in Fig. 1 all data points remarkably lie above the model grids of the extended-MILES models (black grids with dots in the figure). Therefore, we can robustly confirm that no SSP model can match the observations with [Na/Fe] $\sim$ 0, regardless of the adopted IMF, even in the outermost radial bin of XSG1 where a solar metallicity is found (see LB16). Regarding NaD and Na i8190, whose line strengths are anticorrelated with $[\alpha/Fe]$ (see CvD12a; Spiniello, Trager & Koopmans 2015), the offset is significantly lower than in the NIR Na-sensitive lines (Na i1.14 and Na i2.21) for which the effect of $[\alpha/Fe]$ – according to the CvD12a models – is expected to be negligible. Qualitatively, the behaviour of the four Na-sensitive lines implies that, in addition to any possible IMF variation, $[\text{Na/Fe}]$ has to be significantly enhanced in both XSG1, at all radii, and XSG2. In the optical lines, the effect of $[\text{Na/Fe}]$ is (partly) counteracted by $[\alpha/Fe]$, reducing the mismatch from the $[\text{Na/Fe}] = 0$ grids. This can be seen by a comparison of the positions of the open circles and triangles in the left-hand panels of Fig. 1 – corresponding to the observed NaD and Na i8190 line strengths for XSG1 and XSG2, respectively – to the filled circles and triangles – that represent the line strengths after being corrected to $[\alpha/Fe] = 0$, using the best-fitting values of $\alpha_{\text{Na}}$ (see equation 1), for method A (see Table 6). Note also that because the model $[\text{MgFe}]$ decreases with $[\text{Na/Fe}]$ (see above), in order to match models with $[\text{Na/Fe}] > 0$ to the (high) values of $[\text{MgFe}]$ for the innermost bins of XSG1 and XSG2, we need some extrapolation of the model grids to the high-metallicity regime, above the maximum value of $[\text{M/H}] = 0.22$ dex provided by MILES. To this effect, in the fitting procedure, all models are linearly extrapolated$^{16}$ up to $[\text{M/H}] \sim 0.4$ dex. Extrapolated models are shown in Fig. 1 for models with $[\text{Na/Fe}] = +0.6$ dex. Because of the smooth shape of the grids in Fig. 1, the effect of extrapolation is mild, and affects only the analysis of the innermost spectra of our targets. Moreover, as discussed in Section 8, our conclusions do not change if we neglect the dependence of $[\text{MgFe}]$ on $[\text{Na/Fe}]$ (i.e. if we impose all grids in Fig. 1 to have the same $[\text{MgFe}]$ as for $[\text{Na/Fe}] = 0$), in which case no extrapolation of the models is required.

7.3 Best-fitting line strengths

The dark green squares and stars in Fig. 1 show the best-fitting line strengths for XSG1 and XSG2, respectively, using the fiducial approach (case A, see Table 6), where we impose IMF constraints on XSG1 from LB16. Regarding NaD and Na i8190, the best-fitting line strengths are corrected to $[\alpha/Fe] = 0$, and should be compared to the $[\alpha/Fe]$-corrected data (filled circles and triangles for XSG1 and XSG2, respectively). The comparison shows a remarkable agreement between best-fitting and observed line strengths. This is shown more explicitly in Fig. 2, where we plot the difference of observed and best-fitting line strengths, normalized to their uncertainties, for all features and spectra included in our fitting procedures, using the fiducial approach (case A, see Table 6), where we impose IMF constraints on XSG1 from LB16. The horizontal dashed line marks the value of zero. Symbol types and colours for XSG1 and XSG2 are the same as in Fig. 1. Note that all features are fitted remarkably well, with typical differences $\lesssim 1\sigma$.

Another possible explanation for this marginal discrepancy is that Na i2.21 is significantly affected by other abundance ratios. For instance, CvD12a models with supersolar [Si/Fe] cause an increase of Na i2.21, consistent with the fact that Si, an $\alpha$ element, is a significant absorber in the region where Na i2.21 is defined (Silva, Kuntschner & Lyubenova 2008). Moreover, Mármol-Queraltó et al. (2009) reported a significant correlation of Na i2.21 with the optical C4668 index in ETGs, implying a possible contribution of [C/Fe] to the index (Röck et al. in preparation). If this were the case, since XSG2 has lower $[\alpha/Fe]$ and $[\text{C/Fe}]$ than XSG1 (see Table 1), we would expect a weaker Na i2.21 than the best-fitting solution, in contrast to the result shown in Figs 1 and 2. Furthermore, we are able to fit remarkably well the XSG1 data, including Na i2.21, at both the innermost and outermost radii. We notice that all the fitting scenarios (see Table 6) work equally well. To our knowledge, this is the first time that all the Na-sensitive line strengths in massive ETGs are matched simultaneously, in a consistent manner, from the optical to the NIR.

7.4 Best-fitting IMF slopes

Fig. 3 compares the best-fitting IMF slopes in XSG1 and XSG2 for the different fitting scenarios (see Section 6.4). Remarkably, when the IMF slopes in XSG1 are treated as free parameters, without any IMF constraint (red and magenta curves), the fit gives a bottom-heavy distribution in the innermost radial bin of this galaxy. In the outer regions, the values of $\Gamma_0$ are fairly consistent with the profile derived by LB16 based on different IMF indicators (the cyan curve in the figure), although for the outermost radial bin, the Na-based IMF slope for XSG1 tends to be higher than that from LB16. Note that this does not imply an inconsistency among Na features and other IMF indicators (i.e. TiO and FeH; see LB16). In the

$^{16}$We also re-ran the fits by extrapolating the models up to [M/H] $\sim 0.6$, finding no significant differences with respect to those reported throughout the paper.

Note that the comparatively large uncertainty on Na i2.21 for XSG2). Another possible explanation for this marginal discrepancy is that Na i2.21 is significantly affected by other abundance ratios. For instance, CvD12a models with supersolar [Si/Fe] cause an increase of Na i2.21, consistent with the fact that Si, an $\alpha$ element, is a significant absorber in the region where Na i2.21 is defined (Silva, Kuntschner & Lyubenova 2008). Moreover, Mármol-Queraltó et al. (2009) reported a significant correlation of Na i2.21 with the optical C4668 index in ETGs, implying a possible contribution of [C/Fe] to the index (Röck et al. in preparation). If this were the case, since XSG2 has lower $[\alpha/Fe]$ and $[\text{C/Fe}]$ than XSG1 (see Table 1), we would expect a weaker Na i2.21 than the best-fitting solution, in contrast to the result shown in Figs 1 and 2. Furthermore, we are able to fit remarkably well the XSG1 data, including Na i2.21, at both the innermost and outermost radii. We notice that all the fitting scenarios (see Table 6) work equally well. To our knowledge, this is the first time that all the Na-sensitive line strengths in massive ETGs are matched simultaneously, in a consistent manner, from the optical to the NIR.
outmost radial bin, the uncertainty on IMF slope in XSG1 is too large to provide a significant constraint, being consistent at \( \sim 1.2\sigma \) with either a bottom-heavy or a Kroupa-like (\( \Gamma_1 \sim 1.3 \)) slope. Hence, within error bars, the Na-based IMF trend for XSG1 is also consistent with the finding of LB16, i.e. a variation from the bottom-heavy slope in the centre to the Kroupa-like one beyond \( \sim 0.5R_e \). In fact, when imposing additional IMF constraints on XSG1 (green, black, and blue curves), the inferred IMF profile is very consistent with that of LB16, with all Na features in the innermost and outmost bins being matched well, at \( \sim 1\sigma \), from the best-fitting models (see Fig. 2). The large uncertainty on IMF slope in the outermost radial bin mostly reflects the large error bar on Na\textsubscript{1.14} (see Fig. 1), and the lack of Na\textsubscript{2.21}. On the other hand, the [Na/Fe] is better constrained (see below), thanks to the smaller uncertainties on NaD (and Na\textsubscript{8190}). Note also that, as discussed in Martín-Navarro et al. (2015a), for a ‘light’ IMF (\( 1 \lesssim \Gamma_1 \lesssim 2 \)), it is far more difficult to obtain a fully consistent IMF determination among different indicators, as the IMF effect on spectral indices becomes subdominant with respect to that of other relevant parameters (e.g. abundance ratios).

For what concerns XSG2, our analysis also points to a bottom-heavy distribution in the central region. However, in this case, the data are also consistent with a lighter distribution, with \( \Gamma_1 \sim 2.2 \), or even lower (see the black star with error bar in Fig. 3).

7.5 Best-fitting [Na/Fe]

The upper panel of Fig. 4 shows the radial profile of [Na/Fe] in XSG1, and the central value of XSG2, while the bottom panel of this figure shows the best-fitting values of [M/H] for all spectra. Lines with different colours and types correspond to the different fitting schemes considered. All methods produce a flat radial trend of [Na/Fe] in XSG1, with, on average, a high value of \( \sim 0.7-0.8 \) dex, and a somewhat lower value of \( \sim 0.4-0.5 \) dex in the outermost radial bin. We also infer a high [Na/Fe] abundance ratio in XSG2 (\( \sim 0.5 \) dex), albeit significantly lower than the central value for XSG1. Note that among all the fitting methods, the best-fitting [Na/Fe] is consistent within the \( 1\sigma \) confidence level. The high value of [Na/Fe] in XSG1 is consistent with the fact that this galaxy is the one with the highest NaD line strength among the SDSS ETGs with velocity dispersion \( \sigma \sim 300 \text{ km s}^{-1} \) analysed by LB13 (i.e. NaD \( \sim 5.5 \pm 0.15 \text{ Å} \) within the SDSS fibre aperture). On the other hand, XSG2 has a significantly lower strength (NaD \( \sim 4.85 \pm 0.2 \text{ Å} \)) consistent with the lower [Na/Fe] inferred here (see Table 3). Together with Fig. 3, Fig. 4 shows that in order to fit all Na-sensitive features consistently in XSG1 and XSG2, we need both a bottom-heavy IMF and [Na/Fe] overabundance. Indeed, for Na\textsubscript{8190}, Na\textsubscript{1.14}, and Na\textsubscript{2.21}, a bottom-heavy distribution works as a catalyst to the response with [Na/Fe], boosting the line strengths significantly with respect to a standard IMF. Note that for a Kroupa-like IMF, the central values of Na\textsubscript{1.14} and Na\textsubscript{2.21} in XSG1 would imply [Na/Fe] \( \gtrsim 1.2 \) dex. This seems rather unrealistic, even considering...
that [Na/Fe] can be as high as 0.8 dex in the globular clusters (GCs) of M31 (Colucci, Bernstein & Cohen 2014). Such a high sodium abundance would imply NaD strengths around 10–11 Å (based on our models) – far larger than the observed values – as well as extremely high metallicities, above 0.5 dex (in order to match the observed [Mg/Fe] in the innermost radial bin). As shown in Figs 3 and 4, the simultaneous fitting of the Na-sensitive line strengths rules out this kind of scenario.

7.6 Empirical response of Na-sensitive features to [α/Fe]

Fig. 5 shows the best-fitting values of $\alpha_{Na}$, for all four Na-sensitive lines, comparing them to the predictions from the CvD12a models (green stars) and the $\alpha$-MILES models (only for NaD, cyan star; see Section 4 and Table 4). We remark that the comparison to the CvD12a models should be taken with caution, as these models are computed at fixed [Fe/H], whereas the $\alpha$-MILES and extended-MILES models are all computed at fixed total metallicity, [M/H].

Interestingly, we find that the response of NaD and Na 2.21 to [α/Fe] is consistent with zero (see the magenta and blue circles, with error bars, in the figure). In the case of Na1.14, this result is fully consistent with the CvD12a prediction, while for Na 2.21, the CvD12a models predict a slight anticorrelation with [α/Fe] (i.e. $\alpha_{Na,2.21}$ $\sim$ $-0.2$), not confirmed by our analysis. For NaD and Na 1.14, the CvD12a models lie systematically above the best-fitting values of $\alpha_{Na,1.14}$ and $\alpha_{Na,2.21}$. Qualitatively, this is expected, as both NaD and Na 1.14 increase with total metallicity, and thus the [α/Fe] dependence is expected to be stronger at fixed [M/H] than at fixed [Fe/H] (see Section 6.2). Note that the coefficient $\alpha_{NaD}$ from the $\alpha$-MILES models (the cyan star) is more negative than the corresponding one from the CvD12a models. One of the most remarkable results of this study is that the best-fitting value of $\alpha_{NaD}$ is fully consistent, within the errors, with the prediction of the $\alpha$-MILES models. This result is far from trivial, as in the $\alpha$-MILES models the effect of [α/Fe] is taken into account by use of the recent [Mg/Fe] determinations of MILES stars, along with theoretical corrections, whereas in this work, we fully rely on theoretical corrections for the effect of [Na/Fe], constraining, empirically, the effect of [α/Fe]. The fact that the best-fitting and $\alpha$-MILES values of $\alpha_{NaD}$ are fully consistent proves the internal consistency of our modelling approach and the robustness of these results.

8 CAVEATS

An important aspect of the present analysis is that absolute values of [Na/Fe], as inferred from Na-MILES model predictions (see the upper panel of Fig. 4), should be taken as upper limits. Our model line strengths depend mildly on how one treats the response of the spectra of cool stars to [Na/Fe]. In our reference modelling approach (see Section 3.2), we assume that the relative response of stellar spectra to [Na/Fe] in stars with an effective temperature of $T_{\text{eff}} \leq 3500$ K – for which synthetic stellar atmosphere models are not available – is the same as for stars with $T_{\text{eff}} = 3500$ K (see Section 3). In Appendix A, we compare our reference model predictions (Fig. 1) to those from a linear extrapolation of the response to [Na/Fe] for stars cooler than 3500 K. The extrapolation does not affect significantly NaD and Na 1.14, while Na 2.21 increase slightly ($\lesssim 8$ per cent), mostly at high metallicity and for a bottom-heavy IMF. As a result, the use of temperature-extrapolated models results in mildly lower values of [Na/Fe] (by $\approx 0.1$ dex) with respect to the results shown in the upper panel of Fig. 4. Therefore, none of the conclusions in this work are affected. More importantly, one should note that our stellar atmosphere models are based on LTE. For a solar-like star, LTE predicts weaker lines (Allende Prieto, Hubeny & Lambert 2003), needing corrections that, for the strongest and saturated lines, can be as high as an equivalent change in the abundance of $\approx 0.5$ dex. For a lower temperature star (with $T_{\text{eff}} \approx 4000$ K), more relevant for models having old ages (such as those of our sample of ETGs), we may expect non-LTE (NLTE) corrections in the range of $0.1$–$0.2$ dex (based on fig. 4 of Lind et al. 2011). Hence, we may expect that our LTE-based models predict weaker Na lines, leading to high inferred values of [Na/Fe], an issue that has to be addressed with future model developments. We emphasize that our analysis matches NaD, Na 1.14, and Na 2.21, simultaneously, suggesting that the NLTE case will likely affect all four indices in a similar way. If this interpretation holds and NLTE corrections were significant, the Na-enhanced model grids in Fig. 1 should be affected in two ways: (i) the values of [Na/Fe] ($=\{0.3, 0.6, 0.9\}$) for the grids should be lower than those reported in the figure; and (ii) as a consequence, the Na-enhanced grids would not shift so much towards the lower values of [Mg/Fe], with respect to Fig. 1. In order to test how the second effect would impact our results, we re-ran the fitting case B (see Section 6.4) by neglecting the dependence of [Mg/Fe] on [Na/Fe] (i.e. we assume [Mg/Fe] values from the extended-MILES models, with [Na/Fe] = 0). Note that in this case, no extrapolation of the grids in Fig. 1 is required.
as the high values of [MgFe] for the central spectra of XSG1 and XSG2 can be roughly matched with the highest metallicity ([M/H] = +0.22) of extended-MILES models. We found that neglecting the dependence of [MgFe] on [Na/Fe] produces an IMF profile as well as $\alpha_{\text{NLTE}}$ values (see Section 7.6) that are fully consistent with those for case B (Figs 3 and 5), whereas the [Na/Fe] estimates would (virtually) be $\sim$0.15 dex higher than those in Fig. 1, hence not changing our conclusions significantly.

9 Discussion

9.1 Na abundance ratios in massive ETGs

Based on independent stellar population models, Conroy, Graves & van Dokkum (2014) and Worthey, Tang & Baitian (2014) reported [Na/Fe] $\sim$ 0.4 dex, in a set of stacked ETG spectra from SDSS, over a range of velocity dispersion $\sigma \sim 260$–300 km s$^{-1}$. These values agree well with the estimate for XSG2: [Na/Fe] = 0.5 $\pm$ 0.08 dex. Worthey et al. (2014) report values of [Na/Fe] as high as $\sim$0.55 dex for individual Virgo cluster galaxies, while CvD12b find [Na/Fe] ratios as high as $\sim$0.8 dex in some ETGs, and even 1 dex in the bulge of M31. Note that XSG1 gives a similarly high value: [Na/Fe] $\sim$ 0.7 dex. Therefore, XSG1 features an ‘extreme’ sodium abundance, as confirmed by its NaD line strength, the highest among SDSS galaxies with similar velocity dispersion (see Section 7). We have also modified our approach to fit the XSG1 and XSG2 line strengths simultaneously to NaD and Na 8190 data for the 300 km s$^{-1}$ SDSS stacked spectrum of ETGs from LB13. In this case, we are able to match both the X-Shooter and SDSS data simultaneously, finding an abundance of [Na/Fe] = 0.42 $\pm$ 0.05 dex, fully consistent with Conroy et al. (2014), and an IMF slope of $\Gamma = 2.7 \pm 0.4$ for the SDSS stack, consistent with the IMF$-\sigma$ relation derived by LB13 (see their fig. 12).

It is important to emphasize that any estimate of [Na/Fe] should be actually taken as an upper limit. Note that we can compute the theoretical response of stellar spectra to [Na/Fe] only for stars hotter than 3500 K (see Section 3.2). As discussed in Appendix A, a linear extrapolation of Na responses to cooler temperatures would likely lead to lower [Na/Fe] estimates, by about 0.1 dex. Moreover, as already noticed by CvD12b, atomic Na transitions in the atmospheres of late-type stars are prone to substantial departures from LTE (Bruls, Rutten & Shchukina 1992; Gehren et al. 2006; Andrievsky al. 2007; Lind et al. 2011). In a Sun-like star, LTE calculations predict weaker lines (Allende Prieto et al. 2003) requiring corrections for the strongest lines, which can be as high as an effective change in the abundance of $\sim$0.5 dex. For a lower temperature star (with $T_{\text{eff}} \sim$ 4000 K), more relevant for models having old ages (as those of our sample of ETGs), we may expect NLTE corrections in the range of 0.1–0.2 dex (based on fig. 4 of Lind et al. 2011). Hence, we may expect that NLTE models could enhance the predicted absorption in Na indices, resulting in lower inferred values of [Na/Fe]. However, note that our LTE-based methodology can match NaD, Na 8190, Na 1119, and Na 2212, simultaneously, suggesting that NLTE corrections should be approximately the same for all four Na lines – an important aspect to test with future models. We emphasize that although we have introduced four free-fitting parameters to match the four Na lines (the $\alpha_{\text{NLTE}}$ constants; see equation 1), in practice, the values of $\alpha_{\text{NLTE}}$, $\alpha_{\text{NaD,1114}}$, and $\alpha_{\text{NaD,2212}}$ are fully consistent with those of a-MILES and CvD12a models. Effectively, we are able to fit the four Na-sensitive line strengths of the seven X-Shooter spectra – spanning a range of age, metallicity, and [Fe/Fe] – based on only one ‘extra’ free-fitting parameter (i.e. the $\alpha_{\text{NaD,8190}}$).

We notice that previous works constrained [Na/Fe] only with one, or at most two, Na-sensitive lines (NaD and Na 8190). For instance, CvD12b mostly rely on the Na 8190 line, constraining sodium abundance from its indirect effect on the spectrum, due to its influence on the free electron abundance in the stellar atmospheres. One important concern when using NaD is the effect of dust absorption (Sparks, Carollo & Macchetto 1997; Jeong et al. 2013), either a foreground component from our Galaxy (not the case given the redshift of our sources) or intrinsic to the targeted systems. However, the observed NaD does not depend significantly on $E(B-V)$ for massive ETGs in SDSS (LB13). Moreover, the effect of reddening should be more prominent in low-$\sigma$ (hence younger) galaxies, whereas the inferred [Na/Fe] is found to increase with velocity dispersion (based on NaD; Conroy et al. 2014). Our work suggests a negligible role of dust absorption on NaD, as this feature is matched simultaneously to the NIR lines, where the effect of reddening is completely negligible. This is not surprising, considering that our targets have been intentionally selected from the pool of SDSS massive galaxies with low internal extinction (see LB13).

Notwithstanding the above issues, a high sodium overabundance in massive ETGs is a plausible scenario. However, an explanation is not clear. High values of [Na/Fe] have been measured in individual stars in GCs. For instance, Colucci et al. (2014) found [Na/Fe] $\sim$ 0.8 dex in M31 GCs. In GCs, high Na abundances are usually associated with low oxygen abundances, i.e. the well-known Na-O anticorrelation (e.g. Carretta et al. 2009). While one might be tempted to relate this trend in GCs to the high [Na/Fe] in massive ETGs, the observations do not support the existence of such anticorrelation in galaxies. For instance, both [Na/Fe] and [O/Fe] are found to increase with galaxy velocity dispersion (Conroy et al. 2014).

Regarding the chemical enrichment aspect of the problem, sodium can be synthesized both in massive ($>$8 M$_\odot$) and intermediate-mass ($3 < M/M_\odot < 8$) stars. The former produces Na during the hydrogen burning process (via the $^{22}$Ne($\alpha$, $\gamma$)$^{25}$Na reaction) and also via carbon burning (where $^{22}$Na is an intermediate product of the full $^{12}$C + $^{12}$C chain). At solar metallicity, the stellar models of Chieffi & Limongi (2004) predict a sodium enrichment by a factor between a few tens and $\sim$10$^3$ in the stellar mass range 13–35 M$_\odot$. The synthesized sodium is later ejected into the interstellar medium through stellar winds and mass loss during the Wolf–Rayet phase, and subsequently via supernova (SN) explosion. Nucleosynthetic yields of Na from this channel are expected to increase significantly with metallicity, even more than for other odd-Z elements (e.g. Al; see Kobayashi et al. 2006). Intermediate-mass stars, more massive than $\sim$3 M$_\odot$, contribute to the synthesis of Na in their AGB phase, where Na is produced via hot-bottom burning (following the $^{22}$Ne($\alpha$, 2$\alpha$)$^{25}$Na reaction) in their convective envelope, and during their interpulse period. The stellar models computed by Ventura et al. (2013) show that the amount of Na produced by massive AGB stars strongly increases with increasing metallicity (up to the maximum value probed, i.e. $\sim$27 Z$_\odot$) at all stellar masses between 3 and 8 M$_\odot$. At solar metallicity, the Na enrichment achieved by massive AGB stars is a factor of $\leq$2. The freshly synthesized Na is released to the interstellar medium via the heavy mass loss experienced by these stars during their AGB phase and at the AGB tip. The comparison of Na yields computed for massive stars by Chieffi & Limongi (2004) with those calculated for massive AGB stars by Ventura et al. (2013) indicates that massive stars are the dominant channel for Na enrichment in galaxies. Nevertheless, a bottom-heavy IMF, as measured in XSG1 and XSG2,
might make the contribution of massive AGB stars more relevant. Note that for both formation channels (SNe and AGB production), one would expect a correlation of [Na/Fe] with metallicity, which we do not see, as a function of galactocentric distance. [Na/Fe] does not show any significant radial variation in the inner region of this galaxy (out to ~0.5 R_*, in contrast to the change in metallicity (~0.2 dex; see the lower panel of Fig. 4) over the same radial range. Moreover, as mentioned in Section 7, the radial behaviour of [Na/Fe] in XSG1 (Fig. 4) is very similar to [α/Fe] and [C/Fe] (see fig. 7 of LB16). A possible explanation is that Na yields do rapidly reach a saturation at supersolar metallicities, possibly giving no correlation of [Na/Fe] with [M/H] in this regime. Alternatively, under a time-dependent IMF scenario (Vazdekis et al. 1996, 1997; Weidner et al. 2013; Ferreras et al. 2015), both Mg and Na might have been produced during the early, low-metallicity, top-heavy phase of galaxy formation. In order to test these scenarios, a more detailed analysis of how Na is produced in massive and AGB stars, at different metallicities, would be required.

9.2 The IMF of ETGs from Na lines

Previous studies have claimed that in order to explain the optical Na-sensitive lines of massive ETGs – in particular NaD and Na\text{\textit{i}} – high sodium enhancement and a dwarf-rich IMF might be required (Spinelli et al. 2012). This work shows, for the first time in a quantitative manner, that the combination of both sodium enhancement and a dwarf-rich IMF is crucial to explain the optical and NIR Na-sensitive lines.

The interpretation of NIR Na lines has been hampered by a significant mismatch between the observations and the models. SAL15 have recently shown that state-of-the-art (CvD12a) stellar population models struggle to reproduce the Na\text{\textit{i}}1.14 in most massive galaxies. For a stacked spectrum of ETGs with <σ> ~ 300 km s\textsuperscript{−1}, SAL15 found that the observed line strength of Na\text{\textit{i}}1.14 is significantly stronger than that of a best-fitting model based on full spectral fitting. The mismatch is ~15 per cent, as shown by the blue cross and a red circle in fig. 3 of SAL15. Our results seem to reduce this discrepancy; as for a bottom-heavy distribution (typical of the average population of massive ETGs), say Γ_3 = 3.3, and for ‘high’ [Na/Fe] (<0.6 dex), our models predict Na\text{\textit{i}}1.14 strengths that are 15 per cent higher (i.e. similar to the offset in fig. 3 of SAL15) than what one would get when evaluating the impact of [Na/Fe] on Na\text{\textit{i}}1.14 for a Kroupa-like IMF. Note that this argument does not solve the issue of an high Na\text{\textit{i}}1.14 for some massive galaxies with an IMF normalization close to Kroupa, as found by SAL15. However, it could help reduce the tension. In fact, even for a relatively ‘light’ IMF, such as a bimodal IMF with Γ_3 = 2.3 (corresponding to a mass-excess parameter, (M/L)/(M/L)_Kroupa ~ 1.3, i.e. an M/L only slightly above that for a Kroupa distribution), the coupled effect of IMF and [Na/Fe] on Na features is not negligible (see the upper-right panel of Fig. 1): for Γ_3 = 2.3 and [Na/Fe] = 0.9 dex, one predicts an Na\text{\textit{i}}1.14 line strength as high as for the case of a significantly bottom-heavy distribution (Γ_3 = 3.3), and lower [Na/Fe] (<0.6 dex). Note that this scenario would not work for a significantly heavier, single-segment IMF, supporting the conclusions of LB16. Our work also shows that the way of implementing the effect of [Na/Fe] in low-temperature stars will affect the Na\text{\textit{i}} sensitive line strengths, especially in the high-metallicity regime. However, the mismatch becomes significant (although still below the 10 per cent level) only for a bottom-heavy IMF.

The behaviour of the Na\text{\textit{i}}2.21 index is perhaps even more complex. Meneses-Goñi et al. (2015) found that both their and CvD12a models are unable to match the larger Na\text{\textit{i}}2.21 of massive ETGs (see also Röck et al. in preparation). Mármol-Queraltó et al. (2009) reported a significant correlation of Na\text{\textit{i}}2.21 with the optical C4668 index in ETGs, suggesting a contribution of [C/Fe] to the index that would hamper its use to constrain IMF and [Na/Fe]. Such a scenario is disfavoured by our data, as XSG2 has significantly lower [C/Fe] and [α/Fe] than XSG1, but still has a high Na\text{\textit{i}}2.21 line strength (see Section 5). Moreover, both Na\text{\textit{i}}2.21 and Na\text{\textit{i}}1.14 give consistent estimates of [Na/Fe], whereas the data for the central region of XSG2 are where our models match less well the observations. Thus, at the moment, the interpretation of Na\text{\textit{i}}2.21 remains incomplete, and needs further investigations based on larger, homogeneous, samples.

The use of optical Na-sensitive lines to constrain the IMF has been recently discussed by Zielini\-e\-ski et al. (2015, hereafter ZH15), based on new (literature) Na\text{\textit{i}}8190 (NaD) data from the bulge of M31. The authors argue that, because of the lower (higher) sensitivity of Na\text{\textit{i}}8190 (NaD) to IMF in the extended-MILES, with respect to the CvD12a models, one would infer a heavier IMF for the inner bulge of M31 with MILES, relative to CvD12a models, inconsistent with dynamical constraints (Saglia et al. 2010). Results from the two sets of models might be reconciled if either (i) Na\text{\textit{i}}8190 is more sensitive to [Na/Fe], relative to NaD; or (ii) NaD decreases far more with [α/Fe], relative to Na\text{\textit{i}}8190, in the MILES models. Indeed, neither of these two hypotheses is supported by our analysis, as the ratio of the responses to [α/Fe] (see Fig. 5) and [Na/Fe] (see Fig. 1) is quite similar between the two sets of models. However, one cannot constrain it in the regime of extreme [Na/Fe] overabundance, as might be the case for the bulge of M31 (for which CvD12a report a value of [Na/Fe] ~ 1 dex). Another possibility is that the NaD line strengths used by ZH15 – originally observed by Davidge (1991, 1997) at much lower resolution than Na\text{\textit{i}}8190 – are, for some unknown reason, significantly underestimated. Further, homogeneous, observations of all Na features in the bulge of M31 (including Na\text{\textit{i}}1.14 and Na\text{\textit{i}}2.21), as well as the computation of extended-MILES models where both [α/Fe] and [Na/Fe] are varied simultaneously, would help elucidate these issues.

10 SUMMARY

In this work, we have performed, for the first time, a joint, radially extended analysis of the four most prominent Na-sensitive features in the optical and the NIR spectral range NaD, Na\text{\textit{i}}λ8190Å, Na\text{\textit{i}}λ1.14 μm, and Na\text{\textit{i}}λ2.21 μm (NaD, Na\text{\textit{i}}8190, Na\text{\textit{i}}1.14, and Na\text{\textit{i}}2.21, respectively), in two massive nearby ETGs (named XSG1 and XSG2), observed with the VLT/X-Shooter spectrograph at a high S/N across the optical to NIR spectral window. The analysis relies on a modified version of the extended-MILES stellar population models, covering the range from 0.35 to 5 μm, at moderately high, and uniform, spectral resolution (Vazdekis et al. 2012; Röck et al. 2015). By use of theoretical responses of [Na/Fe] to empirical stellar population synthesis models, we compute a new set of (publicly available) population synthesis models, including a varying [Na/Fe]. For the first time, it is possible to assess the effect of [Na/Fe] on optical and NIR spectral features as a function of (total) metallicity and IMF, allowing for a wide abundance range (up to [Na/Fe] ~ 1.2 dex). Our main results are the following.

(i) From a modelling point of view, we find that the effect of varying [Na/Fe] is strongly coupled to the IMF slope. For a bottom-heavy distribution, an increase of [Na/Fe] produces a stronger
variation of Na line strengths than for a Kroupa-like IMF. In other words, a bottom-heavy IMF boosts the effect of [Na/Fe], affecting, in particular, the NIR Na indices (Na i 8190, Na i 1114, and Na i 2121), as the impact of [Na/Fe] increases with decreasing temperature for dwarf stars.

(ii) For XSG1, where line strengths are measured at different galactocentric distances, we find a significant negative radial gradient in all Na lines, although the error bars are larger for Na i 2121.

(iii) For the first time, our models allow us to explain simultaneously all four Na-sensitive line strengths in massive ETGs, and in particular the large values observed in Na i 1114 and Na i 2121.

(iv) To this effect, both a bottom-heavy IMF and a ‘high’ [Na/Fe] are required, in the central regions of both targets. The central best-fitting value of [Na/Fe] for XSG1 (XSG2) is ~0.7 dex (0.5 dex). In XSG1, the radial IMF trend from Na-sensitive features is consistent with the constraints from TiO features shown in our previous work (LB16), although with larger error bars in the outermost galaxy regions.

(v) The radial trend of [Na/Fe] in XSG1 is similar to [α/Fe] and [C/Fe], featuring a constant value out to ~0.5 R_e, followed by a lower [Na/Fe] (by ~0.2 dex) in the outermost radial bin (~0.8 R_e).

(vi) Considering the current uncertainties on theoretical atmosphere models (i.e. the lack of [Na/Fe]-enhanced models for cool stars, and LTE, rather than NLTE assumptions), all [Na/Fe] estimates should be taken as upper limits. For instance, modelling the response of cool stars to [Na/Fe] might lead to [Na/Fe] estimates mildly lower, by ~0.1 dex, than those reported here.

In conclusion, while there are still open issues related to the interpretation of Na-sensitive absorption features in ETGs – requiring further developments of stellar population models – this work represents a significant leap forward with respect to previous studies, as for the first time we have shown that one can effectively match all prominent optical and NIR Na-sensitive features in massive galaxies, provided that a varying IMF, and non-solar abundance ratios are taken into account.
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APPENDIX A: EFFECT OF LOW-TEMPERATURE STARS ON [Na/Fe]-ENHANCED MODELS

Since theoretical stellar spectra do not cover temperatures cooler than $T_{\text{eff}} = 3500$ K (see Section 3.2), for stars with $T_{\text{eff}} < 3500$ K in the empirical stellar library (see Section 3), we applied differential corrections for [Na/Fe] by assuming $T_{\text{eff}} = 3500$ K. This is a rather conservative approach, as Na-sensitive absorption lines strengthen with decreasing temperature. Hence, our [Na/Fe]-enhanced SSP spectra might underestimate the sensitivity of Na indices to [Na/Fe], especially for a bottom-heavy IMF. To assess the impact of $T_{\text{eff}}$ on our results, we compute a set of models for which we linearly extrapolate the [Na/Fe] differential corrections to $T_{\text{eff}} < 3500$ K. For each stellar spectrum, we use our interpolation algorithm (see Section 3) to compute differential corrections (at each wavelength in the spectrum) in the temperature range from 3500 to 4500 K, for the chosen [Fe/H] and log $g$. The differential correction is linearly extrapolated, with respect to $T_{\text{eff}}$, at the desired temperature value. We compute the [Na/Fe]-enhanced SSP models by exchanging the input stellar library spectra by the corresponding [Na/Fe]-enhanced ones, i.e. exactly in the same way as for the base model SSPs. We finally assemble the SSP spectra as described in Röck et al. (2016).

Fig. A1 compares Na-MILES model predictions with those of $T_{\text{eff}}$-extrapolated models, for [Na/Fe] = 0.6 dex. As expected, the effect of the extrapolation is to increase the Na-sensitive line strengths. The variation is very small for NaD and Na $\lambda 8190$, while it is somewhat larger, albeit still small, for the NIR Na $\lambda 1.14$ and Na $\lambda 2.21$ indices. Note that the extrapolation affects more the high-metallicity (i.e. lower-temperature) regime as well as models with a bottom-heavy IMF. Since the corresponding variation of line strengths is lower than ~10 per cent, fitting observed line strengths with $T_{\text{eff}}$-extrapolated, rather than our reference, Na-MILES models give very similar results to those presented in Section 7. The most noticeable difference is that for $T_{\text{eff}}$-extrapolated models we infer mildly lower (by ~0.1 dex) [Na/Fe] estimates than those in Fig. 4, not affecting any of the conclusions of our work.

APPENDIX B: COMPARISON OF EXTENDED-MILES AND CVDI12 MODEL PREDICTIONS

Fig. B2 compares predictions of Na-sensitive line strengths for Cvd12 and extended-MILES stellar population models. The figure is similar to Fig. 1, showing the Na line strengths as a function of [MgFe]. However, since Cvd12 models include only SSPs with either Chabrier or unimodal (i.e. single-segment) IMF, Fig. B2 plots the extended-MILES models with a varying unimodal, rather than bimodal, IMF slope, with $0.3 \leq \Gamma \leq 2.3$. For Cvd12 models, we plot
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predictions for either a Chabrier or a unimodal, bottom-heavy, IMF with $\Gamma = 2.3$ (see grey stars in the figure). As far as the dwarf-to-giant ratio or the stellar mass-to-light ratio are concerned, the case of a unimodal IMF with the slope $\Gamma \sim 0.8$ roughly corresponds to an Milky-Way (MW)-like distribution (see, e.g. F13 and LB13). Hence, the predictions of CvD12 models for a Chabrier distribution can be compared to those for extended-MILES models with $\Gamma \sim 0.8$.

Fig. B2 shows that the sensitivity of Na lines to the IMF differs significantly between CvD12 and extended-MILES models. The NaD (Na18190) is more (less) sensitive to IMF in extended-MILES than CvD12 models, in agreement with Spiniello et al. (2015) and ZHD15. The difference is even more pronounced for Na1114 (see SAL15), where CvD12 features have a stronger sensitivity than the extended-MILES models. For Na1221, predictions from different models are consistent, though the effect of IMF variations is slightly larger for CvD12 than extended-MILES models. The origin of such a discrepancy is still unclear, but mostly arises from the way different models attach stars to the isochrones, while other ingredients (e.g. the adopted isochrones) will likely play a secondary role (see Spiniello et al. 2015). For the purpose of this work, we want to test the impact of differences in the sensitivity of the models to the IMF on the derivation of the IMF slopes and [Na/Fe] abundance ratios in XSG1 and XSG2. To this effect, we have first rescaled Na-MILES models to match the IMF response of CvD12 models. For both sets of models, we compute the IMF sensitivity of Na lines as follows:

$$\gamma_{\text{Na}_j} = \text{Na}_j(\Gamma = 2.3) - \text{Na}_{j,\text{ref}},$$

where index $j$ defines a given Na line (see Section 6), $\text{Na}_{j,\text{ref}}$ are line strengths computed for an MW-like IMF, i.e. a Chabrier (Kroupa) distribution for CvD12 (MILES) models. For both sets of models, $\text{Na}_j(\Gamma = 2.3)$ are line strengths of an SSP model having unimodal, bottom-heavy, IMF with the slope $\Gamma = 2.3$. All line strengths in equation (B1) are computed for SSP models with solar metallicity and an (old) age of $\sim 13$ Gyr. The values of $\gamma_j$ as well as the relative responses of Na lines to IMF (defined as $\gamma_j/\text{Na}_{j,\text{ref}}$) are reported in Table B1.
Table B1. Response of Na features to IMF (see equation B1) for CvD12 and extended-MILES SSP models (columns 2 and 3, respectively). Values in parentheses are relative responses, defined as γ_j/Na_j,ref (see the text).

<table>
<thead>
<tr>
<th>Index</th>
<th>γ_j,CvD (Å) (Å)</th>
<th>γ_j,MILES (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaD</td>
<td>0.41(0.13)</td>
<td>0.92(0.28)</td>
</tr>
<tr>
<td>Na1.14</td>
<td>0.63(1.40)</td>
<td>0.23(0.43)</td>
</tr>
<tr>
<td>Na1.21</td>
<td>0.73(1.34)</td>
<td>0.40(0.73)</td>
</tr>
<tr>
<td>Na2.21</td>
<td>0.41(0.37)</td>
<td>0.37(0.32)</td>
</tr>
</tbody>
</table>

For each value of [Na/Fe] (0, 0.3, 0.6, 0.9, 1.2, see Section 3), we have then rescaled Na-MILES models, for bimodal distributions, as follows:

\[ Na'_j(G_\beta) = Na_{j,ref} + \frac{\gamma_j,CvD}{\gamma_j,MILES} \cdot [Na_j(G_\beta) - Na_{j,ref}] \]  

(B2)

The rescaled models are shown as grey dashed grids in Fig. B1, for the case with [Na/Fe] = 0. As expected, the effect is to increase (decrease) significantly the IMF sensitivity of Na1.14 and Na2.21 (NaD), while leaving the Na2.1 grid almost unaltered. Using similar equations as (B1) and (B2), we further modified the IMF-rescaled Na-MILES models in order to match also the sensitivity of CvD12 models to [Na/Fe]. Hereafter, we refer to these modified models as CvD-matched (Na-MILES) models.

We emphasize that, for the purpose of this work, we do not aim at discussing the origin of differences among Na-MILES and CvD12 models, but rather to test the possible impact of such differences on our results. Fig. B2 compares best-fitting IMF slopes and [Na/Fe] ratios obtained with Na-MILES models (green curves in the figure; see case A in Table 6) to those obtained for CvD-matched models (brown curves in the figure). In the latter case, we have applied no IMF constraint for XSG1 (see Section 6.4). Interestingly, we get similar results from Na-MILES and CvD-matched models, in that...
we need high [Na/Fe] ratios, as well as a bottom-heavy IMF in the innermost radial bins, as well as an IMF radial gradient for XSG1, to fit our data. However, in the four inner radial bins of XSG1, as well as for the central bin of XSG2, we tend to infer higher [Na/Fe], and lower $\Gamma_b$, for CvD-matched than Na-MILES models. For the innermost bin of XSG1 (XSG2), [Na/Fe] is $\sim$0.15 dex ($\sim$0.2 dex) higher, while $\Gamma_b$ is $\sim$0.4 ($\sim$0.7) lower, for CvD12-matched than Na-MILES. In the outermost bins of XSG1, results are similar for both sets of models, with lower [Na/Fe] and a lighter IMF slope,\footnote{Note that when no IMF constraints are imposed for XSG1, we get significantly larger error bars on the IMF slope for Na-MILES (see cases B and E in Fig. 3) than CvD-matched models (brown curve in Fig. B2), in particular for the outermost radial bins. This happens as for CvD-matched models, Na$^{8}$190 and Na$^{11}$14 have significantly larger sensitivity to IMF than [Na/Fe], while for Na-MILES, all Na features have significant sensitivity to both IMF and [Na/Fe] (see Section 7.1), implying a stronger degeneracy between IMF and [Na/Fe] (hence larger error bars) in the latter case.} than in the innermost radial bins. In other words, CvD12-matched models give a shallower IMF (steeper [Na/Fe]) trend than Na-MILES models, with a somewhat lighter, yet bottom-heavy, IMF slope in the innermost radial bins of both our targets. Note that, in a somewhat similar way to these results, Spiniello et al. (2015) found that CvD12 and MILES models tend to predict similar trends of IMF slope with velocity dispersion in ETGs, though the MILES models favour slightly higher slopes for the most massive ETGs. In any case, the main point of this work is that our results are robust against uncertainties of state-of-the-art stellar population models on the IMF response of Na-sensitive features.

Figure B2. [Na/Fe] ratios (top) and IMF slopes (bottom) as a function of galactocentric distance, for XSG1 (squares) and XSG2 (stars), respectively. Green open symbols are the same as in the upper panel of Figs 3 and 4, respectively. Brown filled symbols, connected by a dashed line, are results obtained by fitting observed line strengths with Na-MILES models rescaled to match the response of CvD12 models to IMF and [Na/Fe] (see the text). Note that this approach is only meant to test the robustness of our results against uncertainties on state-of-the-art stellar population models.